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Abstract
This paper presents a new preconditioning technique for large-scale geometric optimization problems, inspired by applications in mesh parameterization. Our positive (semi-)definite preconditioner acts on the gradients of optimization problems whose variables are positions of the vertices of a triangle mesh in $\mathbb{R}^2$ or of a tetrahedral mesh in $\mathbb{R}^3$, converting localized distortion gradients into the velocity of a globally near-rigid motion via a linear solve. We pose our preconditioning tool in terms of the Killing energy of a deformation field and provide new efficient formulas for constructing Killing operators on triangle and tetrahedral meshes. We demonstrate that our method is competitive with state-of-the-art algorithms for locally injective parameterization using a variety of optimization objectives and show applications to two- and three-dimensional mesh deformation.

1. Introduction

Mesh parameterization is a fundamental member of the geometry processing toolkit for computer graphics. Among other applications, parameterization is critical for texture mapping, remeshing, decimation, and attribute transfer.

From a geometric standpoint, the language of discrete differential geometry suggests elegant formulations of mesh parameterization objective functions. As a result, the objectives optimized by modern parameterization algorithms are endowed with both smooth and discrete interpretations. These interpretations allow the objectives to be understood as discretized adaptations of continuous...
quantities on a smooth surface as well as purely discrete measures of triangle distortion.

With this geometric sophistication, however, comes demand for complex optimization algorithms. From an optimization standpoint, parameterization problems involve minimization of non-convex objectives measuring distortion of a map into the plane as well as bijectivity constraints preventing triangles from flipping over. These problems are highly structured, generally built from triplet terms reflecting the topology of the underlying triangle mesh. Moreover, the parameterization objectives may exhibit special properties like rotation invariance, which present challenges for generic optimization tools.

In this paper, we take inspiration from recent preconditioners that accelerate first-order (gradient-based) optimization for mesh parameterization [SS15, KGL16, RPPSH17]. We formulate a new preconditioner specifically designed for parameterization problems, using the language of vector field design. Our preconditioner is built from the intuition that a triangle with zero distortion should be moved rigidly as the parameterization is updated elsewhere on the mesh. We formalize this idea using the framework of approximate Killing vector fields (AKVFs) on two-dimensional shapes [BCBSG10, SBCBG11a].

Our method achieves state-of-the-art performance on challenging parameterization tasks. To accelerate application of our preconditioner in each iteration, we present a simple formula for assembling KVF operators directly from mesh geometry. From a theoretical standpoint, we present a Riemannian interpretation of our preconditioner, showing how the preconditioner navigates the space of mesh parameterizations endowed with a natural metric. Beyond mesh parameterization, we show how an analogous operator can precondition problems on tetrahedral meshes and demonstrate its application to deformation of volumetric objects.

Contributions. This paper contributes several new ideas to parameterization and related optimization problems in geometry. We stress that our method matches or exceeds the performance of existing methods [KGL16, RPPSH17] while enjoying additional theoretical understanding and a remarkably simple matrix construction. Specific contributions include the following:

- A positive (semi-)definite, rotation-invariant preconditioner for gradient fields that penalizes non-isometric deformations and is suited to minimization problems involving distortion energies
- Simple, easy-to-code, closed-form expressions for our preconditioner both in the planar and volumetric cases in terms of basic mesh elements, which can be assembled in parallel without matrix multiplication [SBCBG11a] or per-element eigenvector/SVD computation [RPPSH17]
- Interpretation of our preconditioner as the gradient with respect to a natural AKVF-based metric on the "space of parameterizations" of a mesh with fixed topology
- Application of our method to mesh parameterization problems, with improved performance over state-of-the-art
- Application to volumetric problems over tetrahedral meshes

2. Related Work
2.1. Mesh Parameterization
Surface parameterization is a fundamental and well-studied problem in computer graphics. We refer the reader to several surveys for more complete background [FH05, SPR06].

Early work on parameterization concentrated on solving linear systems of equations to find parameterizations. These solutions, however, typically require constrained boundaries [Tut63, Flo97] to guarantee locally injective parameterizations or suffer from excessive shrinking [LPRM02]. Hence, more recent work has concentrated on nonlinear problems that produce high-quality parameterizations.

As-rigid-as-possible parameterization (ARAP) [LZX'08a] uses a local-global optimization approach to optimize a measure of isometric distortion. This algorithm involves repeatedly finding the best rigid transformation for each triangle and stitching the triangles together through a global, linear system of equations. This choice of objective function, however, does not guarantee that the parameterization is locally injective. Other nonlinear metrics guarantee that the parameterizations will be locally injective with the use of an appropriate interior point solver. Examples include measures of conformal distortion [HG00, DMK03] as well as measures of isometric distortion [SCOGL02, APL14]. We concentrate on the symmetric Dirichlet energy [SS15] here for its high-quality results and simple expression, although our preconditioner applies to any rotationally-invariant distortion energy.

Minimizing such nonlinear distortion measures requires nonlinear optimization procedures, and a variety of such methods have been proposed in the past. Hormann and Greiner [HG00] utilize a single-vertex-at-a-time update to guarantee injective parameterizations, though such an optimization is slow in practice. Fu et al. [FLG15] employ a highly-parallel version of localized gradient descent to obtain reasonable optimization times. Smith and Schaefer [SS15] use LBFGS coupled with an explicit bound on the line search to guarantee a bijective parameterization. Other algorithms optimize for injective parameterizations with bounded distortion through a change of basis utilizing edge lengths [CLW16] or affine transformations [FL16]. Sheffer et al. [SLMB05] propose a hierarchical method for conformal distortion.

More recently, several researchers have developed optimization techniques specific to rotationally-invariant metrics. Kovalsky et al. [KGL16] use a Newton-like algorithm for rotationally invariant functions that can be written as a quadratic energy whose Hessian is the mesh cotangent Laplacian [PP93] plus a nonlinear correction term. The search direction for this nonlinear method is obtained by applying the inverse of the Laplacian, which is constant from iteration to iteration, to the negative gradient direction of the full energy function. Such a modification significantly decreases the number of iterations needed to converge versus a naïve quasi-Newton method [SS15]. Our method resembles this approach, but we utilize the inverse of the KVF operator for the current parameterization instead of the Laplacian of the 3D mesh.

Rabinovich et al. [RPPSH17] employ a modified version of ARAP to optimize rotationally-invariant energies. The idea is to modify the local-global approach of ARAP to reweight an ARAP
proxy energy such that the gradient of the reweighted energy is the same as the gradient of the parameterization objective. Their algorithm minimizes this proxy to obtain a search direction for the non-linear optimization. The result is a very fast optimization method that can be applied to massive meshes. We compare our results with this technique in §6.

These ideas bear similarity to Sobolev gradient methods [MBJC13, RN95]; specifically, preconditioning via the Laplacian can be seen as a gradient in the Sobolev space $H^1$. If the energy functional lies in a Sobolev space $H^p$, using the associated Sobolev gradient may lead to better performance, since the Sobolev gradient maintains smoothness of the functional. These methods, however, are agnostic to the underlying task and, to our knowledge, have not been applied to mesh parameterization.

2.2. Killing Vector Fields

Our preconditioner for mesh parameterization is constructed by approximating optimization gradients with Killing vector fields (KVF$s). The idea of computing approximate Killing vector fields (AKVF$s) first appeared in the geometry processing literature in [BCBSG10], in the context of vector field design on surfaces. This approach, specialized to the case of two-dimensional shapes in the plane, was applied by Solomon et al. [SBCBG11a] to planar deformation; it is their discretization of the AKVF operator that we use for parameterization, although we contribute a novel formula that accelerates matrix construction.

Alternative AKVF discretizations include [ABCCO13, AOBC15], which use functional maps [OBCS*12] to represent AKVF$s as differential operators, and [dGLB*14], which builds a discrete theory of 2-tensor fields on triangulated polygons in the plane using an edge-based representation. Some papers have considered alternative discretizations and applications for AKVF$s. Solomon et al. [SBCBG11b] use AKVF$s to partition surfaces into parts with intrinsic symmetries, and Tao et al. [TSB16] use AKVF$s on a voxel grid to track moving level set surfaces. AKVF-type operators also appear in approximately developable deformation [KMP07], fluid simulation [NVW12], and nonrigid registration for microscopy [CW13].

AKVF computation more broadly is a task in vector field design. See recent surveys by de Goes et al. [dGDT15] and Vaxman et al. [VCD*16] for summaries of recent work in this area.

2.3. Manifold Approaches to Shape Analysis

We motivate our preconditioner as a gradient in the “manifold of mesh parameterizations,” isomorphic to the $(2|V| − 3)$-dimensional space of vertex positions modulo rigid motion. This idea of defining a Riemannian metric in shape space has appeared in previous works across a few communities. In computer graphics, this approach appears in work on shape interpolation including [KMP07], which defines Riemannian metrics for triangle stretching in shape interpolation, and [HRWW12], which interpolates between surfaces using a metric inspired by thin-shell deformation. Other appearances of a similar idea include applications to image registration [DGM98], volumetric shape deformation [FW06], 2D curve deformation [MM04], surface registration [BB11], and manipulation of parameterized surfaces [KKDS10, KKG*12].

3. Preliminaries and Motivation

As motivation for our work and to establish notation, we will consider a simple example illustrated in Figure 2: the task of parameterizing a rectangular object (Figure 2(a)) in the plane.

If the mesh has vertices $V$ and triangular faces $F$, following the notation of Rabinovich et al. [RPPSH17] we can view parameterization algorithms as techniques for minimizing a functional

$$E(x) := \sum_{f \in F} \hat{A}_f D(J_f(x)).$$  \hfill (1)$$

Here, $x \in \mathbb{R}^{2|V|}$ encodes the positions of all points in the parameterization, $\hat{A}_f \in \mathbb{R}^+$ is the area of the undistorted triangle $f$, $J_f \in \mathbb{R}^{2 \times 2}$ is the Jacobian of the affine deformation of the triangle $f \in F$ modulo a rigid transformation of the triangle from 3D to the plane, and $D : \mathbb{R}^{2 \times 2} \to \mathbb{R}$ is a distortion measure per triangle. Intuitively, (1) states that the distortion of mapping a mesh into the plane is the sum of the distortions of its individual triangles.

Examples include the as-rigid-as-possible energy [LZX*08b]

$$D_{\text{ARAP}}(J_f(x)) := \|J_f(x) - R(J_f(x))\|_{\text{Fro}}^2.$$
where $R(\cdot)$ projects onto the closest rotation matrix, and the flip-preventing symmetric Dirichlet energy \[ D(J_f(x)) := \|J_f(x)\|_{Fro}^2 + \|J_f^{-1}(x)\|_{Fro}^2. \tag{2} \]

First-order techniques iteratively improve a parameterization from an initial guess $x^0$ by moving along the negative gradient $\nabla_x E(x)$. By linearity, the gradient of Equation 1 is

\[ \nabla_x E(x) = \sum_{f \in F} \hat{A}_f \nabla_x D(J_f(x)). \tag{3} \]

As an extreme example of what can go wrong, suppose $x^0$ is a bent bar in the example in Figure 2. Here, most triangles undergo only rotation from 3D to 2D, and hence their distortion is zero, yielding $\nabla_x D(J_f(x)) = 0$. The weighted sum (3) is comprised of a few terms involving vertices adjacent to distorted triangles. This leads to a sparse gradient field, as shown in Figure 2(b).

Minimizing $E(\cdot)$ will seek to “un-bend” $x^0$ back into a rectangle. But if we search along $-\nabla_x E(x)$, this does not happen. Rather, we would only move the vertices adjacent to distorted triangles (Figure 2(c)). The gradient disregards the fact that if we displace the distorted vertices alone, their neighbors become distorted instead. What we would prefer is a near-rigid motion of the undistorted vertices whose velocity shown in Figure 2(f) yields a smooth shape as in Figure 2(g).

Our preconditioner transforms vector fields like the one in Figure 2(b) to fields like the one in Figure 2(f) using the Killing operator $K(x)$. $K(x)$ measures the deviation of a vector field on $x$ from being a rigid motion—specifically rotation or translation—so the product $-K(x)^\top \nabla_x E(x)$ transforms the descent direction into an approximately rigid motion when possible. Since $K(x)$ is symmetric and positive (semi-)definite, this transformation maps descent directions to descent directions, preserving gradient descent (with or without line search) as an effective means for optimization. The null space of $K(x)$ corresponds to rigid motions that can be ignored in parameterization problems, as translating/rotating a parameterization does not affect its quality.

4. As-Killing-As-Possible Preconditioner

Our insight is that an operator proposed for shape deformation and related tasks. This operator is easily computed from mesh geometry via new closed-form expressions we present below.

4.1. Motivation for Use in Parameterization

Suppose we are in the process of parameterizing a triangle mesh. The vertex positions of the current parameterization are stored in a vector $x \in \mathbb{R}^{2|V|}$. In an iteration, we might update $x \rightarrow x + d$ for some search direction $d \in \mathbb{R}^{2|V|}$. While $d$ is a $2|V|$-dimensional vector, its role is different from $x$: whereas $x$ determines a parameterization, $d$ is a change in parameterization. That is, $d$ lies in the tangent space of the set of parameterizations. Note that $d$ is a vector field along the planar region determined by $x$: we interpret $d$ as a velocity field rather than a displacement field, under the assumption it is small relative to $x$.

Suppose we measure the magnitude $\|d\|$ of $d$, such that large changes in the parameterization correspond to $d$’s with large magnitude. It is tempting to use the Euclidean norm $\|d\|_2$, but this is arguably incorrect. In particular, any $d$ representing a rigid motion (rotation or translation) of $x$ may be nonzero but does not affect the parameterization and should be considered to have zero magnitude. More broadly, a $d$ encoding nearly-rigid motion likely should have low magnitude, even if $\|d\|_2$ is large.

A vector field $d$ is the velocity of a rigid motion exactly when its Jacobian $J_d \in \mathbb{R}^{2 \times 2}$ is antisymmetric. This gives rise to the Killing energy of a vector field $d$ \[ KVF \] defined as

\[ \|d\|_{KVF}^2 := \frac{1}{2} \int_{\Omega(x)} \|J_d + J_d^\top\|^2_{Fro} dA, \tag{4} \]

where $\Omega(x) \subseteq \mathbb{R}^2$ is the planar region defined by the parameterization $x$. Unlike $\|d\|_2$, the norm $\|d\|_{KVF}^2$ vanishes any time $d$ is the velocity of a rigid motion. Since $J_d$ is linear in $d$, the entire expression for $\|d\|_{KVF}^2$ is quadratic in $d$, showing that we can write $\|d\|_{KVF}^2 = d^\top K(x) d$ for some symmetric, positive semidefinite matrix $K(x) \in \mathbb{R}^{2|V| \times 2|V|}$. $K(x)$ is the Killing operator associated with the parameterization $x$.

4.2. Discretization and Efficient Construction

4.2.1. Planar Case

Although there are many mesh-based discretizations of vector fields \[ KVF \], our application must update $x$, and hence we choose to represent $d$ using one vector per vertex ($d \in \mathbb{R}^{2|V|}$). Identical to \[ SBCBG11a \], we use first-order (piecewise-linear) finite
elements (FEM) to compute the Killing energy (4) as a quadratic form $\|d\|_{KVF}^2 = d^T K(x)d$.

To maximize efficiency, we must assemble $K(x)$ from the parameterization $x$ as quickly as possible. Whereas Solomon et al. [SBCBG11a] assemble $K(x)$ as a product of FEM matrices, we employ an explicit formula. Hence we prove:

**Proposition 1** For a triangle mesh, $K(x)$ can be computed in $2 \times 2$ blocks corresponding to $(x,y)$ coordinates as follows:

$$
K_{pq} = \begin{cases} 
\sum_{f~(p,q)} \left\langle e'_e, (\cot \theta) e'_f \right\rangle 2x2 & \text{if } p \sim q \\
-\sum_{r \sim p} K_{pr} & \text{if } p = q \\
0 & \text{otherwise.}
\end{cases}
$$

Here, $p \sim q$ indicates that $p, q \in V$ are adjacent, and $f \sim (p, q)$ indicates triangle $f \in F$ is adjacent to edge $(p, q)$ (at most two terms). Figure 4(a) illustrates this notation where the edges $e, e'$, area $A_f$, and angle $\theta$ are functions of $x$.

While the cross term in (5) is an outer product $e' e^T$, the cotangent term can be computed using an inner product $\cot \theta = e' e / 2A_f$.

We will prove the following more general formula.

**Proposition 2** For a discretization $x$ of an $n$-dimensional manifold, $K(x)$ can be computed in $n \times n$ blocks corresponding to $(x_1, \ldots, x_n)$ coordinates as follows:

$$
K_{ij} = \begin{cases} 
\sum_{f~(i,j)} A_f \left\langle \hat{\phi}_f, \hat{\phi}_f^T \right\rangle + (\hat{\phi}_i \cdot \hat{\phi}_j) I_{n \times n} & \text{if } i \sim j \\
-\sum_{k~(i,j)} K_{ik} & \text{if } i = j \\
0 & \text{otherwise.}
\end{cases}
$$

Here $\hat{\phi}_i$ is the piecewise linear basis function that is 1 at vertex $i$ and 0 elsewhere.

**Proof** Write an arbitrary vector $v$ using linear interpolation functions: $v = \sum_i v_i \hat{\phi}_i$. The Killing operator energy for a single triangle with vertices $i \in \{1, 2, 3\}$ is given by

$$
\|Kv\|_{Fro}^2 = \frac{1}{2} \sum_{i,j} (v_i \nabla \phi_j^T + \nabla \phi_i^T v_j)^2.
$$

Using $\|A\|_{Fro}^2 = \text{Tr}(A A^T)$, we expand to

$$
\|Kv\|_{Fro}^2 = \frac{1}{2} \text{Tr} \left( \sum_{i,j} \left( (v_i \nabla \phi_j^T)^T (v_j \nabla \phi_i^T) + (\nabla \phi_i^T v_j)^T (\nabla \phi_j^T v_i)^T + (\nabla \phi_i^T v_j)^T (\nabla \phi_j^T v_i)^T \right) \right).
$$

Using $\text{Tr}(AB) = \text{Tr}(BA)$ and pulling out scalar terms when possible, we can simplify the above to

$$
\|Kv\|_{Fro}^2 = \sum_{i,j} (v_i \nabla \phi_j^T + \nabla \phi_i^T v_j) \left( v_j \nabla \phi_i^T + \nabla \phi_j^T v_i \right),
$$

which yields

$$
K_{ij} = \nabla \phi_i^T \nabla \phi_j^T + \nabla \phi_j \cdot \nabla \phi_i I_{n \times n}.
$$

To obtain the Killing operator for the entire mesh, we scale by area weights and sum over all triangles. □

Equation (6) gives a general form for the KVF operator for $n$ dimensional embeddings and can be specialized to 2D (Equation (5)) and 3D (Equation (10)) with the inclusion of area (respectively volume) terms to account for non-uniform weighting. Specifically, the individual terms in (6) match the terms in (5) and (10). We remark on the similarity between our Equations (5) and (10), and the partial differential operator that also minimizes an AKVF energy given in [TSB16].

Different from [SBCBG11a], for parameterization applications we choose to integrate the piecewise-constant KVF energy $\|J_d + J_d^\prime\|_{Fro}^2$ over the 3D surface rather than the 2D parameterization. The intuition comes from the fact that we are deforming a 3D surface into 2D in the parameterization. Small triangles in the parameterization will be given small weight if we integrate the KVF energy over the parameterization. These triangles, however, may correspond to large triangles in 3D and should affect the parameterization energy disproportionately as the energy is integrated over the 3D triangles in (1). To make this modification, we simply scale the quantities in (5) by $A_i / \|\phi_i\|^2$. We found that such a change increases the performance of the preconditioner in practice.

### 4.2.2. Volumetric Case

We can extend the formula for $K(x)$ to tetrahedral meshes embedded in $\mathbb{R}^3$ as well, which is useful for optimization problems like the ones documented in §6.2. First-order FEM still suffices, and our vector fields are still defined on vertices. Now, the fields are interpolated piecewise-linearly from the vertices of a tetrahedral mesh to the interiors of the tetrahedra.

To simplify notation, we first provide a $3 \times 3$ off-diagonal block of the KVF operator for a single tetrahedron; the full KVF operator $K(x)$ for a tet is $12 \times 12$ (four vertices, each with $3 \times 3$ coordinates). Suppose a tet has vertices $(x_0, x_1, x_2, x_3)$. As illustrated in Figure 4(b), define

$$
\begin{align*}
\mathbf{a} &:= x_1 - x_3 & \mathbf{b} &:= x_3 - x_2 & \mathbf{c} &:= x_2 - x_0 \\
\mathbf{n}_1 &:= \mathbf{b} \times \mathbf{a} & \mathbf{n}_2 &:= \mathbf{b} \times \mathbf{c}
\end{align*}
$$

The block of $K(x)$ corresponding to edge $(x_0, x_1)$ is then

$$
K_{\text{edge}}(x_0, x_1, x_2, x_3) := \frac{1}{36 \text{Vol}} \left[ \mathbf{n}_2 \mathbf{n}_1^T + (\mathbf{n}_1 \cdot \mathbf{n}_2) I_{3 \times 3} \right],
$$

where Vol denotes the (unsigned) volume of the tetrahedron.

With this notation in place, we provide a formula for assembling the volumetric version of $K(x)$:
Algorithm 1: AKVF Parameterization

Input: A mesh $M$ with vertices $V$ and faces $F$.
Output: A parameterization $x$ minimizing the Symmetric Dirichlet energy.

\[ x^0 = \text{Tutte}(V, F) \]
Perform flap optimization

while $\|\nabla_KE(x^k)\| > \varepsilon$ do
Compute AKVF operator $K$
Compute $\nabla_{x^k}E(x^k)$
Let $d^k = -K^{-1}\nabla_{x^k}E(x^k)$
Perform backtracking line search to find a step size $\alpha$
\[ x^{k+1} = x^k + \alpha d^k \]
end

Proposition 3 For a tetrahedral mesh, $K(x)$ can be computed in 3x3 blocks corresponding to $(x,y,z)$ coordinates as follows:

\[ K_{pq} = \begin{cases} \sum_{p,q,r,s \in T} K_{edge}(x_p,x_q,x_s) & \text{if } p \sim q \\ -\sum_{r \sim p} K_{pr} & \text{if } p = q \\ 0 & \text{otherwise.} \end{cases} \]  

Here, $p \sim q$ indicates that $p,q \in V$ are adjacent, and $T$ is the set of tetrahedra.

4.3. Preconditioned Gradient

At this point we have developed a Riemannian-style approach to parameterization. The “manifold of parameterizations” $\mathcal{M}$ is isomorphic to the set of $x \in \mathbb{R}^{|V|}$, modulo rigid motion. The tangent space is the set of vector fields $d \in \mathbb{R}^{|V|}$ endowed with the inner product $\langle d, d \rangle_x := d^T K(x) d$.

Parameterization can be viewed as searching for $x$ that minimizes a distortion function $E(x)$. To properly carry out gradient descent on this manifold, we search along the Riemannian gradient with respect to $(\cdot, x)$, defined as

\[ \nabla_{KVF} E(x) := K(x)^T \nabla_x E(x). \]  

Here, $\nabla_x$ denotes the Euclidean (coordinate-wise) gradient typically used for optimization, and $K(x)^T$ is the Moore–Penrose pseudoinverse of $K(x)$. Here we require the pseudoinverse because $K(x)$ has a three-dimensional null space corresponding to $x$ translation, $y$ translation, and rotation about the origin. Since $K(x)$ is otherwise full rank, applying this pseudoinverse can be accomplished using standard sparse matrix factorization techniques.

5. Algorithm

Our approach for minimizing equation (1) uses the AKVF operator to formulate an efficient and easily-implemented algorithm. Our proposed method, shown in Algorithm 1, starts from a feasible initialization $x^0$ and iteratively produces a sequence of approximations $x^k$ that are guaranteed to converge to a local minimum. We describe each step of our algorithm in more detail below.\footnote{Source code is available at: https://github.com/sebastian-claici/AKVFFParam.}

5.1. Iterative Technique

Similar to [RPPSH17, KGL16], we solve a Newton-style system using the AKVF operator as a proxy for the Hessian of our problem. Specifically, if $x^k$ is the parameterization at iteration $k$, we generate $x^{k+1}$ satisfying

\[ x^{k+1} = x^k - \alpha K^T \nabla_{x^k} E(x^k). \]

It is important to note that the positive (semi-)definiteness of $K$ ensures that $-K^T \nabla_{x^k} E(x^k)$ will be a descent direction.

To avoid ill-conditioned gradients, we project out the three-dimensional null space of $K$ at each iteration. Since our preconditioner is the Killing operator, the null space is known a priori as two constant vectors corresponding to translation of the entire parameterization in the $x$ or $y$ axes, and a rotation vector about the origin in $\mathbb{R}^{|V|}$ given by $(y_1,\ldots,y_n,-x_1,\ldots,-x_n)$.

5.2. Computing the Search Direction

To find the Riemannian gradient $\nabla_{KVF} E(x) := K(x)^T \nabla_x E(x)$, we solve a linear system for the search direction $d$:

\[ K(x)d = \nabla_{x^k} E(x). \]  

Instead of naively solving (12), we leverage our knowledge of $K$ to improve performance. First, because $K$ is positive (semi-)definite, we can compute the pseudoinverse of $K$ efficiently using algorithms tailored for positive (semi-)definite matrices. In our implementation, we use PARDISO [PSLG14, PSA14] to leverage recent advances in multi-core parallel solvers. Second, while our operator changes numerically from iteration to iteration, its sparsity pattern is constant. This allows us to symbolically factorize the matrix only once, significantly reducing computation time.

5.3. Line Search Parameters

At each step, we iterate $x^{k+1} = x^k + \alpha d^k$, where $\alpha$ is a step size, and $d^k$ is the search direction from §5.2. Ideally, we want an $\alpha$ that does not cause any of the triangles in our parameterization to flip orientation. Following [SS15], we define a maximal step size $\alpha_{\text{max}}$ and perform backtracking line search for the optimal $\alpha$ within $[0,0.80\alpha_{\text{max}}]$. Specifically, we iteratively scale $\alpha_k := \rho \alpha_{k-1}$ with $\rho = 0.9$ and $\alpha_{0} = 0.80\alpha_{\text{max}}$ until we satisfy the first Wolfe condition

\[ E(x^k + \alpha_k d^k) \leq E(x^k) + c_1 \alpha_k \nabla E(x^k)^T d^k, \]

with $c_1 = 10^{-5}$.

5.4. Flap Optimization

In many cases there may be vertices along the boundary of the parameterized surface that are adjacent to only one triangle. We call the triangles that contain such vertices flap triangles. While the error functions we minimize are nonlinear, flap triangles have a closed-form solution for error functions that measure isometric
distortion. Let $x_0, x_1, x_2 \in \mathbb{R}^2$ be vertices of a flap triangle where $x_0$ is contained by one triangle, which we call the flap vertex. Furthermore, let $\hat{x}_0, \hat{x}_1, \hat{x}_2 \in \mathbb{R}^3$ be the corresponding locations of the points on the 3D surface.

Assume the $x_1, x_2$ vertices are constrained. In this case, the Jacobian $J(x)$ that minimizes an isometric distortion will have singular vectors that align with the constrained edge $x_1x_2$ and its orthogonal direction. The singular value corresponding to the constrained edge will simply be $\frac{|x_1-x_2|}{|x_1-x_2|}$. The remaining singular value will have a minimum of 1 for isometric distortion measures.

Using this information, we can derive the optimal location of $x_0$ given $x_1, x_2$. Let $\beta = \frac{(x_0-x_1) \cdot (x_2-x_1)}{|x_2-x_1|^2}$ and $\gamma = |x_0-x_1 - \beta(x_2-x_1)|$. Then the optimal location of $x_0$ is

$$x_0 = (1 - \beta)x_1 + \beta x_2 + \frac{\gamma}{|x_2 - x_1|}(x_2 - x_1),$$

where $(x_2 - x_1)^\perp$ represents the rotation of the vector $x_2 - x_1$ by 90 degrees in the plane.

While there are typically not many flap triangles in a parameterization, we can identify them at the beginning of the optimization. We apply this flap optimization after the initial Tutte embedding to the unit disk to move each flap vertex to the orthogonal position for the current parameterization. Experiments show that this simple trick reduces the number of iterations necessary to converge by 13% on average.

### 5.5. Convergence Criteria

Note that simply using the value of the function as a stopping threshold is not sufficient to determine convergence. This phenomenon is apparent from Figure 1 and its error graph in Figure 9. While the error graphs of SLIM and AKVF appear similar after 10 iterations, Figure 1 demonstrates the actual parameterizations are far from each other, which indicates the need for a more sophisticated stopping criterion.

In §6, we use several convergence criteria. For our purposes, we use the first order criterion $\|\nabla x E(x)\| \leq 10^{-3}$. However, in our comparisons we have observed that competing methods falter when close to the minimum, and thus we relax our criteria to either a fixed number of iterates, or a weaker first order condition $\|\nabla x E(x)\| \leq 10^{-3}$ when comparing with other methods.

### 6. Results

In this section we illustrate the utility of our preconditioner on a variety of tasks where geometry-aware search directions are crucial to obtain fast and effective solutions. We first showcase our approach on 2D mesh parameterization, where we achieve state-of-the-art performance on a variety of tasks ranging both in mesh and geometric complexity, and then provide examples of AKVF-based preconditioning for problems on tetrahedral meshes.

All methods are run on an i7-6700K at 4GHz running Ubuntu 14.04. All methods are implemented in C++11. We utilize all four cores when solving the sparse linear system in (12) using the PARDISO solver. For a fair comparison with [RPPSH17] and [KGL16], our method was implemented in the SLIM framework provided by the authors and has only minor changes apart from the preconditioner. We have reimplemented AQP in C++ within the SLIM framework as the original MATLAB version is significantly slower. The results for AQP are accelerated using the acceleration constant defined in [KGL16].
6.1. 2D Parameterization

In what follows, we use the energy in (2) as our objective. Our method can, however, be applied generally to any isometric distortion energy (Figure 3).

Figure 9 showcases our method on nine meshes. The first column shows the parameterization obtained by our algorithm displayed as a UV color grid on the input mesh; the second column displays the 2D UV map; the third column plots objective value as a function of iterations; and the fourth column plots objective value as a function of time. Our plots compare performance to state-of-the-art algorithms for mesh parameterizations applied to the same nonlinear objective function. In most cases, we achieve parameterizations that approach or reach the lower bound deformation energy within fewer than 100 iterations. This yields state-of-the-art performance that is comparable to two currently available methods: Scalable Locally-Injective Maps (SLIM) [RPPSH17] and Accelerated Quadratic Proxy (AQP) [KGL16]. In addition, as highlighted in Table 1, we always show faster convergence with respect to a first order convergence condition than SLIM, which showcases the effectiveness of the search directions recovered by our preconditioner even in the region of the minimum.

We stress additionally that our method is significantly easier to implement than SLIM as it requires only a simple, Laplacian-like matrix construction (§4.2.1) that can be plugged into any standard gradient descent algorithm.

While there are two meshes on which our method is somewhat outperformed by SLIM (the camel head and hand in Figure 9), we note that the gradient vector field of those parameterizations will always be far from a rigid motion due to poor seam choice. Thus, the parameterizations obtained by all algorithms have high distortion error caused primarily by the vertices in the center of the initial parameterization.

One particular advantage of our method is its performance when the objective value is nearly minimal; in this case, reaching the full minimum can still require large-scale motion of the parameterization to pivot about a few deformed triangles.

As illustrated in Figure 1, our method outperforms SLIM on a difficult test example with this property. We show our method on the top row and SLIM on the bottom row. The first column shows the initial parameterization. We use the same starting parameterization as SLIM in this example to highlight differences. The following columns show the parameterization at iterations 5, 10, and 20. Our method and SLIM exhibit similar performance within the first few iterations, achieving a large reduction in distortion error. However, we recover better search directions in the following iterations and converge to the lower-bound energy value of 4. We continue running SLIM until we reach 500 iterations (Figure 5), and while more iterations improves the parameterization, it still has larger error than our parameterization after 10 iterations.

As we rely on a positive (semi-)definite preconditioner in a similar vein to a quasi-Newton method, we can guarantee convergence to a local minimum. Table 1 gives convergence times under a first order convergence criterion given by \[ \| \nabla^2 E(x) \| < 10^{-3} \]. Notice the discrepancy between the results reported in Table 1 and those given in the performance plots of Figure 9. In our experiments, we have frequently observed that beyond running 30 iterations, further improvements are marginal and are not visible qualitatively.

In Figure 6, we compare with SLIM and AQP on significantly larger meshes. Our method outperforms both SLIM and AQP on larger meshes due to the simplicity of Equation (6) when compared with SLIM, which has to solve 2 \times 2 SVDs on each triangle of the mesh. While our implementation of SLIM performs all SVDs in parallel, the timing differences are still significant.

In Figure 7, we show a comparison with Newton’s method on two meshes on which we observed good performance for Newton’s method. This method can get stuck if the Hessian is not positive semidefinite at a given iteration. We have chosen not to regularize by projecting on the space of PSD matrices. As observed in [RPPSH17], regularization does not significantly improve the results. Confirming results in [RPPSH17,KGL16], our method vastly outperforms Newton’s method on parameterization tasks.

6.2. 3D Deformation

AKVF-based preconditioning can be applied to volumetric mesh deformation in a similar fashion to 2D parameterization. Here the deformation energy measures the distortion from some tetrahedral rest shape to its deformed shape, typically with point constraints. We can use our operator defined in (10) to modify the search direction of the gradient of this volumetric error function as well.

We compare the performance of this volumetric approach on the cube deformation example from [RPPSH17] with the same source model and constraints. In this experiment, we minimize the exponential Dirichlet energy augmented with a least-squares term \[ w \sum (x_i - p_i)^2 \]. To make the comparison fair, identically to SLIM we use Tikhonov regularization to precondition using the matrix \( K(x) + \epsilon I \); we reuse parameter values from our experiment \( (w = 10^2, \epsilon = 10^{-5}) \) as well as the same line search procedure. Again to match the SLIM implementation, we invert our preconditioner using the conjugate gradient (CG) method; we find that a 1% tolerance is acceptable for CG convergence. Figure 8 demonstrates the results on the experiment, in which we ran 100 iterations of each method. The top row shows that the deformation results are qualitatively similar, while the bottom row demonstrates that performance of the methods is comparable. In particular, our method and AQP take similar amounts of time, while SLIM is slightly slower.

7. Discussion and Conclusion

Our results and theoretical development demonstrate that KVFs find value not just in shape analysis but also for identifying structure in otherwise challenging optimization problems. As verified in the experiments above, the KVF operator serves as a versatile preconditioner agnostic to the details of a chosen objective function. This makes the KVF operator a reasonable “black-box” choice for accelerating first-order optimization techniques involving vertex positions, reducing the need to compute a potentially dense or computationally expensive Hessian.

We foresee many additional applications of our machinery outside the ones tested in §6. For instance, physical simulation software can require solution of complex variational problems for sta-
We observe good performance close to the minimum using our algorithm, and thus significantly reduced convergence time. We suggest potential avenues for improved optimization. In particular, even without these improvements, KVF-based preconditioning stands as a simple way to improve the efficiency of numerical techniques in geometry processing. We anticipate this preconditioner will serve as a tool in the rapidly-developing numerical toolbox for shape-based optimization problems.

Specifically for mesh parameterization, a critical next-step will be automatic computation of seams dividing the surface into disk patches to be parameterized. This challenging problem involves minimizing distortion of the mapped patches, choosing an appropriate topology for the set of cut curves, and consideration of artistic constraints involving the visibility of the seams on the surface as it is rendered.

Even though our search direction is chosen as the Riemannian descent direction, the subsequent line search is not along a geodesic with respect to the KVF metric. Such a geodesic is likely complicated (and related e.g. to geodesics in the space of elastic shells [RW13]), but it may be possible to extend line search to search along circles or curved arcs like the logarithmic spirals in [SBCBG11a]. The challenge here will be to approximate geodesic curves in the space of parameterizations with the KVF metric while staying in a space simple enough for efficiency purposes.

Table 1: Time to reach convergence criterion $\|\nabla_x E(x)\| < 10^{-3}$. We observe good performance close to the minimum using our algorithm, and thus significantly reduced convergence time. We achieve equal or lower distortion energy than SLIM in all examples.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Faces</th>
<th>#Vertices</th>
<th>SLIM (s)</th>
<th>AKVF (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camel</td>
<td>3576</td>
<td>2032</td>
<td>10.76</td>
<td>0.127</td>
</tr>
<tr>
<td>Cow</td>
<td>5804</td>
<td>3195</td>
<td>9.296</td>
<td>0.207</td>
</tr>
<tr>
<td>Elephant</td>
<td>1796</td>
<td>1105</td>
<td>1.593</td>
<td>0.036</td>
</tr>
<tr>
<td>Hilbert Curve</td>
<td>9174</td>
<td>6120</td>
<td>8.319</td>
<td>0.176</td>
</tr>
<tr>
<td>Horse</td>
<td>39698</td>
<td>20636</td>
<td>22.92</td>
<td>1.560</td>
</tr>
<tr>
<td>Tricera</td>
<td>5660</td>
<td>3163</td>
<td>14.88</td>
<td>0.319</td>
</tr>
<tr>
<td>Sine Wave</td>
<td>4406</td>
<td>2339</td>
<td>0.470</td>
<td>0.065</td>
</tr>
<tr>
<td>Camel Head</td>
<td>22704</td>
<td>11381</td>
<td>13.97</td>
<td>3.052</td>
</tr>
<tr>
<td>Hand</td>
<td>4677</td>
<td>2356</td>
<td>34.34</td>
<td>13.05</td>
</tr>
</tbody>
</table>

Figure 8: Comparison of our method against SLIM on a tetrahedral deformation test case from their paper. Top row: deformation results, SLIM (left) and ours (right).


Figure 9: Summary of results on several test meshes using the symmetric Dirichlet energy. From left to right: a color grid showing the parameterization recovered by our algorithm on the original 3D mesh; the 2D UV map of the parametrization; energy plotted against iterations for our algorithm, SLIM [RPPSH17] and AQP [KGL16]; energy plotted against time for our algorithm, SLIM and AQP. We note that the two meshes on which our method is outperformed by SLIM (the camel head and hand) are difficult to parameterize due to poor seam placement.