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Figure 1: This state-of-the-art report discusses the theory and practice of diffusion models for visual computing. These models have recently become the de-facto standard for image, video, 3D, and 4D generation and editing. Images adapted from [Arn23, RLJ22, PJBM22, SSP23b, HTE23, BTOAF22, MPE23, MSP23, DMGT23, PW23] ©2023 IEEE.

Abstract

The field of visual computing is rapidly advancing due to the emergence of generative artificial intelligence (AI), which unlocks unprecedented capabilities for the generation, editing, and reconstruction of images, videos, and 3D scenes. In these domains, diffusion models are the generative AI architecture of choice. Within the last year alone, the literature on diffusion-based tools and applications has seen exponential growth and relevant papers are published across the computer graphics, computer vision, and AI communities with new works appearing daily on arXiv. This rapid growth of the field makes it difficult to keep up with all recent developments. The goal of this state-of-the-art report (STAR) is to introduce the basic mathematical concepts of diffusion models, implementation details and design choices of the popular Stable Diffusion model, as well as overview important aspects of these generative AI tools, including personalization, conditioning, inversion, among others. Moreover, we give a comprehensive overview of the rapidly growing literature on diffusion-based generation and editing, categorized by the type of generated medium, including 2D images, videos, 3D objects, locomotion, and 4D scenes. Finally, we discuss available datasets, metrics, open challenges, and social implications. This STAR provides an intuitive starting point to explore this exciting topic for researchers, artists, and practitioners alike.
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1. Introduction

For decades, the computer graphics and 3D computer vision communities have been striving to develop physically accurate models to synthesize computer-generated imagery or infer physical properties of a scene from photographs. This methodology, which includes rendering, simulation, geometry processing, and photogram-
metry, forms a cornerstone of several industries including visual effects, gaming, image and video processing, computer-aided design, virtual and augmented reality, data visualization, robotics, autonomous vehicles, remote sensing, among others.

The emergence of generative artificial intelligence (AI) marks a paradigm shift for visual computing. Generative AI tools enable the generation and editing of photorealistic and stylized images, videos, or 3D objects with little more than a text prompt or high-level user guidance as input. These tools automate many laborious processes in visual computing that had previously been reserved for experts with specialized domain knowledge, making them more broadly accessible.

The unprecedented capabilities of generative AI have been unlocked by foundation models for visual computing, such as Stable Diffusion [RBL∗22], Imagen [SCS∗22], Midjourney [Mid23], or DALL-E 2 [Ope23a] and DALL-E 3 [Ope23b]. Trained on hundreds of millions to billions of text–image pairs, these models have “seen it all” and, with an estimated few billion learnable parameters, are extremely large. After being trained on a massive cloud of high-end graphics processing units (GPUs), these models form the foundation of the aforementioned generative AI tools. The networks commonly used for image, video, and 3D object generation are typically variants of convolutional neural network (CNN)–based diffusion models that are combined in a multi-modal manner with text computed via transformer-based architectures, such as CLIP [RKH∗21].

While much of the successful development and training of foundation models for 2D image generation has come from well-funded industry players using a massive amount of resources, there is still room for the academic community to contribute in major ways to the development of these tools for graphics and vision. For instance, it is not clear how to extend existing image foundation models to other, higher-dimensional domains, like video and 3D scene generation. This is largely due to the lack of certain types of training data. The web, for example, contains billions of 2D images but much fewer instances of high-quality and diverse 3D objects or scenes. Moreover, it is not obvious how to scale 2D image generation architectures to handle higher dimensions, as required for video, 3D scene, or 4D multi-view–consistent scene generation. Another example of an existing limitation is computation: diffusion models are rather slow at inference time due to the large size of their networks and their iterative nature, and even though massive amounts of (unlabeled) video data exists on the web, current network architectures are often too inefficient to be trained in a reasonable amount of time or on a reasonable amount of compute resources.

Despite the remaining open challenges, recent developments have spurred an explosion of diffusion models for visual computing over the last year (see representative examples in Fig. 1). The goals of this state-of-the-art report (STAR) are to introduce the fundamentals of diffusion models, to present a structured overview of the many recent works focusing on applications of diffusion models in visual computing, and to outline open challenges.

This STAR is structured as follows: Sec. 2 outlines the scope and refers interested readers to surveys on closely related topics that are not covered here; Sec. 3 gives an overview of the mathematical foundations of 2D diffusion; Sec. 3.5 discusses the challenge of moving beyond 2D images towards video, 3D, and higher-dimensional diffusion models; Sec. 4 outlines approaches to diffusion-based video synthesis and editing; Sec. 5 summarizes recent approaches to 3D object and scene generation; Sec. 6 includes a discussion on 4D spatio-temporal diffusion for multi-view consistent video, human motion and scene generation (e.g., using parametric human body models); Sec. 7 includes a brief discussion on available training data; Sec. 8 reviews metrics used for various generated content; Sec. 9 outlines open challenges; Sec. 10 discusses societal implications and ethical concerns; and Sec. 11 concludes the STAR.

2. Scope of this STAR

In this STAR, we focus on recent advances in applications of diffusion models in visual computing. Specifically, we discuss the role of diffusion models in the context of generating and editing images, videos, 3D objects or scenes, and multi-view consistent 4D dynamic scenes. We start by laying down the mathematical underpinnings of diffusion models. This includes a brief introduction to the general diffusion process as applied to 2D images. We then delve into how these techniques enable generative modeling of high-dimensional signals, as we provide a comprehensive overview of the leading methodologies of diffusion models for video, 3D and 4D data. This report aims to highlight techniques leveraging diffusion models to tackle problems on data beyond the image domain. With that in mind, we do not cover each and every method only applicable to 2D data. We also do not discuss works that leverage generative pipelines other than diffusion models.

Related Surveys. Other generative methods, such as GANs, are closely related to diffusion models. However, we consider them to be beyond the scope of this report. We refer readers to [GSW∗21] for an in-depth discussion on GANs and [BTLLW21, LZW∗23, SPX∗22] for a broader review of other generative methods, or the use of different generative model architectures for multi-modal image synthesis and editing [ZYW∗23]. Recently, the term foundation model has become analogous to a diffusion model trained on internet-scale data image [RBL∗22]. While this report discusses methods that leverage such models, please refer to [BHA∗21] for an introduction and overview of foundation models in the context of natural language processing, visual computing, and other domains. Last but not least, the explosive advances in text-to-image (T2I) generation has led to an intrinsic link between large language models (LLMs) and diffusion models; interested readers can refer to [ZZL∗23] for a comprehensive survey on LLMs.

Selection Scheme. This report covers papers published in the proceedings of major computer vision, machine learning, and computer graphics conferences, as well as preprints released on arXiv (2021–2023). The authors of this report have selected papers (peer-reviewed and non peer-reviewed work) based on their relevance to the scope of this survey, as we aim to provide a comprehensive overview of the rapid advances in diffusion models in the context of visual computing. However, though this report serves as a list of state-of-the-art methods in a specific domain, we do not claim com-
aturally indistinguishable from Gaussian noise. Thus, we can sample noise with variance \( \sigma^2 \). Consider a range of noise levels, is to sequentially denoise samples of random noise into samples from the data distribution. Recall that we sampled an initial noise image \( x_0 \sim \mathcal{N}(0, \sigma_{\text{max}}^2) \) and sequentially denoise it such that at every step, \( x_t \sim \mathcal{N}(x_t; \sigma(t)) \). The endpoint of this sampling chain, \( x_0 \) is distributed according to the data.

However, instead of thinking about the denoising through a discrete collection of noise levels, it is useful to think of the noise level as a continuous, time-dependent function \( \sigma(t) \) (a common choice is \( \sigma(t) = t \)). The noisy image sample \( x \) can move continuously through noise levels, following a trajectory—either forward in time, gradually adding noise, or backwards in time, gradually removing noise (see Fig. 2 (B)).

Song et al. [SSDK20] introduce a stochastic differential equation (SDE) framework to model these trajectories. Ordinary differential equations give us tools to solve initial value problems—given an initial state and a differential equation that describes a function, we can solve for the function at a different time. As an example, given an object’s initial position and known velocity, we can solve for the object’s position at any time in the future. As Fig. 2 (A) depicts, in much the same way, noising an image can be thought of as picking an initial image \( x_0 \) from the image domain and solving a differential equation forwards in time; denoising an image can be thought of as picking an initial noise image \( x_t \sim \mathcal{N}(0, \sigma^2(t)) \) and solving a differential equation backwards in time.

The gradual corruption of an image with noise over time is a diffusion process that can be modeled by an Itô stochastic differential equation (SDE; Eq. 1) [Ito50, Ito51], where \( \mathbf{f}(\cdot; t) : \mathbb{R}^d \to \mathbb{R}^d \) is a vector-valued function known as the drift coefficient, \( g(\cdot; t) : \mathbb{R} \to \mathbb{R} \) is a scalar-valued function known as the diffusion coefficient, and \( w \) is the standard Wiener process:

\[
\frac{dx}{dt} = f(x, t) dt + g(t) dw. \tag{1}
\]

Implementing a diffusion model requires selecting \( f \) and \( g \), and several specific choices have been explored by [SSDK20]. The choices of \( f(x, t) = 0 \) and \( g(t) = \sqrt{2} \sigma(t) \frac{d\sigma(t)}{dt} \) yield an SDE that describes noising an image by adding Gaussian noise of variance \( \sigma^2(t) \). This SDE is known as the Variance Exploding SDE (Eq. 2), so-called because the variance continuously increases with increasing \( t \). Noising an image can be thought of as selecting an initial clean image and solving Eq. 2 forward in time as

\[
\frac{dx}{dt} = \sqrt{2} \sigma(t) \frac{d\sigma(t)}{dt} dw. \tag{2}
\]

The Variance Exploding SDE has the closed-form solution

\[
p(x_t | x_0) = \mathcal{N}(x_t; x_0, \left[ \sigma^2(t) - \sigma^2(0) \right] I). \tag{3}
\]

In other words, to obtain a noisy image at timestep \( t \), all we need to do is add Gaussian noise of variance \( \sigma^2(t) - \sigma^2(0) \).

The work of Anderson [And82] enables the discovery of an SDE that reverses a diffusion process. Applied to Eq. 2, this produces a reverse-time SDE

\[
\frac{dx}{dt} = -2 \sigma(t) \frac{d\sigma(t)}{dt} \nabla_x \log p(x; \sigma(t)) dt + \sqrt{2} \sigma(t) \frac{d\sigma(t)}{dt} dw. \tag{4}
\]

In Eq. 4, \( \nabla_x \log p(x; \sigma(t)) \) is known as the score function, a vector field that points towards regions of higher data likelihood. To solve Eq. 4, we need to predict the score function with a neural
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network. Remarkably, for a denoiser function $D$ that minimizes the $L_2$ denoising error $E_p\sim p_{data}\mathbb{E}_{\sigma\sim\mathcal{N}(0,\sigma^2)}[|D(x+n,\sigma)−y|^2_2]$, the score function can be easily obtained from the model output as $\nabla_x \log p(x;\sigma(t)) = (D(x;\sigma)−x)/\sigma^2$. This means that by simply training a model to denoise images, we can extract a prediction of the score function. This is known as Denoising Score Matching and the above relationship was derived by [Vin11]. Note that it is common to parameterize the neural network with parameters $\psi$ or $\theta$, as a noise-prediction network $\epsilon_\theta$, rather than as a denoiser $D_\psi$; however, each is easily recoverable from the other as $\epsilon_\theta(x;\sigma) = x − D_\psi(x;\sigma)$.

In order to sample an image, we need only start with some initial $x_T \sim \mathcal{N}(0,\sigma_{\text{init}}^2)$ and we can solve Eq. 4 backwards in time to arrive at a sample from the $p_{\text{data}}(x)$. However, as is the case with ordinary differential equations (ODE), only a small subset has closed-form solutions. Fortunately. As an alternative, we can approximate the solution to the SDE numerically.

Euler–Maruyama (Alg. 1) is an algorithm for approximating numerical solutions to SDEs. It is a simple extension of Euler’s method, which is the most basic numerical ODE solver, and a technique with which many will be familiar. Like Euler’s method, Euler–Maruyama approximates a trajectory by taking small steps tangent to the trajectory. Smaller steps enable approximation with greater precision. The sampling techniques of many common diffusion models [SSDK*20, SME20, ND21] can be viewed as modifications of Euler–Maruyama.

**Algorithm 1 Euler–Maruyama Approximation**

**Input:** An SDE of the form $dx = a(x,t)dt + b(x,t)dw$; an initial condition $x_0$; a time interval $[0,T]$. A finite number of subintervals $N$.

**Output:** A simulated trajectory $\{\tilde{x}_0,\tilde{x}_1, \ldots, \tilde{x}_{N−1}\}$.

1. **Initialize:** Partition the time interval $[0,T]$ into $N$ equal subintervals $\tau_0 < \tau_1 < \ldots < \tau_N$, where $\tau_{i+1}−\tau_i = \Delta t = T/N$; $\tilde{x}_0 = x_0$; $n = 0$.
2. **while** $n < N$ **do**
   3. $\tilde{x}_{n+1} = \tilde{x}_n + a(\tilde{x}_n,\tau_n)\Delta t + b(\tilde{x}_n,\tau_n)\Delta w_n$,
   4. where $\Delta w_n = w_{\tau_{n+1}}−w_{\tau_n}$.
5. $n = n + 1$.
6. **end while**

Viewing image synthesis with diffusion models through the lens of numerical SDE solvers can give us insight about the behavior of different sampling schemes and some insight into how some works have improved the computational efficiency of generating images. Empirically, we observe that generating high-quality images with diffusion models requires many (often hundreds) of iterations; fewer iterations produce poor samples. In the language of numerical differential equation solvers, poor quality results with few iterations is a result of truncation error—the smaller we make our timesteps $\Delta t$, the more accurate our numerical approximation. For the same reason, higher-order differential equation solvers [KAAL22,DVK22] can reduce the error in our numerical approximation, allowing us to sample with greater accuracy or enabling equal quality with fewer network evaluations.

For any diffusion process, there exists a corresponding deterministic process, which can be described by an ODE, that recovers the same marginal probability densities $p(x,0)$. Song et al. [SSDK*20] define an ODE that describes the deterministic process and name it the probability flow ODE (Eq. 5, Fig. 2b):

$$dx = \left[f(x,t) − \frac{1}{2}g(t)^2 \nabla_x \log p(x;\sigma(t))\right]dt.$$  \hspace{1cm} (5)

This probability flow ODE enables deterministic image synthesis—instead of sampling random noise and simulating the reverse-time SDE to synthesize images, we can instead sample random noise and solve the reverse deterministic probability-flow ODE; doing so recovers the same distribution of images. Unlike stochastic sampling, where the final image is determined both by the initial noise image $x_0$ and noise injected at every iteration (corresponding to the $\Delta w$ term in Eq. 4), an image created deterministically is defined only by the initial noise.

But we can also do the reverse: Instead of sampling noise and producing an image, we can draw an arbitrary image and follow the forward probability flow ODE to encode the image into noise. In fact, the probability flow ODE defines a bijective mapping between images and (noisy) latents. With sufficient accuracy in the ODE solver, one can encode an image into latent space by solving the probability flow ODE forward in time, arrive at a latent $x_T$, and solve the probability flow ODE backwards in time to recover the original image. Moreover, one can edit an image by manipulating the corresponding latent. For example, interpolation in latent space may produce a compelling interpolation in image space, and scaling the latent can influence the temperature of the generated image [SSDK*20]. Several recent image editing works are built on the premise of a deterministic mapping between images and latents, and rely on the forward probability flow ODE to map real images into the latent space of diffusion models [HMT*22, MHA*23, SME22].

Another advantage of deterministic sampling is that the probability flow ODE can also often be solved sufficiently accurately with fewer iterations [SSDK*20, SME20] of a numerical solver than the corresponding SDE; as a result, deterministic sampling may produce high-quality images with fewer network evaluations than stochastic sampling; accelerating inference.

Despite these advantages, stochastic sampling is still often preferred over deterministic sampling when many (generally hundreds to thousands) of denoising iterations are available, and image quality is paramount. Intuitively, stochasticity can be seen as a corrective force that repairs errors made earlier in sampling. Thus, stochastic samplers, when combined with many denoising iterations, often produce images that evaluate best according to metrics.

Karras et al. [KAAL22] illustrate this by decomposing the reverse-time SDE into the sum of a probability flow ODE, which deterministically moves a sample between noise levels, and a Langevin diffusion SDE, which stochastically “churns” a sample at a fixed noise level by adding and removing a small amount of noise. Here, the Langevin diffusion SDE, i.e., the stochasticity component, pushes a sample towards the marginal distribution $p(x,\sigma)$, correcting errors that may have been carried over in the purely deterministic setting. In practice, deterministic sampling and stochas-
tic sampling have specific strengths and weaknesses, and the level of stochasticity that works best will depend on the task.

3.2. Latent Diffusion using the Stable Diffusion Model

Unlike generative models such as Variational Autoencoders (VAEs) or Generative Adversarial Networks (GANs), which generate images through a single forward pass, diffusion models necessitate recurrent forward passes. This characteristic imposes a higher computational burden during training, as the model must learn denoising across multiple noise scales. Additionally, the iterative nature of the multi-stage denoising process elongates inference time, making diffusion models computationally less efficient than their generative counterparts [KAAL22].

Generating high-resolution images with diffusion models is often infeasible on consumer-grade GPUs due to the excessive memory requirements. Even on high-end GPUs, the constraints on batch sizes prolong the training process, making it impractical for a large segment of the research community.

Perceptual Image Compression. To address these challenges, Rombach et al. [RBL⁺22] introduced latent diffusion models that operate in a compressed latent space, rather than directly on image pixels. This approach retains perceptually relevant details while significantly reducing computational cost. The compressed image space is obtained using an encoder–decoder architecture. Among the various techniques, VQ-GAN [ERO21] has emerged as the most common choice due to its impressive compression ability and preservation of perceptual quality. These latent diffusion models (LDMs) consist of a two-stage process: an initial autoencoder for image reconstruction and a subsequent denoising model operating on the latent codes, achieving superior performance with reduced computational demands (see Fig. 3).

Architecture. The architecture proposed by Rombach et al. [RBL⁺22] builds upon the U-Net framework [RFB15, HJA20, JMPT⁺19]. It incorporates attention mechanisms [VSP⁺17], specifically self-attention and cross-attention blocks, at various stages of the U-Net. In the self-attention block, features derived from intermediate U-Net outputs are projected into queries $Q$, keys $K$, and values $V$. The output of the block is given by:

$$ A \cdot V $$

where $A = \text{Attention}(Q,K)$.

(6)

Here, the Attention mechanism captures contextual information between the $d$-dimensional $Q$ and $V$ projection matrices via

$$ \text{Attention}(Q,K) = \text{Softmax}(QK^T / \sqrt{d}) $$

(7)

Cross-attention blocks operate similarly, enabling controlled generation by injecting conditioning signals such as text prompts (see Sec. 3.3).

Retrieval-augmentation Mechanism (RDM). To further optimize computational efficiency, Blattmann et al. [BRO⁺22] introduced a Retrieval-augmentation Mechanism (RDM) that fetches relevant image patches from an external database during the generative process. These patches are selected based on latent codes from a pre-trained autoencoder and undergo simple augmentations.

Since details from the retrieved image patches need not be saved in model parameters anymore, this mechanism leads to a more streamlined denoising model and hence accelerates both training and inference, albeit at the cost of added computational complexity and dependency on a well-trained autoencoder.

3.3. Conditioning and Guidance

Conditioning. Perhaps the most important property of a generative model is the ability to control generation through user-defined conditions. Such conditions include text [RAY⁺16], semantic maps [PLWZ19], sketches [VACO23], multi-modal combinations of conditions [ZYW⁺23], and other image-to-image translation tasks [IZZE18, SCC⁺22]. Formally, instead of sampling data from an unconditional distribution $p(x)$, we would like to sample from a conditional distribution $p(x|c)$ given some conditioning signal $c$.

To accommodate the variety of conditioning modalities, a flexible set of conditioning mechanisms has been developed for diffusion models. A simple conditioning mechanism is concatenation [SCC⁺22], where the condition is directly concatenated with intermediate denoising targets and passed through the score estimator as input. Concatenation can be performed along with the diffusion model input during different stages of the model architecture. It is also applicable to nearly all conditioning modalities. Most notably, Palette [SCC⁺22] tackles various image-to-image translation tasks such as inpainting, colorization, uncropping and image restoration using conditioning by concatenation.

Another effective method is to inject conditioning signals through cross-attention. Rombach et al. [RBL⁺22] modifies the U-Net architecture [RFB15] for conditioning control with cross-attention mechanisms. To control the image synthesis, a conditioning signal $c$, for example a guiding text prompt, is first pre-processed by a domain-specific encoder $\tau$ to an intermediate projection $\tau(c)$. The projected conditioning signal is then injected into the intermediate layers of the denoising U-Net by means of cross attention [VSP⁺17], via Eq. 7, with

$$ Q = W_Q \cdot \varphi(z), \quad K = W_K \cdot \tau(c), \quad V = W_V \cdot \tau(c), $$

(8)

where $W_Q, W_K, W_V$ are learnable projection matrices, and $\varphi(z)$...
parameterized models reside in a low intrinsic dimension subspace \([2, 47]\). Zero-Initialized Layers are used by ... block, with parameters \(\theta\), that transforms an input feature map \(x\), into another feature map \(y\) as
\[
y = F(x; \theta) . \tag{1}
\]

Figure 4: Overview of ControlNet. ControlNet [ZA23] modifies existing network architectures by duplicating network blocks and connecting them through zero convolutions. The auxiliary module takes some conditioning \(c\), allowing the model to learn additional control handles.

represents an intermediate result from the denoising U-Net; see Fig. 3 for a detailed visualization. Intuitively, \(Q\) is the projection of activations of intermediate U-Net layers, while \(K\) and \(V\) are obtained via projection of the given condition.

During inference, additional techniques can be applied to condition the network on different modalities, including sketches [VAC023] and spatial layout [ZA23, MWX+23]. Among these, adapter methods, exemplified by the popular ControlNet [ZA23] (see Fig. 4), provide an effective and flexible route to add new conditionality without altering the pre-trained diffusion model by embedding new module layers into the existing network architecture. Specifically, it proposes a backbone for learning diverse control handles for large pre-trained diffusion models through the addition of auxiliary network modules. New network modules are initialized by duplicating encoding layers from the pre-trained network and connected to the original model through “zero-convolutions”, a mechanism that initializes layer parameters to zero, ensuring that no harmful noise is learned during the fine-tuning process. The auxiliary network is fine-tuned on a given set of condition-output pairs, while the original network layers remain unchanged as illustrated in Fig. 4.

Guidance. While conditioning affords a level of control over the sampled distribution, it falls short in fine-tuning the strength of the conditioning signal within the model. Guidance emerges as an alternative, generally applied post-training, to more precisely steer the diffusion trajectory.

Dharival et al. [DN21] observed that an auxiliary classifier can steer an unconditional generative model. This technique, termed classifier guidance, alters the original diffusion score by incorporating the gradient of the log-likelihood from a pre-trained classifier model \(p_b(c|x)\) that estimates \(c\) from a given image \(x\). Using Bayes’ theorem, the score estimator for \(p(x|c)\) is given by:
\[
\nabla_x \log(p_b(x|c)p_b(c|x)) = \nabla_x \log(p_b(x|c)) + \nabla_x \log(p_b(c|x)). \tag{9}
\]

We can then define a new score estimator \(\tilde{e}_0(x_t, c)\) corresponding to the joint distribution, giving:
\[
\tilde{e}_0(x_t, c) = e_0(x_t, c) - w \sigma_t \nabla_x \log p_b(c|x_t), \tag{10}
\]
where \(w\) is a tunable parameter controlling guidance strength. Despite its versatility, classifier guidance has limitations, such as the need for a noise-robust auxiliary classifier and the risk of poorly defined gradients due to irrelevant information in \(x_t\).

To circumvent the limitations of classifier guidance, Ho and Salimans introduced classifier-free guidance [HS22]. This method directly alters the training regimen, utilizing a single neural network to represent both an unconditional and a conditional model. These models are jointly trained, with the unconditional model parameterized by a null token \(c = \emptyset\). The model can then be sampled as follows, using the previously introduced guidance scale \(w\):
\[
\tilde{e}_0(x_t) = (1 + w)e_0(x_t, c) - w \sigma_t \nabla_x \log p_b(c|x_t, \emptyset). \tag{11}
\]

Controlling the strength of the conditional signal leads to a trade-off between diversity and sample quality [HS22]. As guidance scale \(w\) increases, the diversity of the resulting sample decreases in return for higher sample quality. Fig. 5 shows IS [SGZ+16] (a measure of sample fidelity) and FID [HRU+17] (a measure of diversity and fidelity) of samples evaluated at various guidance strengths. However, it is often observed that models trained using classifier-free guidance tend to generate low-quality samples for very low or high guidance scales. For example, Stable Diffusion [RBL+22] generates empty gray images when sampled using only the unconditional score estimator \((w = -1)\), and outputs images with saturation artifacts at higher guidance values \((w > 10)\).

The Role of Text. Undoubtedly, text has become the most popular form of conditioning used in diffusion models for images, video, 3D and beyond. Language, in the form of text prompts, serves as a powerful interface between user intent and generated content. While text-to-image generation has been explored in the past through other forms of generative models [XZH+17], the ability for diffusion models to produce samples of high quality and diversity allows them to fully utilize the flexibility of natural language. Though powerful, the expressivity of text is still limited. Natural language can fall short when describing certain concepts, especially in the context of visual computing, where the desired outputs are visual in nature. This gap between natural language and human understanding of a visual concept has opened up a field of research on controlling diffusion models with intuitive inputs [PW23, VAC023, RLJ+23, RKP+23].

3.4. Editing, Inversion and Customization

A pretrained diffusion model essentially provides an expressive generative prior, which can be leveraged to allow average users to perform various image manipulation tasks without any experience on pixel-level crafting skills. Many recent work have investigated the use of text-to-image diffusion models for editing, and generation of personalized images, also known as customization. This section surveys the main works in these two categories, as well as a crucial technical component, inversion, which is often used as a building block for editing.
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Editing. Owing to its inherently progressive and attention-based architecture, diffusion models offer a unique platform for fine-grained image editing by facilitating adjustments to various network phases and components to manipulate both spatial layout and visual aesthetics. The research trajectory in this domain is geared towards enhancing editing controllability and flexibility, while simultaneously ensuring an intuitive user interface. A prevalent use-case involves altering the visual attributes of an image while retaining its spatial configuration. In this context, SDEdit [MHS∗21] presents a straightforward approach that introduces a calibrated level of noise to an image, resulting in a partially-noised image, followed by a reverse diffusion process with a new conditioning signal as guidance. This foundational approach has been further extended by [KKY22] to manipulate global characteristics by direct text prompt modification, while localized editing is accomplished through the incorporation of auxiliary masks in the diffusion process [ALF22, NDR∗21]. Similarly, an additional guidance signal (i.e., any gradient function, as a classifier is in classifier guidance) can be used to modify a sampling trajectory to perform manipulable edits like changing object appearances or rearranging content in the scene [EJP∗23]. Another editing strategy involves constraining specific feature maps derived from a different generative processes. For example, Prompt-to-Prompt [HMT∗22] employs fixed cross-attention layers to selectively modify image regions corresponding to specific textual cues. Plug-and-Play [TGBD23] explores the injection of spatial features and self-attention maps to maintain the overall structural integrity of the image. [CWQ∗23] advocates for leveraging the self-attention mechanism to enable consistent, non-rigid image editing without the necessity for manual tuning. Moreover, the text prompt itself serves as a critical determinant of editing quality. Imagic [KZL∗23] refines the text prompts through an optimization of textual embeddings coupled with model fine-tuning, thereby enabling diverse, spatially non-rigid image editing. Delta Denoising Score [HACO23] ingeniously utilizes the generative prior of Text-to-Image (T2I) diffusion models as a loss term in an optimization framework to guide image transformations based on textual directives. Instruct-Pix2Pix [BHE23] simplifies the user’s text input from descriptive target image annotations to more intuitive editing directives by fine-tuning a T2I model on a generated dataset of image pairs aligned with editing instructions, created using a combination of Prompt-to-Prompt and a large language model. [PKSZ∗23] obviates the need for text prompts altogether by introducing an automated mechanism for discovering editing directions from exemplar image pairs.

Following similar work in the GAN literature [PTL∗23], a number of diffusion-based methods aim to perform edits driven by sparse user-annotated correspondences, where the appearance and identity of objects are preserved, and only their layout or orientation are changed [MWS∗23, SXP∗23].

Inversion. Many methods for editing an existing (i.e., real) image through generative models often involve an “inversion” task, which identifies a specific input latent code or sequence of latents that, when fed into the model, reproduces a given image. Inversion allows manipulation in the latent space, which enables the use of generative priors already learned by the model. In the context of diffusion, DDIM inversion [SME20] is a fundamental technique that adds small noise increments to a given image to approximate the corresponding input noise. When running a reverse diffusion using DDIM with this noise, the original image is reproduced. In the case of text-to-image diffusion, when provided with a specific text-image pairing, the DDIM inversion method tends to accumulate small errors, especially with classifier-free guidance [HS22]. Null-Text Inversion [MHA∗23] compensates for the timestep drift by optimizing the input null-text embedding for each timestep. EDICT [WGN23] achieves precise DDIM inversion using two coupled noise vectors. [WDF22] showcased a DDPM-inversion method, recovering noise vectors for an accurate image reconstruction within the DDPM sampling framework.

Beyond image-to-noise inversion, in the context of text-to-image models, “textual inversion” [GAA∗23b] offers a framework to convert image(s) into token embeddings. The original work proposed converting a concept that appears in a few images into a single token using optimization. Follow-up works also demonstrated the inversion of a single image into a token using an encoder [GAA∗23b], or converting the concept into a sequence of per-layer tokens to improve the concept’s reconstruction [VCCOA23].

Customization. Recent works have extensively explored the customization of T2I diffusion models, i.e., adapt a pretrained diffusion model to generate better outputs for a specific person or object. The pioneering work DreamBooth [RLJ∗22] achieves this by optimizing the network weights to represent a subject shown in a set of images by a unique token. One line of follow-up works has focused on fine-tuning only specific parts of the network. CustomDiffusion [KZZ∗23] modifies only the cross-attention layers, SVDiff [HLZ∗23] refines the singular values of weights, LoRA [HSW∗21] targets optimizing low-rank approximations of weight residuals [HSW∗21] and StyleDrop [SRL∗23] adopts adapter tuning [HJG∗21] to fine-tune a selected set of adapter weights for style customization. Similar techniques have
been applied to other problem statements besides text-to-image generation, such as image inpainting or outpainting [TRC\textsuperscript{23}].

Another line of research is dedicated to accelerating the customization process. [GAA\textsuperscript{23a}] and [WZJ\textsuperscript{23}] employ encoders to determine initial text embeddings and subsequently fine-tune them to enhance subject fidelity. [RLJ\textsuperscript{23}] predicts low-rank network residuals tailored to specific subjects directly. SuTI [CHL\textsuperscript{23}] initially constructs a comprehensive paired dataset using images and their recontextualized counterparts produced by DreamBooth, and uses it to train a network that can execute personalized image generation in a feed-forward manner. InstantBooth [SXLJ23] and Taming Encoder [JZC\textsuperscript{23}] introduce a conditional branch to the diffusion model which allows conditioning using a minimal set of images or even just one, facilitating the generation of personalized outputs in various styles. Break-A-Scene [AAF\textsuperscript{23}] customizes a model to support a few subjects depicted in a single image, while FastComposer [XYF\textsuperscript{23}] leverages an image encoder to project subject-specific embeddings for multi-subject generation. Mix-of-show [GWW\textsuperscript{24}] and Orthogonal Adaptation [PYAW24] introduce approaches that allow multiple independently trained to be merged into a single generated image.

3.5. The Challenge of Moving Beyond Images

Diffusion models have garnered significant attention and success in the realm of image processing, owing to a confluence of factors that have made them particularly well-suited for this domain. One of the primary reasons for their efficacy lies in the maturity of network architectures tailored for image processing, particularly in the area of denoising. Diffusion models in the 2D image domain have capitalized on these advancements, incorporating well-defined building blocks such as convolutional layers, attention mechanism and U-Net structures as their backbone. Advances in Transformers [VSP\textsuperscript{17}] and large language models [DCLT18] have further enhanced these models by enabling approximate controllability through natural language prompts, facilitated by the pairing of images with text descriptions [RKH\textsuperscript{21}].

Moreover, the ubiquity of mobile phones and social norms have democratized the capture, storage, and sharing of 2D images, resulting in a near-infinite supply of freely available images [Stu\textsuperscript{19}]. In summary, by the end of the 2010s, all the essential ingredients for the success of 2D diffusion models were in place: a well-defined mathematical framework, flexible function approximators capable of learning expressive image transformations, and an abundant supply of training data.

Though 2D image synthesis has been blessed by a happy coincidence of technological progress and available data, this has not been the case for higher-dimensional signals. The task of synthesizing higher-dimensional content, such as video and 3D content, is substantially more difficult than 2D image synthesis, limited by a number of additional issues described further in this section.

Models. The network architecture for processing high-dimensional data is still an open question. Unlike images, which can be efficiently represented and processed using discrete pixel values, higher-dimensional data often require more complex representations [QYS\textsuperscript{17}, HHF\textsuperscript{19}]. This complexity is exacerbated by the need to handle long-range information flow, which is critical for understanding the temporal dynamics in videos or the spatial relationships in 3D structures. As of now, there is no consensus on a network architecture that can serve as a reliable and scalable backbone for diffusion models in these domains. The computational and memory costs associated with processing high-dimensional data further complicate the issue, making it challenging to find an efficient yet expressive solution.

Data. The availability and quality of data pose another significant challenge. For 3D structures, the process of creating a single 3D model involves multiple steps, including scanning, processing, and reconstruction, each of which requires specialized expertise and resources [HC\textsuperscript{19}, KIV\textsuperscript{18}, DCS\textsuperscript{17}, YLND\textsuperscript{23}]. This makes the data acquisition process both time consuming and expensive. In the case of videos—although raw data may be abundant—annotating these data, especially for capturing motion and temporal dependencies, is far from trivial. This scarcity of high-quality annotated data hampers the training of robust and generalizable diffusion models for higher-dimensional domains.

4. Video Generation and Editing

Despite the tremendous progress in image diffusion models, and the remarkable breakthroughs in T2I generation, expanding this progress to the domain of video is still in nascent stages, due to two main challenges.

First, learning from videos requires orders of magnitude more data than images, due to the complexity and diversity of our dynamic world. While online videos are abundant, curating high-quality video datasets remains a difficult task that typically involves significant engineering efforts and requires dedicated automatic curation tools.

Another substantial challenge arises from the high-dimensionality of raw video data (e.g., a two-minute video with 30 fps consists of 3600× more pixels than a single frame). This makes the extension of 2D architectures to the temporal domain very challenging and computationally expensive. We next discuss how these challenges have been tackled in the context of diffusion models for video generation.

4.1. Unconditional and Text-Conditioned Video Diffusion

Ho et al. [HSG\textsuperscript{22}] introduced the first Video Diffusion Model (VDM), extending the 2D U-Net backbone to the temporal domain. This is achieved through factorized space and time modules (Fig. 6), enabling more efficient computation as well as joint training on both individual images, videos, and text. This approach has been scaled up by ImagenVideo [HCS\textsuperscript{22}], a cascaded text-to-video (T2V) model with 11 billion parameters, which comprises a low spatio-temporal resolution base model, followed by multiple cascaded super-resolution models that increase both the spatial resolution and the effective framerate. ImagenVideo is trained from scratch, using a large corpus of video and corresponding captions as well as a number of text-image datasets.

In an effort to leverage learned image priors for video generation,
a surge of methods have proposed to build their frameworks on top of a pre-trained T2I model, extending it to videos by inserting temporal convolution and temporal attention layers into the pre-trained T2I’s architecture (e.g., [SPH*22, BRL*23, GSB*23, BTCT*24]). The “inflated” T2I model is trained on video data, while the pre-trained T2I’s layers are either finetuned alongside the new temporal layers or kept frozen. In the latter case, the T2I model generates high-quality, yet temporally unrelated image samples, while the new temporal layers learn to transform these inconsistent samples into a coherent video.

Make-A-Video [SPH*22] demonstrated how to bypass the need for video-caption-paired training data by pre-training the T2I model on image-text pairs, and then fine-tuning the entire T2V model on a large-scale corpus of unlabeled videos. PyCo [GNL*23] focused on tailoring a video noise prior and demonstrated improved performance for fine-tuning a pre-trained T2I model for video generation. EMU Video [GSB*23] proposed an inflation framework which factors video generation into two steps: first generating an image conditioned on the text, and then generating a video conditioned on the text and the generated image.

Similarly, image Latent Diffusion Model (LDM), e.g., Stable Diffusion [RBL*22], have been expanded to videos, i.e., learning the video distribution in a low-dimensional space (e.g., [BRL*23, LCW*23, VJMP22, LCZ*23, ZWY*22, WYC*23, BDK*23]). Here too, compared to vanilla Video Latent Models (e.g., [HYZ*22, YSKS23]), leveraging a pre-trained image model allows efficient training (with less data), while harnessing the rich 2D priors learned by T2I LDMs. Additional advantage of the inflation approach, when the T2I model remains fixed, is the ability to transfer the learned motion modules to other image models derived from the same base T2I. For example, plugging in a personalized tuned version of the T2I model thus synthesizing videos in a specific style or depicting specific objects (e.g., [BRL*23, GYR*23, BDK*23]).

While the prevailing approach in existing inflation frameworks is to maintain a fixed temporal resolution across the inflated UNet architecture, such design limits the ability to process full-length clips, and often requires convoluted cascaded frameworks to increase the spatial and temporal resolution (e.g., [HCS*22]). Instead, Lumiere adopts a Space-Time UNet architecture, that learns to downsample the signal in both space and time. This enables the generation of 80 frames (at 16fps) with a single base model, resulting in a simpler framework that can be readily adapted to various video editing tasks.

Aiming to reduce the computation cost and having a unified space for representing different modalities (e.g., images, videos, text, audio), Transformer-based text-to-video diffusion models have emerged [GYS*23, MSH*24, BPH*24]. Previously, such architectures have been trained to predict discrete video tokens using 3D extensions of VQGAN (e.g., [HDZ*22, YCS*23, KYG*23]) using W.A.L.T. [GYS*23] proposed a latent video diffusion model where images and videos are jointly encoded into a shared latent space, and then processed via a transformer backbone, which leverages a window-rectangular spatiotemporal attention. Snap Video [MSS*24] also jointly model videos and images, by treating images as infinite frame-rate videos, and introducing a variable frame-rate training procedure. The advantage of multimodal joint embedding space and efficiency have also been demonstrated by recent transformer-based video models that are trained autoregressively Finally, Sora [BPH*24] pushes the boundaries of Diffusion Transformers (DiT) [PX23]. Sora learns the distribution of videos in a spatiotemporal compressed latent space. This is achieved through a Transformer-based model that processes a video as a sequence of latent space-time patches. In contrast to the majority of video models, Sora is trained on videos in their native aspect ratio and duration, coupled with highly descriptive captions that are generated automatically. Sora demonstrated state-of-the-art synthesis results, depicting high quality and temporally consistent content across minutes long videos.

4.2. Controlled Video Generation and Editing

Similar to images, an important aspect in harnessing diffusion models for real-world content creation tasks, is the ability to provide users with controls over various attributes of the generated content, ranging from texture/appearance to editing motion and actions in video. While powerful methods have been developed to control various image attributes in T2I models, video editing poses additional challenges. First, any edit has to be applied in a consistent manner to all video frames. Second, while the community has developed rich and powerful representations for “static image attributes”, the question of how to represent motion and time-varying signals in videos still remains open.
Conditional Video Models. One approach for controlled video generation is to design and train a conditional video model that directly takes control signals as input. For instance, Gen-1 model [ECA'23] takes as input per-frame depth maps, which control the spatial layout of each frame, and a CLIP embedding, which controls the global appearance and semantic content of the video. Control-A-Video [CWX'23] and VideoComposer [WYZ'23] enable video generation conditioned on various other image-space control signals, such as edge maps, sketches or pose, by extending ideas from controlled image generation to the realm of videos [ZA23,HCL'23]. MagicEdit [LYZ'23] proposes a modular framework, which only trains the added temporal layers and not the pre-trained T2I model. Similar to AnimateDiff [GYR'23], this enables plugging the trained temporal layers into a given conditional T2I model (e.g., ControlNet [ZA23]) for controllable video generation. All the above models are based on inflated T2I models, which typically incorporate additional temporal layers, and are trained on large-scale video datasets. Similar concepts have been explored for adapting pre-trained text-to-video models (e.g., [BPH'24, BTCT'24]) to admit additional condition inputs (e.g., input image, per-frame masks), demonstrating impressive results in various applications including image-to-video, inpainting, and video stylization.

Other methods have been tailored for more limited domain videos, for example models aimed at animating videos of humans, conditioned on an input image and a sequence of target poses [KHWKS23]. Generative Image Dynamics [LTSH23], instead of directly predicting video content, learns to generate motion trajectories for pixels in an image, such that images can be animated to arbitrary length videos with oscillating motion. Make-it-4D [SLS'23] synthesizes long-term videos conditioned on a single image in- and outpainted with a pre-trained diffusion model. The method leverages layered depth images, i.e. representation that ensures the global video consistency.

Few-shot Methods for Video Editing. On the other side of the spectrum, a surge of methods suggest to leverage a pre-trained T2I model in a one-shot setting, i.e., by fine-tuning on a single test video (e.g., [WGW'22, LZL'23c]), or in a zero-shot setting, i.e., given no additional training data (e.g., [QCZ'23, CHM23, KMT'23, GBTBD23, FAKD23]).

For instance, Tune-A-Video [WGW'22] observes that simply extending the spatial self-attention in the T2I model from one image to multiple images produces consistent content and appearance across the generated images. Based on this finding, they design an inflated version of the T2I model, and finetune it on the test video. At inference, given a text prompt, the model can be used to change the object category or stylize the video.

While tuning a T2I model on a single video yields surprisingly promising results, it is prone to overfitting (i.e., forgetting the T2I prior) and demands costly computation, limiting its use to generating text-driven variations of short, sub-sampled clips. Alternatively, a surge of video editing methods leverage a T2I model in a zero-shot fashion, by directly manipulating its internal features. Following feature-based image editing methods [TGBD23,HMT'22], Fate-Zero [QCZ'23] extracts the attention maps from an input video, and injects them into the T2I model during the generation of the edited video; this operation allows them to preserve the spatial layout of each frame, as discussed in Sec. 3; appearance consistency is achieved by extending the self-attention to operate on multiple frames, as in [WGW'22]. Concurrent works [CHM23, KMT'23] combine the self-attention extension with a conditional T2I (e.g., ControlNet [ZA23]), thus allowing to condition the generation on various spatial controls. However, achieving highly consistent edits remains challenging, as it is only implicitly encouraged via the inter-frame attention module.

Re-Render A Video [YZLL23] aims to improve consistency via a two-step approach by editing keyframes, and applying off-the-shelf video propagation methods to apply the edit on the rest of the frames. Their method heavily relies on accurate optical flow in both keyframe editing and propagation, which limits their use to rather simple motion and short clips. Concurrently, TokenFlow [GBTBD23] observes that consistency in RGB space is directly affected by the consistency of the diffusion features across frames. Thus, their method ensures temporal consistency by explicitly preserving the inter-frame feature correspondences of the original video. Notably, TokenFlow operates entirely in the diffusion feature space, thus does not exhibit optical-flow restrictions.

The above methods have demonstrated impressive results; however, relying solely on a T2I model is limited to edits that maintain the original video’s motion and structure. To facilitate applications requiring modifications to motion attributes, recent approaches...
have proposed to harness large-scale pre-trained text-to-video (e.g., [MHV∗23, YFT∗23, ZGW∗23, MSS∗23]). These methods enable tasks like text-driven motion transfer across different object categories in a zero-shot manner [YFT∗23], or customizing motion by fine-tuning the pre-trained T2V model on a single or small set of videos depicting the target motion [MHV∗23, MSS∗23, ZGW∗23].

Neural Video Representations for Consistent Synthesis. Videos inherently contain highly redundant information across time, i.e., often share the same objects, scene background and overall appearance across frames. Thus, synthesizing or editing video content in a frame-by-frame manner is a tedious process that is susceptible to introducing temporal inconsistencies. This has motivated the development of neural video representations that facilitate effective and consistent synthesis and editing. Such representations range from video-to-layered-image decomposition to full 4D dynamic scene representations.

For example, representations like Layered Neural Atlases (LNA) [KOWD21] and Deformable Sprits [YLT∗22] decompose a video into a set of layered canonical images (atlases), with corresponding per-frame deformation fields. This approach allows to significantly simplify video editing: 2D edits applied to a single canonical image are automatically propagated to all video frames. Text2LIVE [BTOAF23] leverages LNA representation in conjunction with CLIP to perform text-driven video editing. This approach has been extended in [LIC∗23] to leverage a pre-trained T2I model and to enable shape deformations. While temporal consistency is guaranteed by design, these methods typically require heavy optimization (hours of training per video). To tackle this issue, CoDef [OWX∗23] proposes an efficient hash-based representation to both canonical images and deformation fields.

To ensure both temporal and geometric consistency, Make-a-Video3D [SSP∗23b] synthesize a video by leveraging a full 4D video representation, i.e., a 4D dynamic NeRF [CIJ23], representing the 3D position of each scene point, and its 3D motion throughout the video. Given a target text prompt, this representation is optimized using a score-distillation-based objective that combines 2D image priors learned by a pre-trained T2I, and motion priors learned by a pre-trained T2V (see more details in Sec. 6).

5. 3D Diffusion

Beyond videos, the advent of diffusion models has also ushered in a transformative era for visual computing in the domain of 3D content generation. Although videos can be seen as 3D data (2D frames stacked sequentially in time), here we use the term “3D” to refer to spatial structure, i.e., 3D geometry. While 3D scenes can be visually presented as 2D video content by rendering a scene from multiple viewpoints, the rendered videos differ from general video content in that they only contain camera motion (as long as there exists a single 3D-consistent scene geometry). Generating this scene geometry (and the accompanying appearance or texture) is the primary focus of 3D generative tasks.

As elaborated in Sec. 3.5, the application of diffusion models to higher-dimensional data faces inherent difficulties, with data scarcity being particularly acute in the 3D domain. Existing 3D datasets are not only orders of magnitude smaller than their 2D counterparts, but they also exhibit wide variations in quality and complexity (see Sec. 7). Many of the available datasets focus on individual objects with limited detail and texture, limiting their generalization and usefulness for practical applications. Fundamentally, this issue stems from the fact that 3D content cannot be captured (or created) with the same ease as an image or video, resulting in orders of magnitude less total data. Furthermore, the culture for sharing 3D content is nowhere near that for 2D, exacerbating the scarcity of annotated data.

A unique challenge specific to 3D diffusion is the lack of a standardized 3D data representation. Unlike in image and video processing, where consensus has emerged around certain data formats, the 3D field is still wrestling with multiple competing representations, i.e., meshes, points, voxels, and implicit functions, each with its own merits and limitations, and each necessitating different network designs. Yet, none has emerged as a definitive solution that balances scalability with granularity.

To navigate these complexities, this section considers two distinct approaches: 1) Direct 3D Generation via Diffusion Models, which aims to model the distribution of 3D shapes, such that 3D content can be generated directly, putting geometry at the forefront and potentially serving as a foundation for tasks like 3D reconstruction and shape retrieval; and 2) Multiview 2D-to-3D Generation via Diffusion Models, which offers a more practical route by leveraging high-quality 2D generative models to create textured, consumer-ready 3D content. Both approaches offer valuable insights and capabilities, each addressing different facets of the challenges and opportunities in 3D content generation via diffusion models.

5.1. Direct 3D Generation via Diffusion Models

The application of diffusion models in 3D generation encounters escalated challenges as the target’s scale and complexity increase. This necessitates diverse solutions tailored to specific requirements. This subsection delves into the intricate nuances of applying diffusion models to 3D generation, elucidating the challenges and innovations at various scales and complexities. It systematically explores the evolution from object-level synthesis to scene-level generation, highlighting key methodologies and representation strategies that have shaped this dynamic field.

Object-level geometry synthesis. In the domain of 3D generation using diffusion models, object-level geometry synthesis primarily emphasizes the intricate detailing and accuracy of geometric forms. This aspect of 3D modeling is foundational, as it sets the stage for more complex generative tasks. At this level, ShapeNet [CFG*15] is by far the most employed dataset. It contains 51.3k mesh models from 55 categories, predominantly everyday commodities. Originating from CAD models, these meshes are of high quality and often contain intricate details. Furthermore, all instances are preprocessed to ensure consistent orientation, significantly reducing ambiguities in generation. Despite its limited diversity, ShapeNet remains a solid test-bed for object-level synthesis. Recently, ShapeNet has been enriched with part segmentation and textual annotations, e.g., Text2Shape and ShapeGlot [AFH*19, CCS*19], augmenting these datasets with language...
In terms of 3D representation at the object-level geometry synthesis, the choices vary significantly, including point clouds [LH21, ZDW21, ZVW22], signed distance functions (SDFs), and occupancy fields in both continuous [EMS23, ZTNW23, SCP23] and discrete forms [HLHF22, ZPW23, CLT23]. The representation choice extends into the diffusion process itself, playing a critical role in determining the quality and detail of the generated output. Initially, the latent variable for diffusion mirrors the 3D representation. However, this approach has limitations in encoding fine-grained geometric details. To address this, a shift towards using compact latent codes for diffusion has gained popularity. This approach, drawing parallels to high-resolution image synthesis, involves encoding detailed geometric information in a compressed form and decoding it in the final step of generation [ZVW22, SCP23, ZTNW23, ZLC23], allowing for efficient embedding of high-frequency information crucial for detailed object synthesis. An intriguing alternative to the standard latent code learning approach is exemplified in NeuralWavelet [HLHF22]. This model leverages wavelet transformations to create a multi-resolution representation, efficiently capturing both global shapes and local details. This technique illustrates the potential of exploring novel encoding strategies in the realm of 3D diffusion models.

Object-level appearance and geometry synthesis. Transcending mere geometric accuracy, many researchers integrate texture into synthesis, thereby presenting a more comprehensive solution for 3D generation. In this more advance arena, the synthesis process relies not only on geometric data but also on textural information. While ShapeNet contains texture maps, the quality and realism of textures are limited. The development of comprehensive datasets like Objaverse [DSS22, DLW23] marks a significant stride in addressing data limitations, offering an expansive array of textured 3D models that enhance the realism and diversity of generated objects. However, maintaining rigorous preprocessing for such large-scale and diverse data is challenging, making robustness a new challenge for developing new models.

When addressing both geometry and texture, the choice of 3D representation tends to converge towards more uniform methodologies. The radiance field has emerged as a particularly effective representation, likely due to its ease and convenience for simultaneous optimization of geometry and appearance, as well as higher rendering quality. An interesting departure from this trend is PointE [NJD22], which utilizes colored points as the 3D representation. This approach benefits from faster rendering (thanks to rasterization techniques designed for point rendering) but generally yields lower photometric quality compared to volumetric rendering with radiance fields. Recently, 3D Gaussian splatting [KKLD23] significantly improved the rendering quality of point-based models, yet the integration of this new representation in generative settings remains a relatively unexplored frontier. On the other hand, the use of radiance fields in generative networks is relatively mature. The predominant recipe encompasses latent diffusion models, producing high-dimensional features stored in 3D voxels [MSP23] or more compact spaces, such as tri-planes [GXM23].

Incorporating texture removes the necessity for 3D supervision when combined with differentiable rendering. Examples include RenderDiffusion [AXF23], Holodiffusion [KVM23], SSD-NeRF [CGC23], GAUDI [BGA22], Viewset Diffusion [SRV23], and Diffusion with Forward Models [TYC23]. In particular, the first three methods adopt an end-to-end training strategy, integrating the learning of the latent codes and the diffusion process into a single training process. These methods learn the latent codes most suitable for the diffusion process, using the diffusion prior in-the-loop to regularize and improve the convergence of the latent learning. Notably, such an end-to-end approach has significant meaning, as it eliminates the need to first train the ground truth “clean” 3D representation, often requiring 3D or dense 2D image supervision. Control3Ddiff [GGZ23] merges diffusion models and GANs to enable training on single-view datasets, such as FFHQ and AFHQ. It leverages EG3D [CLC22] to generate numerous pairs of control signals and tri-planes, employing a diffusion model with optional image guidance to learn the prior distributions of tri-planes and camera poses from input images. In future work, one could lever-
age more diverse large-scale 2D image datasets, such as LAION, which are orders of magnitude larger than the largest 3D datasets.

**Scene-level appearance and geometry synthesis.** This level of synthesis represents a substantial leap in complexity, encompassing the generation of entire scenes, both indoor and outdoor, with integrated geometry and texture. The generation of full scenes requires a rich and diverse dataset that encompasses various environmental elements and textures. However, the availability of such comprehensive datasets is currently limited. Synthetic datasets, such as VizDoom [KWR∗16], are often the primary resource for training. Real-world data, such as Replica [SWM∗19], while invaluable for its realism, require expensive capture and reconstruction sessions and thus few open-source real-world data sets exist, all of which are small. Interestingly, likely due to the lack of accurate 3D ground truth and/or suitable architectures to process large-scale 3D structures, existing scene-level generation methods [BGA∗22, KBY∗23] opt to generate video renderings of the scene, which includes both the static 3D scene and the camera trajectory. While this task seems harder than generating the 3D scene only, it conveniently hides low-quality geometry through visually plausible textures and appearance. Normally, the generated 3D scenes are coarse and incomplete, leading to uncanny warping effects in the generated video, creating an illusion that the shape is deforming over time. In addition, the generated scenes are still relatively simple and lack the diversity and complexity of real-world scenes.

Similar to object-level synthesis, the radiance field is the dominant 3D representation, a heritage of the success duo of radiance field and convolutional backbone in other generative frameworks such as GANs [SPGW23, DBS∗21]. However, this existing recipe, built upon local operators and dense regular grid data structures, is inherently ill-suited to handle large 3D scenes with pronounced sparsity. Addressing the question of a better representation and architecture in this domain is crucial for future research.

**Representing LODs in 3D.** The representation of multiple levels of detail (LODs) in 3D generation is crucial for achieving the desired realism, particularly in complex scenes where both the coarse and sparse geometric structure and highly local geometry and texture details need to be simultaneously taken care of. Existing work typically addresses LODs in two orthogonal directions.

The first direction is hierarchical representation and diffusion. NF-LDM [NKR∗22] exemplifies the use of hierarchical representation, employing a mixture of global and local latent codes to represent details at various scales. Conversely, several other works [HLHF22, ZPW∗23, ZYW∗22, NJD∗22, KMVN23, KBY∗23] employ a hierarchical diffusion process, where the first stage generates a coarse representation and the second stage refines the output to a higher resolution. Such a two-stage approach can use different representations for the lower and higher resolutions, for example, [ZPW∗23] uses an occupancy grid in the first stage and an SDF octree in the second stage.

The second direction focuses on the efficient factorization of sparse 3D space. This is crucial to encapsulate large scenes within a manageable memory budget without losing local details. Triplane is the most notable structure in this space and is typically used in conjunction with radiance fields [SCP∗23, MST∗20]. However, as mentioned before, planes are still a dense structure and hence limited when the 3D information is sparse. The exploration of sets as a more abstract and flexible representation strategy presents another innovative direction [ZTNW23]. Sets, when spatially anchored, can also be interpreted as “super voxels”, providing a scalable method for representing complex scenes by allocating information adaptively where needed. This approach is particularly compelling when paired with transformer architectures, which excel in handling sparse, unordered data structures.

**Summary.** The 3D data landscape is characterized by its problematic sparsity coupled with a large spatial span, making it a challenging candidate for any single, standardized architecture capable of effective spatial reasoning. Consequently, researchers have ventured into a multitude of design choices, ranging from the type of output and 3D shape representation to the architecture of the diffusion model and supervision strategy. Despite these advancements, it is imperative to acknowledge that 3D assets remain substantially less abundant compared to their 2D counterparts. While future work will be able to build on larger datasets, such as Obja verse [DSS∗22] and Objaverse-XL [DLW∗23], there is still a large discrepancy in dataset size between 2D and 3D diffusion models. This discrepancy underscores the need for innovative methodologies that can bridge this gap. In the ensuing section, we will explore how 2D diffusion models can be leveraged to facilitate the generation of 3D content.

### 5.2. Leveraging 2D Diffusion Models for 3D Generation

The exploration of 2D diffusion models for 3D generation stems from the notable advancements in image synthesis conditioned on text. These strides owe their success to abundant text-aligned image datasets and scalable model architectures. While similar techniques have been attempted for 3D generation (as described in the previous section), the scarcity of 3D data and the lack of well-explored denoising architectures present significant challenges. Notably, large-scale datasets such as LAION-5B [SBV∗22], containing 5 billion text-image pairs, dwarf the largest available text-3D dataset, Objaverse-XL [DLW∗23], with its mere 10 million paired samples.

To surmount the limitations imposed by limited 3D data and architectures, innovative strategies leveraging 2D image priors for 3D generation have emerged. These techniques distill multi-view geometry understanding, either implicitly learned from large-scale image diffusion models or explicitly via image diffusion models additionally conditioned on input camera poses and trained or fine-tuned on multi-view datasets.

**Text-to-3D using Pre-trained Image Diffusion Models.** Utilizing pre-trained image diffusion priors, DreamFusion [PJBMM22] stands as a prime example, achieving groundbreaking text-to-3D generation. This innovative approach harnesses established image priors, allowing for zero-shot synthesis of intricate 3D objects, as vividly demonstrated in Fig. 9. The method revolves around optimizing a 3D model represented as a Neural Radiance Field (NeRF) through a specialized image space loss. This loss function, tailored to leverage pre-trained image diffusion models as priors, assigns lower values to plausible images, ensuring the coherence of generated 3D objects. This process of sampling through gradient descent
optimization is known as Score Distillation Sampling (SDS). Formally, a 3D scene representation parameterized by $\theta$ is rendered by a differentiable generator $g$ at a sampled camera pose, generating an image $g(\theta)$. Gaussian noise $\eta$ is then injected into the image and passed through an image diffusion prior parameterized by $\theta$, with text condition $c$. 3D scene parameters are then updated via the gradient:

$$\nabla_{\theta} L_{SDS}(\theta, g(\theta)) = \mathbb{E}_t \left[ w(t)/(\hat{e}_t(x_t; c, t) - \eta) \frac{\partial g(\theta)}{\partial \theta} \right].$$

(12)

Importantly, this technique has broader applicability, extending beyond 3D synthesis as explored by Hertz et al. [HACO23] for image editing. Crucially, this optimization through 3D model and differentiable rendering guarantees that each optimized image adheres to multi-view constraints, ensuring a coherent 3D model. This methodology, embraced by subsequent works such as Score Jacobian Chaining [WDL+22], Magic3D [LGT+23], and LatentNeRF [MRP+23], maintains a similar philosophy while exploring diverse underlying representations for the optimized 3D model.

Figure 9: *Text-to-3D Generation.* Example text-to-3D generation from DreamFusion [PJBMM22] with corresponding input text-prompts. Each synthesized 3D model is rendered in two views with untextured renders and normals shown to the right. Image adapted from [PJBMM22].

view-dependent prompting, e.g., “top-view of...”, and additional regularization terms. Alternatively, learning 3D representations from multi-view diffusion models ensures consistency across diverse views.

Additionally, SDS-based 3D generation demands operation at unusually high guidance scales, influenced by the mode-seeking behavior of the loss function. Operating beyond the typical range of the pre-trained image prior leads to saturation artifacts and limited diversity in outputs. ProlificDreamer [WLW+23] tackles these challenges through Variational Score Distillation, a generalized SDS version. This method incorporates finetuning of the image model using LoRA [HSW+21] during per-scene optimization, with the intention of mitigating both the Janus problem and the need for high guidance scales.

Adapting Image Models for Multi-view Synthesis. The efficacy of image diffusion models for 3D generation, as exemplified by DreamFusion [PJBMM22], has prompted subsequent investigations. Follow-up studies have underscored the enhanced generation quality achievable through the finetuning of pre-trained image priors with 3D data. Zero-1-to-3 [LWH+23] finetunes a pre-trained text-to-image model to add camera pose conditioning. This finetuning is done on pairs of multi-view images rendered from the Objaverse dataset [DSS+22]. The resulting model takes as input an image and the camera parameters of a new viewpoint, and returns an image rendered at the novel view. This method has also been proven to work at scale, as Deitke et al. [DLW+23] train Zero-1-to-3-XL in a similar fashion using the larger Objaverse-XL dataset. This flavor of pose-conditioned image diffusion model can also be trained from scratch on multi-view image data, as shown by 3DiM [WCMB+22]. Performing DreamFusion-like 3D aggregation using a diffusion model with these added pose conditioning signals helps reduce the need for certain tricks like view-dependent text prompting. Unfortunately, these single-view models still suffer from many of the same artifacts as standard DreamFusion due to the fact that only a single image is queried a time (and, therefore, multiple queried viewpoints may propagate contradictory signals into the 3D model). Newer methods aim to resolve this: MV-Dream [SWY+23] finetunes a pre-trained image diffusion model to create a multi-view diffusion model, capable of generating a set of geometrically consistent images of the same object at four fixed camera poses, from an input text prompt. This is achieved through the addition of a 3D self-attention module trained on multi-view images rendered from the Objaverse [DSS+22] 3D dataset. The resulting multi-view diffusion model can be directly used for 3D generation through SDS. Since the multi-view diffusion model outputs images from four orthogonal azimuth angles, rather than from a single view at a time, this method provides a principled remedy to the aforementioned Janus problem. SyncDreamer [LLZ+23] approaches multi-view diffusion by grounding features from each generated view into an explicit 3D feature space. Using a 3D-aware attention mechanism, SyncDreamer synchronizes the intermediate states between the diffusion paths across different viewpoints, establishing 3D correspondence between them. Building upon the success of large scale feedforward models for image to 3D generation such as LRM [HZG+23, WTB+23], Instant3D [LTZ+23] takes a similar two-stage approach, Instant3D fine-tunes a 2D dif-
fusion model to generate a grid of multi-view images, which serves as input to a transformer-based reconstruction model to recover a 3D model in the form of a triplane NeRF. In a similar vein, DMV3D [XTL\textsuperscript{*}\textsuperscript{23}] integrates an LRM directly into the denoising pipeline for multi-view diffusion.

As yet another direction in this research domain, Dream-Booth3D [RKP\textsuperscript{*}\textsuperscript{23}] combines the DreamFusion [PIBM\textsuperscript{22}] optimization framework with the DreamBooth [RLJ\textsuperscript{*}\textsuperscript{22}] approach of fine-tuning a 2D diffusion model on a small set of images of a specific instance of an object or entity. This effectively enables controllable instance-specific image-conditioned 3D generation, where a small set of images can be used alongside a text prompt to generate a 3D model that reflects the combined understanding of that text and those images.

3D-Aware Image Diffusion. Although finetuning higher-dimensional models on top of large pre-trained T2I models helps simplify the training process, the choice to build off a pre-trained model can limit control over the architectural design space. Another line of work explores training models from scratch, such that architectures may be 3D-aware or use more explicit multi-view reasoning to provide conditioning signals. GeNVS [CNC\textsuperscript{*}\textsuperscript{23}] tackles single-image novel-view synthesis by training a 3D-aware conditional diffusion model that incorporates geometric priors in the form of a 3D feature volume obtained from an input image (or images, when performing autoregressive generation). A feature image rendered from the feature volume at the novel viewpoint provides 3D-aware conditioning to the diffusion model. NerDiff [GLT\textsuperscript{*}\textsuperscript{23}] takes a similar approach, providing PixelNeRF [YYTK\textsuperscript{21}] renderings at novel views as conditioning to a 3D-aware diffusion model. SparseFusion [ZT\textsuperscript{23}] and Sparse3D [ZCC\textsuperscript{*}\textsuperscript{23}] use an epipolar feature transformer [SES\textsuperscript{22}] to provide a conditioning signal to a finetuned image diffusion model.

In a separate vein, 3D-aware image generation has also been explored through the perpetual view generation problem introduced by InfiniteNature [LTJ\textsuperscript{*}\textsuperscript{21}, LWSK\textsuperscript{22}]. For example, given only a text prompt, SceneScape [FAD\textsuperscript{23}] generates 3D-consistent videos depicting static scenes rendered from a specified camera trajectory. To achieve this, they leverage a pre-trained T2I model, and construct a unified mesh representation of the scene, along with the video generation process. DiffDreamer [CCP\textsuperscript{*}\textsuperscript{23}] trains a conditional diffusion model that takes a single input image and generates renderings of a specified camera trajectory flying into the scene. Although these tasks seem similar, flying into a scene is more challenging because this problem not only requires 3D-multi-view consistent out-painting but also super-resolution, as novel details of a previously seen structure become visible in later frames.

3D Editing. Following the success of InstructPix2Pix [BHE\textsuperscript{23}] for instruction-based image editing, InstructNeRF2NeRF [HTE\textsuperscript{*}\textsuperscript{23}] achieves similar results for editing 3D scenes. Similar to SDS, the diffusion model (in this case, a text-and-image conditioned model that edits images) is queried repeatedly through optimization, and the model outputs are propagated back into the NeRF scene. A few modifications are made to the standard SDS formulation, however. First, the diffusion model is queried not once, but rather multiple times, such that the fractionally noised image can be sampled to a clean output image (as in [ZT\textsuperscript{23}]). Then, to derive a loss, instead of directly comparing the noise estimate to the injected noise, the clean image is compared to the original scene rendering. Finally, this loss is not applied for one image at a time (as in DreamFusion), but rather at a randomly shuffled set of rays from the set of captured views (which is standard in NeRF optimization). This effectively amounts to iteratively updating the dataset of images used for training the NeRF, and is similar in spirit to the method propose in SNeRF [NPL\textsuperscript{22}] for 3D style transfer.

Fig. 10 shows example edits of the same initial 3D scene with the corresponding text-based instructions. InstructNeRF2NeRF can handle a diverse set of instructions while performing multi-view consistent 3D edits. While InstructNeRF2NeRF enables diverse holistic and contextual edits with high fidelity, it can often be bottlenecked by the performance of InstructPix2Pix: If a certain edit is not possible in 2D or is too inconsistent, it will not be reflected in 3D. Similarly, one occasional failure mode of InstructPix2Pix is over-editing, i.e., when unintended parts of the scene are modified. To resolve this, and have guarantees on localized editing, one may inherit insights from methods like DreamEditor [ZWL\textsuperscript{*}\textsuperscript{23}] and Vox-E [SFH\textsuperscript{23}] that can detect the region to be edited using the underlying attention maps from the diffusion model.

Scene Generation. Locally conditioned diffusion (LCD) [PW\textsuperscript{23}] enables controllable 3D generation with intuitive user inputs. LCD transforms user-defined bounding boxes with corresponding text prompts and generates 3D scenes matching the desired layout. This is achieved using a modified SDS-based pipeline that takes the user input as conditioning. The method allows explicit control over the size and position of individual scene components while ensuring seamless transitions between them. Text2Room [HCO\textsuperscript{*}\textsuperscript{23}] generates textured 3D meshes of indoor rooms from a given text prompt. Although it also leverages a pre-trained image prior, 3D synthesis is not enabled through SDS. Instead, a pre-trained monocular depth estimator is used to provide 3D information. The method generates a textured 3D mesh by iteratively inpainting the scene at randomly sampled camera angles. During each inpainting step, a monocular depth estimator is used to create a 3D mesh of the new scene content, which is then merged with the rest of the existing geometry.

6. Towards 4D Spatio-temporal Diffusion

The capabilities of video generation and editing tools are rapidly advancing (see Sec. 4), but the underlying T2V models often lack a mechanism to model long-range temporal consistency or consistent 3D structure of their objects and scenes. 3D generative tools (see Sec. 5) are specifically designed to enable spatial reasoning. Yet, these tools are limited to modeling static scenes with rigid (camera) motion. We consider video generation and editing that have an understanding of the underlying 3D structure of a (dynamic) scene as 4D in the sense that they combine 3D structure and time, including non-rigid deformation and general motion. In this realm, we discuss articulated object and avatar generation, motion generation, and more general 4D generation and editing tools in the following.
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Abstract

We propose Instruct-NeRF2NeRF, a method for consistent 3D editing of a NeRF scene.

6.1. Articulated Avatars, Animals, and Objects

Articulation refers to a class of non-rigid motions in which the deformation of an object is composed of locally rigid transformations. Many objects in everyday life are articulated, including human faces and bodies as well as animals. Articulated objects can be intuitively controlled in a manual manner or using motion capture, for example using skeleton-based or template-mesh-based handles. This set of techniques has been popular and broadly applied in the field of computer graphics for the last few decades.

Generating articulable 3D avatars from a given text prompt is a popular line of research in this area. This class of methods often generates 3D digital humans by constraining the outputs to follow a given parameterized model. For example, DreamHuman [KAZ*23] generates articulable human avatars using imGHUM [AXS21], an implicit statistical 3D human pose and shape model. Bergman et al. [BYW23] synthesize articulated 3D heads by optimizing the geometry and texture of a 3D morphable model and TADA! [LYX*23] optimizes over a human model derived from SMPL-X [PCG*19]. DreamFace [ZQL*23] is a CLIP-based selection approach for animatable head avatar generation from text prompts. It first chooses coarse proxy geometry and then refines it for consistency with the text prompt using SDS loss and adds the hair. TECA [ZFK*23] synthesizes 3D human avatars composed of mesh-based head (generated first) and other elements based on NeRF (hair, garments and accessories; added afterwards using SDS loss and guidance from segmentation) from text descriptions; the texture is inpainted with diffusion models. Animations of the generated avatars can be performed leveraging a human parametric model [PCG*19]. DreamAvatar [CCH*23] and AvatarCraft [JWZ*23] also focus on the creation of articulable avatars from text prompts and support body articulation. 4D Facial Diffusion Model [ZFY*23] generates facial expressions of a template face mesh. The AvatarStudio method [MPE*23] creates text-guided stylizations of high-quality 3D neural face avatars using a new view- and time-consistent score distillation sampling. Generative Rendering [CCG*24] explores the concept of rendering temporally consistent 3D meshes of animated humans and using the dense correspondences given by these renderings to re-project the noise and features of T2I model to achieve 4D renderings with high quality and consistency.

Diffusion-based generation of more general 3D articulated objects has been explored by NAP [LDS*23]. This system uses a tree parameterization for modeling the irregular distribution of articulated objects across different datasets and supports unconditional and conditional articulated shape generation (e.g., conditioned on object parts or joints). ARTIC3D [YRH*23] leverages a generative 2D diffusion model prior to learning articulated and animate 3D animal shapes. Given a sparse (and not curated and without 2D or 3D annotations) image collection containing 10–30 images of an animal species, ARTIC3D estimates camera viewpoints, pose articulations, part shapes and texture for each observed instance; no shape initializations, pre-defined 3D skeletons or shape templates are required, in contrast to previous works in this area [KTEM18, STG*20, YSL*21, YHL*22, WLI*23].

Several recent approaches enable the generation of articulable 3D facial avatars from textual prompts or single images [WZZ*23, BYW23, HCH*23, ZHXQ24]. Among them, Bergman et al. [BYW23] use SDS to match the trainable scene parameters with the input text and StyleAvatar3D [ZCF*23] uses a 3D GAN to align the images generated by a pre-trained diffusion model with scene view angles. RODIN [WZZ*23] relies on a NeRF model given as a collection of projected 2D features along with 3D-aware diffusion and convolutions. Another line of recent works focuses on the speech-driven synthesis of talking head videos [SZM*23, SVH*23, DCH*23, MZW*23] and 3D human head avatars [SHY23, TACT23, ATDN23]. (For details on the principles of video generation with diffusion models, we refer to Sec. 4). The latter approaches generate deformable 3D head avatars with temporally coherent facial expressions matching the input audio signals. They combine audio embeddings [BZMA20, HBH*21] with embeddings from speech-annotated and noise-contaminated facial animation sequences during DDPM training. FaceTalk [ATDN23] employs a frozen parametric head model [GKG*23] enabling fine-grained facial details; its facial expression decoder uses multi-head attention to account for the diffusion timestamps.

6.2. 3D Human Motion Generation

In recent years, deep learning has made remarkable strides in advancing character animation. Thanks to the availability of large human motion datasets to the public, researchers in character animation have been training data-driven models to predict character motion, conditioned on the motion history, agent observations or various forms of user commands. However, a persistent challenge in developing predictive motion models is that the mapping between input conditions and output motions is rarely one-to-one. For example, when a character is instructed to approach a chair, they have multiple options, such as walking around it, moving it, or sitting on it. This challenge necessitates the adoption of generative models. Indeed, generative models provide a principled solution to learn a conditional data distribution, making them well-suited for modeling many-to-many mappings inherent in human motion synthesis.

A significant body of work has explored approaches based on...
Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) to synthesize motion trajectories [BKL18] or train auto-regressive motion priors [LZCVD20, RBH+21]. While these methods have shown varying degrees of success, the full benefits of generative models were not always realized due to issues like mode collapse, posterior collapse or training instability. However, in early 2022, diffusion-based approaches entered the field of character animation and rapidly became the preferred choice among generative models. Unlike Conditional VAEs (CVAE) and GANs, diffusion models excel at modeling multimodal distributions and offer ease of training. Additionally, diffusion models allow for flexible motion editing during inference using techniques such as “In-painting”, which aligns well with the needs of digital content creation across a wide range of computer graphics applications.

Nevertheless, the successful application of diffusion in motion synthesis heavily relies on the quality and quantity of training datasets. Furthermore, for conditioned models, a demanding prerequisite is the existence of paired training datasets that establish a clear correspondence between the conditioning information and 3D human motion. These constraints can indeed limit the applicability of diffusion models. Currently, various human motion datasets exist, coupled with diverse conditions, including text [GZZ+22, GZW+20], music [LYRK21], audio [FM18], video [IPOS14, MRC+17], scene descriptions [ALV+23, GMSM21, ZYM+22, YK19, ZMZ+22] and objects [TGBT20, FTT+23, BXP+22, LWL23]. Continuing to develop and share such large-scale, diverse, and high-quality paired motion datasets is a valuable investment in the relevant research and development communities.

Different motion representations have been used in prior work without a clear advantage of one over the other. While all assume an underlying body model, some use a minimal representation such as the 6D joint rotations [TCL23, KKC23], while others allow a redundant representation by having both positions and rotations [TRG+23, CJL+23]. It is also a common practice to include contact information as part of the motion representation to address concerns like foot sliding or surface penetration [TCL23]. Some studies have suggested employing redundant representations and using self-consistency to improve learning of diffusion models [TRG+23]. Furthermore, learning an encoded motion representation has also shown benefit in training diffusion models [CJL+23, JCL+23, AZL23].

Despite the initial success of diffusion-based approaches in the early exploration phase, several recurring issues have surfaced in motion synthesis applications. Notably, diffusion models, like most machine learning techniques, lack an inherent ability to precisely satisfy constraints, often resulting in motion artifacts such as violations of physical and geometric properties, or failure to follow the control signals or specifications provided as input. Several proposed methods aim to address this concern, including gradient guidance [RLBP+23, KPST23], learning of conditions via supervision [LWL23], direct editing during inference [TRG+23], or refining the model through reinforcement learning processes [HPD+23]. While these methods have shown varying degrees of success in controlling output motion, they cannot guarantee precise constraint satisfaction and controllability.

The remaining part of the subsection highlights a few active research directions in motion synthesis and the representative papers that advanced the areas.

**Motion Generation Conditioned on Time-series.** A number of recent works focus on generating motion synthesis from a time-series input, such as audio, music, or text. EDGE [TCL23] is a transformer-based diffusion model paired with a pre-trained music feature extractor Jukebox [DJP+20]—acting as cross-attention context—for realistic dance motion generation. EDGE offers versatile editing functionality and arbitrary long sequences. This is possible by replacing the known regions with forward-diffused samples of the provided constraint (through masking), which is an increasingly popular technique enabling editability at test time without the need for model retraining. Listen, Denoise, Action! [ANBH23] is a method based on a stack of Conformers [ZLC+22] for dance motion generation from audio signals (see Fig. 11). It takes acoustic feature vectors and an optional style vector as inputs. The method enables control over motion style with classifier-free guidance and dance style interpolation thanks to the product-of-experts ensembles of diffusion models (guided interpolation of different probability distributions). MoFusion [DMGT23] conditions human dance generation on Mel spectrograms. The advantage of this method is that the context embedding layer of the MoFusion architecture learns a suitable injection of the audio signal to the feature space of a U-Net, in contrast to MFCC features, for example, which offer less flexibility.

**Motion Generation with Spatial Constraints.** Integration of spatial constraints into 3D human motion generation with diffusion models is another active research direction. GMD [KPST23], for example, offers two elaborate mechanisms to allow spatial conditioning including trajectory, keypoints and obstacle avoidance objectives. NIFTY’s architecture [KRG+23] includes an object interaction field that guides the motion generator to enable the support of human-object interactions. AGRol [DKP+23] is an MLP-based architecture with a conditional diffusion model for full-body motion synthesis accepting a sparse upper-body tracking signal. The method supports real-time inference rates, which places them...
among only a few techniques well-suited for AR and VR applications. InterGen [LZL∗23a] is a model generating interactive human motions. The paper considers the case of two virtual characters constraining each other’s movements. InterGen’s objective is reflected in its architecture: It contains cooperative denoisers that share weights and a mutual attention mechanism, which improves the motion generation quality. Additional interaction regularizers (losses) with a damping schedule allow modeling of complex spatial relations between the generated motions. Similarly, Shafir et al. [STKB23] train a slim communication layer to synchronize two pre-trained motion models using only a few training examples. Different from the last two methods, ReMoS [GDC∗23] addresses the reactive 3D motion synthesis in the setting with two virtual characters in contact (e.g. up to the level of hands and fingers). PhysDiff [YSI∗23] goes a different way beyond geometric priors, namely physics-guided motion diffusion: It adds a physics-based motion projection step into the diffusion process of existing methods that mitigates such artefacts as floating in the air, foot-floor penetration and foot sliding. The projection step of PhysDiff is a human motion imitation policy controlling a virtual character in a physical simulator and enforcing the physical constraints. Another approach MACS [SMB∗24] focuses on human hands and generates their motions in interaction with a pre-defined object with varying mass, which is enabled by a cascaded diffusion model. Different object masses are reflected in the different hand-objects interacting patterns (e.g. light objects can be held and manipulated sideways).

**Synthesis of Long Motion Trajectories.** Being able to generate arbitrarily long motion sequences is crucial to many online applications. The TEDi approach [ZLAH23] entangles the time-axis of diffusion and temporal motion axis: In each diffusion step of their stationary motion buffer (aka pre-defined motion generation window), they remove a clean frame at the beginning of the buffer and append a new noise vector to its end. A different approach is pursued by DoubleTake, [STKB23] that extends MDM for long-term motion synthesis without additional training. Their sequential composition approach concatenates short motion sequences with a diffusion blending step (performed in a zero-shot manner): In the first “take”, their method generates motion batches and the second “take” refines the transitions between individual motions. Their motion prior is trained from short 3D motion clips only, and the method allows individual control of each motion interval. MoFuse [DMGT23] can generate long motion using seed conditioning in a sliding window fashion. The provided seed motion frames are first corrupted by noise, while the remaining ones that need to be generated are initialised with random noise. At each denoising step, the seed frames are masked out, which eventually leads to generated motions complementing the seed motions. A similar policy is also applicable to MotionDiffuse [ZCP∗22], MDM [TRG∗23] and EDGE [TCL23]. In Alexanderson et al. [ANBH23], translation-invariant policy to encode positional information enables better generalisation to long sequences.

**Motion Generation Based on Multiple Modalities.** Many motion generation algorithms leverage inputs with multiple modalities. For example, gesture generation approaches use speech as a condition along with text for style; the attention mechanism is leveraged to synchronise the gestures to the speech. The approach of Deichler et al. [DMAB23] proposes a contrastive speech and motion pre-training module that learns joint embedding of speech and gesture; it learns a semantic coupling between these modalities. DiffuseStyleGesture [YWLT∗23] is an audio-driven co-gesture generation approach that synthesises gestures matching the music rhythm and text descriptions based on cross-local and self-attention mechanisms. It uses classifier-free guidance to manipulate the initial gestures and interpolate or extrapolate them. EMoG [YWHT∗23] decomposes the generation problem into two steps, i.e., joint correlation and temporal dynamics, and shows that explicitly predicting joint correlation improves generation quality. DiffMotion [ZJGL23] is a two-stage framework for speech-driven gesture synthesis. Its auto-regressive temporal encoder (LSTM-based) conditions the diffusion module on temporal dynamics extracted from the preceding human poses (gestures) and acoustic speech features.

### 6.3. 4D Scene Generation and Editing

**4D Scene Generation.** General 4D scene generation implies that no strong priors are used about types of objects and possible non-rigid movements, or weak priors are combined with stronger ones (e.g., in a compositional setting). We discuss two approaches in this category that address this most general setting among all, i.e., MAV3D and Promptable Game Models (PGM).

MAV3D [SSP∗23] goes a different way beyond geometric priors, especially with paired textual annotations. Hence, MAV3D relies on a pre-trained text-to-video diffusion model [SPH∗22] (see Sec. 4) as a non-rigid “world scene prior” that provides learnt distributions of multi-view scene projections (this is in contrast to [PBMM22] using a text-to-image model). PGM [MSL∗24] is a neural model with game-engine-like features learned from annotated videos. It follows a scene composition approach with the elements of playability (in the sense of Playable Environments [MLS∗22]), scene editability and learning game engine functionality from data. PGM supports the generation of compositional 4D NeRFs (e.g., of a tennis match or a Minecraft-like game) conditioned on a single RGB image and a wide spectrum of conditioning temporal signals (such as learned human actions, object locations, and textual action descriptions). In PGM, the diffusion-based animation module predicts scene states conditioned on user-provided actions, and the synthesis module renders them from desired viewpoints. Compared to MAV3D, PGM generates scenes of higher visual fidelity and with finer-grained control, at the cost of scenario-specific datasets with textual annotations. 4D-ify [WYL∗24] introduces hybrid score distillation sampling to blend supervision signals from multiple pre-trained diffusion models and incorporate benefits of each for high-fidelity text-to-4D generation.

**4D Editing.** Control4D [SSP∗23] can edit 4D human portraits from text inputs provided as implicit Tensor4D [SZT∗23] scene representations. The method utilizes a 2D diffusion-based prior (editor) to train a 4D GAN that is applied at test time to the rendered 2D views of the dynamic (animated) portrait scenes. Note
that the diffusion-based editor does not directly operate on the rendered images, and this design choice is done for the 4D GAN to ensure that the edits are temporally consistent. While the results of Control4D are also photo-realistic, it can be noticed that they preserve only a few characteristics of the original identity, i.e., the edits are dominated by the textual prompts, especially in the head area. A critical reader might ask to what extent the input portraits influence the edited results and whether they could not have been obtained by further refining the textual prompts.

This aspect is substantially improved in another work titled AvatarStudio [MPE*23] that performs editing of human avatars in a photo-realistic and temporally consistent manner while preserving the initial identity (see Fig. 1, second row on the right). AvatarStudio accepts as input a high-resolution 360° non-rigid NeRF and uses an LDM [RBL*22] fine-tuned with viewpoints and time stamps randomly sampled from the NeRF volume as well as view-and-time aware SDS loss with a model-based classifier-free guidance. The method edits the full head performance in the canonical space and propagates the edits to all time steps via a pre-trained deformation network. AvatarStudio enables personalized and photo-realistic edits that preserve the initial head identity while transferring (or mixing in) the visual appearance features associated with the prompted identity (e.g., “Vincent van Gogh” or the literature/movie character “Cruella de Vil”) or qualitative scene descriptions (e.g., “bronze bust”, “marble statue” or “blue hair”).

7. Data

In this section, we briefly review datasets commonly used for training and evaluating 3D and 4D diffusion models.

Image Datasets. Image datasets play a pivotal role in the training and validation of diffusion models for visual computing applications. High-quality, diverse, and large-scale image datasets, accompanied by rich semantic information, such as class or semantic (instance) labels [DDS*09, LMB*14], ensure that trained models can generalize across many image modalities. As the demand for labeled images grows, the scale of such datasets continues to expand. In particular, the combination of image and text data has been an important source of training data in the context of diffusion models, since such data can be crawled from the web at large scale and typically does not rely on manual annotations. Notable large-scale image datasets include the Wikipedia-based Image Text (WIT) [SRC*21], a curated set of 37.6 million rich image–text examples with 11.5 million unique images across 108 Wikipedia languages, the LAION-400M open dataset [SVB*21] of 400 million CLIP-Filtered image-text pairs, and its successor LAION-5B [SBV*22] which expands the collection to 5.85 billion.

Video Datasets. Publicly available video datasets with textual descriptions, such as WebVid-10M [BNVZ21] and HD-VILA-100M [XHZ*22], are of great importance for training video diffusion models. These datasets contain 10M and 100M text–video pairs, respectively, which is more than an order of magnitude smaller than available text–image datasets. For this reason, many T2V models are trained with both images and videos, treating images as individual video frames. Alternatively, a pre-trained T2I model can be refined with a smaller amount of training data (see Sec. 4 for more details). At the same time, these datasets can be augmented with the vast amount of unlabeled video data available on the web.

Shape Datasets. In contrast to their image-based counterparts, 3D datasets are often constrained by the paucity of training samples, primarily due to the high cost associated with obtaining 3D models. A key dataset in this domain is ShapeNet [CFG*15], which comprises 51.3k models across 55 object categories and has been enriched with part segmentation and textual annotations [AFH*19, CCS*19, KHA*22, AHS*23]. Another widely-used dataset is Amazon Berkeley Objects (ABO) [CGD*22], which emphasizes texture quality and encompasses 8k 3D models from 63 classes, serving as a training ground for object-level geometry and appearance generative models. While these datasets offer synthetic models that provide abundant training data and ground-truth geometry, they also introduce a synthetic-to-real gap. To mitigate this, CO3D [RSH*21] and OmniObject3D [WZF*23] acquired large-scale real objects. While CO3D contains 19k objects, it only provides multi-view captures, whereas OmniObject3D offers 6,000 high-quality scanned 3D objects across 190 categories, complete with textured mesh and point clouds. However, the most ambitious endeavor in this space of object-level 3D data is ObjaVERSE and ObjaVERSE-XML [DDS*22, DLW*23], boasting over 10M 3D models sourced from Sketchfab [Ske23], accompanied by a large-scale text corpus. Despite its unprecedented scale, the dataset presents challenges due to the heterogeneous quality of 3D models and text descriptions, as well as non-uniform data distribution, thus complicating the effective utilization of these large-scale resources. For a scene-scale generation dataset, collection is even more challenging. While seminal datasets such as ScanNet [DCS*17], Matterport3D [CDE*17], ScanNet++ [YLND23], and RealEstate10k [ZTF*18] rely on 3D scanning real environments, others focus on building on crowd-sourced web designs for scene modeling, such as 3D Front [FCG*21]. In practice, however, many existing approaches in this space do not (yet) generate an actual 3D scene but rather a video rendering of the scene, which requires the camera trajectory and the corresponding RGB(D) images for supervision. VizDoom [KWR*16], Replica [SWM*19], Carla [DRC*17], VLN-CE [KWM*20], and ARKitScenes [BCD*21] are some examples of such datasets, where the training sequence is generated through a simulated or captured camera motion in synthetic or reconstructed static 3D scenes. However, these datasets are still severely limited in diversity and annotations. The autonomous driving industry is in an ideal position to capture diverse real-world data; however, such data is typically treated as a proprietary asset and not publicly available. We also provide references to smaller datasets that have been used in approaches mentioned in Sec. 5.1: BuildingNet [SNL*21], Pix3D [SWZ*18], Photoshape [PRFS18], CLEVRS [JHVD*17]. These datasets complement ShapeNet in terms of geometric scale and complexity, as well as rendering realism, and annotation availability.

4D and Human Motion Datasets. Another important set of datasets are those focusing on 3D capture in motion [LTT*21, BZTN20]. Although the human body spans many possible mo-
tions, 3D human motion is expensive to acquire, and hence datasets remain scarce. In the context of humans, most current sizable datasets are based on AMASS [MGT19], which is a collection of other datasets acquired by different technologies, all aligned to a uniform representation [LMR15]. In total, these recordings contain over 40 hours and comprise 11k sequences; however, this alignment does not include any labeling. Hence, other datasets [PMA16, PCA*21, GZZ*22] have sought to textually annotate it. These datasets include richer and cleaner data, with more elaborate textual descriptions. Although already large, these datasets still do not capture the full expressiveness of human motion. A more elaborate dataset has recently been released [LZL23b], consisting of an order of magnitude more data, and more expressive annotations that include hand motions and facial expressions. As literature exploring the capabilities of this dataset is still in its infancy, it is too soon to predict the impact it will have on the field. At the same time, higher-fidelity animation sequences from 3D scans or multi-view capture setups have been released in the context of human faces [GKG*23, KQG*23a] and bodies [PZXY*21, IRG*23, LHR*21, HLX*21, HXZ*20, XCSZ*18]. Although these datasets are of high quality for each captured instance, the costly recording process limits the largest of such datasets to several hundred captured people. A new dataset with audio and high-quality 3D motion capture with various dance genres for 3D human motion generation tasks was introduced in Alexanderson et al. [ANBH23]. AIS++ [LYRK21] is another dataset of people dancing widely used in 3D human motion generation. The ReMoCap dataset [DG*23] provides two-person interactions with full body and hand motions and contacts. It contributes with two new scenarios, i.e. dancing (Lindy Hop) and martial arts (Ninjutsu).

The CIRCLE dataset [ALV*23] utilizes optical motion capture and virtual reality to capture 3D human motions in cluttered indoor environments, paired with an egocentric view of the scene. A very large dataset of speech-aligned 3D face, body and hand motion extracted from talk show host videos is presented in [HXM*21]. Finally, the OMOMO dataset [LYC*23] contains more than 10 hours of full-body manipulation of various objects, including pushing furniture, carrying household objects, manipulating cleaning equipment and more.

Last but not least, several datasets are used in audio-driven face synthesis: Examples are Fanelli et al. [FGR*10], VOCAset [CBL*19], Voxceleb [NCZXZ20] and NeRsemble [KQG*23b]. They provide video clips [FGR*10, NCZXZ20, KQG*23b], dense and deformable 3D facial geometry [FGR*10, CBL*19] or deformable NeRFs [KQG*23b] and the corresponding synchronised audio [FGR*10, CBL*19, NCZXZ20, KQG*23b]. The number of sequences in these datasets varies from hundreds [CBL*19] (12 subjects) and thousands (14 [FGR*10] and 220 [KQG*23b] subjects) to over 10^6 [NCZXZ20] (7k subjects).

8. Metrics

This section briefly discusses the metrics used for evaluating the reviewed methods with diffusion models.

Image Quality and Diversity. Robust evaluation of image diffusion models requires the use of specific metrics that can effectively capture both the quality and diversity of the generated samples. Widely adopted metrics for gauging quality and fidelity of image diffusion models include Inception Score (IS) [SGZ16], Fréchet Inception Distance (FID) [HRU17] and Kernel Inception Distance (KID) [BSAG21]. IS aims at capturing quality and diversity under a single metric by analyzing the distribution of labels obtained from a pre-trained classifier [SVT15]. FID computes the Fréchet distance between inception features [SVT15] derived from a set of real and synthesised images under the assumption that the feature vectors follow a Gaussian distribution. KID aims to improve on FID by relaxing the Gaussian assumption, directly measuring the Maximum Mean Discrepancy (MMD) between the two feature sets. Despite their popularity, inception-based metrics face several fundamental limitations. For instance, such metrics are reliant on the Inception-v3 pre-trained model, which could inherit biases depending on how the model was trained.

With the introduction of large-scale T2I diffusion models, generalization capabilities must also be taken into consideration. Zero-Shot FID [SCS*22] provides a solution to this, evaluating FID for images generated from a subset (30k in Saharia et al. [SCS*22]) of unseen prompts taken from the validation set and comparing them with reference images from the full validation set.

Conventional metrics for evaluating image quality include PSNR, SSIM, and LPIPs. PSNR measures the peak signal-to-noise ratio, SSIM measures the structural similarity, and LPIPs captures the perceived similarity between two images. Recent methods also provide mid and high-level metrics that compare images, such as DreamSim [FTS*23] and CLIP [RKH*21]. However, such metrics are only applicable when ground truth images are available for comparison, i.e., reconstruction tasks. In the context of evaluating generative models, these metrics are rarely used directly.

Video Quality and Diversity. Naturally, the aforementioned image metrics have been extended to video, most notably using the Fréchet video distance (FVD) [UVSK18] (e.g., implemented by the I3D network [CZ17]). FVD is often reported in conjunction with (video) IS. T2V datasets that are smaller than the large training sets, such as UCFC101 [SZS12] and MSR-VTT [XMYR16], are often used to evaluate IS and FVD scores.

As noted in several works, e.g. [BHA*22, BRL*23], FVD is sensitive to the realism of individual frames and motion over short segments, but it does not capture long-term realism. Unrealistic repetitions over time, for example, are not penalized. Moreover, as noted by [STE22], FVD is highly sensitive to small implementation differences, implying that reported results between papers are not always directly comparable. To address these challenges, many T2V approaches use human evaluation in addition to IS and FVD, as discussed below.

Evaluating 3D Object Fidelity. The first option is to use FID and KID on the multiple renderings of the 3D models. Given a suitable encoder, FID can be applied to the latent space of the 3D models to directly measure the quality and diversity. P-FID, for example, uses PointNet++ [QYSG17] as the encoder to obtain the latent representation from pre-sampled points on the surface of the 3D
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models. For conditioned generation, such as single-view 3D reconstruction, ground truth multi-view images are often available. In this case, PSNR, LPIPS and other conventional image quality metrics are applied for the evaluation of novel view synthesis, whereas shape reconstruction metrics such as Chamfer Distance, F-Score, and Intersection of Union (IoU) are used to measure geometry accuracy. In case the text or image condition does not have ground truth, which is the more general case, prompt fidelity becomes the main metric. It measures the alignment of the generation with the conditional input, e.g., text and image. Similar to FID, one can fall back to measure image-prompt fidelity (see the Prompt Fidelity paragraph below) by using the renderings of the generated 3D models as a proxy. Recently, with the development of joint shape-text-image embedding space, e.g., in \textit{[ZLC'23]} and \textit{[XGO'23]}, it is possible to directly assess the shape-prompt fidelity, e.g., Shape-Image Score (SI-S) and Shape-Text Score (ST-S), by comparing the embedding of shape and the conditional inputs on a pre-trained shape-text-image embedding space.

**Evaluating Animated and Articulated Objects.** Lei et al. \textit{[LDS'23]} introduced the Instantiation Distance (ID) for measuring the similarity between a pair of articulated objects. This metric considers the part-level geometry and the object motion patterns. The physical realism of generated motion can be evaluated by physics-based metrics. For this purpose, EDGE \textit{[TCL'23]} proposed a metric to measure the dynamic realism of the motion. Diversity (Div), Multi-Modality (MM) and Beat Alignment Score (BAS) \textit{[LYRK21]} are widely used metrics for the evaluation of 3D human dance motions. The core idea of BAS is to assess how close the kinematic beats (i.e., directional changes of the per-joint velocity vectors) coincide with the music beats. Note, however, that in many dancing styles, kinematic beats deliberately do not coincide with music beats. Hence, BAS should be used in combination with other metrics (FID, Div and MM). Another metric used to evaluate generated body motions is Fréchet Gesture Distance (FGD) \textit{[YCL'20]}, which is an adaptation of FID for generated gestures.

**Human Evaluation.** The standard metrics discussed above, including FID and FVD, are unreliable at best and should be considered proxy metrics. For this reason, many papers describing new diffusion models also perform human evaluation by running user studies. Oftentimes, the users are asked to subjectively evaluate image or video “quality” and “faithfulness” (e.g., with respect to a prompt) or they are asked to directly compare and rank two or more images based on some metric. These types of user studies are difficult to replicate and resource intensive to conduct, as discussed in more detail in the next section on open challenges. Most recently, emerging multimodal large language models, such as GPT-4V(ision), have been demonstrated to be aligned with human preference for evaluating image quality \textit{[WYL'24]}. Approaches like this have the potential to replace cumbersome user studies with automatically computed preference scores.

**Prompt Fidelity.** As conditional generation using text prompts is one of the most popular applications of the diffusion model, it is important to evaluate the faithfulness of the generated content with respect to the text prompt. To measure the faithfulness of a generated image with respect to the text prompt condition, the average cosine similarity between prompt and image CLIP \textit{[RKH'21]} embeddings is often computed. Similarly, CLIPSIM \textit{[WLF'22]} measures the average CLIP similarity between generated video frames and text with T2V models. Similar metrics have also been proposed to measure alignment of edited images and human instructions \textit{[BHE'23]}.

**Identity Preservation.** To assess multi-view facial identity (ID) consistency for generated 3D faces, the mean ArcFace \textit{[DGXZ'19]} cosine similarity score between pairs of views of the same synthesized face rendered from random camera poses is the de-facto standard metric. When reference images are available for generated identities—as is the case when finetuning diffusion models on a few images of a specific subject—the average pairwise cosine similarity between CLIP embeddings of generated and real (reference) images of the same subject can be used to evaluate the ID consistency. Note, however, that this approach is not constructed to distinguish between different subjects that could have highly similar text descriptions (e.g., two different yellow clocks). For this reason, \textit{[RL'22]} proposed to also evaluate ID consistency using the average pairwise cosine similarity between ViTS/16 DINO embeddings of generated and real images. The advantage of this metric is that DINO \textit{[CTM'21]} is not trained to ignore differences between subjects of the same class by design.

**9. Open Challenges**

Despite the immense progress made in generative models in recent years, there remain a large number of unsolved problems. In this section, we detail some prominent ones, although many more exist and are described in greater detail in the references cited throughout this report.

**Evaluation Metrics.** As discussed before, standard image and video quality metrics, such as FID and FVD, are not always well aligned with human judgement, and often make undesirable assumptions about the distributional similarity across datasets. Despite this, available alternatives are not much better: comparative metrics like PSNR and LPIPS require matching ground-truth pairs, and conducting a user study can be costly, time-consuming, and often not much more informative. One direction for obvious improvement in this domain is the creation of better metrics that reliably and automatically assess the quality and diversity of generated content. These metrics should be applicable to a variety of data types, such as 2D images, video, 3D, and dynamic 3D scenes. Furthermore, they should be aligned with human preferences, to enable faster, automated progress on method development without regular human intervention.

**Training Data.** Captioned image data is available in abundance, but labeled training data for 3D, video, and 4D generation is scarce. This makes it difficult to train higher-dimensional generative models. Open problems remain in the collection of large-scale datasets, whether they be explicitly in higher dimensions (e.g., a large set of 3D models), or lower-dimensional projections of this data that can be used for learning high-dimensional priors (e.g., a large dataset of multi-view images). Both options require additional research in their corresponding training protocols—large-scale 3D datasets...
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10. Social Implications and Ethical Concerns

Distribution of Harmful Content. Generative AI tools automate the process of content creation with photorealistic quality. This ability could be used to generate fake photos or videos of real people (DeepFakes) [TVRF
∗
20, ML20]. DeepFakes pose a societal threat that could be used for harm, either intentional or unintentional [TVRF
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Physical Grounding. Controlling, constraining, or guiding diffusion models to adhere to the rules of physics is also a promising direction. Certain modalities, such as 3D geometry and motion are heavily constrained by the physics of the underlying scene they model. In practice, these physical properties and rules can be embedded in the training process or network design to encourage generations to be more plausible. GANS, for example, have greatly benefited from being constrained by the physics of projective geometry, non-rigid object deformation, and physically based lighting to enable the training of 3D-aware models from single-view 2D image datasets [NPLT
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Controllability. As discussed in Maneesh Agrawala’s blog post [Agr23], most diffusion models are unpredictable black boxes. Most models are conditioned only on text prompts, and therefore require extensive prompt engineering to generate a desired image. Furthermore, text input alone often does not offer sufficient control to specify a particular image’s exact appearance. This poor interface typically results in a lengthy trial-and-error process. A conversational interface is a suitable alternative. Explored briefly in Instruction2Pix [BHE23] and further developed in Dall-E3 [Ope23b], conversations and instructions allow for relative and intuitive ad-
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Inference-time sampling speed continues to be a concern for diffusion-based generative models. Where other generative methods (e.g., GANS) only require a single forward pass of a neural network, diffusion models can require up to thousands [DN21, HJA20] of network evaluations to produce a single generated result. The sequential nature of the forward and reverse diffusion processes poses as a fundamental bottleneck for efficiency. A straightforward method for increasing sampling speed is by designing newer, lightweight efficient architectures, such that fewer time is spent on each denoising step [LWI
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Training efficiency also poses a concern. The majority of exist-
ing models are currently trained at scale by corporations with large computational resource pools. Exploring solutions for reducing the training compute requirements remains a very valuable open prob-
lem, as training specialized models for targeted applications is cur-
ently out of reach for most researchers.

Efficiency. Inference-time sampling speed continues to be a concern for diffusion-based generative models. Where other generative methods (e.g., GANS) only require a single forward pass of a neural network, diffusion models can require up to thousands [DN21, HJA20] of network evaluations to produce a single generated result. The sequential nature of the forward and reverse diffusion processes poses as a fundamental bottleneck for efficiency. A straightforward method for increasing sampling speed is by designing newer, lightweight efficient architectures, such that fewer time is spent on each denoising step [LWI
∗
23]. Distillation is another category of technique that aims to achieve the same result. Salimans et al. [SH22] and Meng et al. [MRG
∗
23] distill a pre-trained diffusion model into a model that requires fewer sampling steps. Consistency Models [SDCS23], TRACT [BAL
∗
23], and BOOT [GZZ
∗
23] take this to the extreme, proposing single-step generation distilled from pre-trained diffusion samplers. The question of how to generate the highest-quality output in the most efficient manner, however, remains an unsolved problem.

Training efficiency also poses a concern. The majority of exist-
ing models are currently trained at scale by corporations with large computational resource pools. Exploring solutions for reducing the training compute requirements remains a very valuable open prob-
lem, as training specialized models for targeted applications is cur-
ently out of reach for most researchers.

Controllability. As discussed in Maneesh Agrawala’s blog post [Agr23], most diffusion models are unpredictable black boxes. Most models are conditioned only on text prompts, and therefore require extensive prompt engineering to generate a desired image. Furthermore, text input alone often does not offer sufficient control to specify a particular image’s exact appearance. This poor interface typically results in a lengthy trial-and-error process. A conversational interface is a suitable alternative. Explored briefly in Instruction2Pix [BHE23] and further developed in Dall-E3 [Ope23b], conversations and instructions allow for relative and intuitive ad-
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to detect DeepFakes are being developed by the AI community (e.g., [AFG*19, RCV*19, FLK*21]). As the quality of generative AI tools advances, these types of efforts are becoming increasingly important but also challenging.

**Copyright, Legal Exposure, and Privacy Concerns.** Foundation models are trained on billions of images, including content that may have been scraped without the consent of the creator, that may have been legally protected otherwise, or that may contain personally identifiable or sensitive information. Indeed, copyright infringement lawsuits have already been filed by artists against some of the companies behind foundation models for visual computing [FM21, Lem23, ZMK23, Mur23].

**Bias and Fairness.** Similar to most machine learning methods, diffusion models can inadvertently learn and perpetuate biases present in their training data [Mar23]. This is a significant concern in terms of fairness and ethical considerations; further research to develop means to mitigate such biases is needed.

**Environmental Concerns.** Training foundation models requires substantial computational resources. For example, the relatively small StableDiffusion model was reportedly trained on 2.3 Billion images using 256 Nvidia A100 GPUs on Amazon Web Services for a total of 150,000 GPU-hours [Mos22]. According to unverified sources, OpenAI’s large GPT-4 model was trained on about 25,000 Nvidia A100 GPUs for 90–100 days, costing more than $100 Million. The carbon footprint of training GPT-4 is estimated to be between 12,456 and 14,994 metric tons of carbon dioxide equivalent [Lud23]. For comparison, the average yearly carbon footprint across humans on Earth is 4 tons. These considerations lead to significant concerns about the environmental impact of training foundation models.

**Economic Impacts.** As generative AI models become more integrated into various sectors, there are concerns about their impact on jobs and economic structures. For example, the ability to generate high-quality digital doubles or, more generally, digital humans as well as 3D scenes is expected to have a significant impact on video production, the visual effects, among many other industries [Tot23]. Some jobs in this creative industry may be displaced, but at the same time new creative job profiles will arise and new ways to monetize creative work will be arise through Generative AI [Luk23]. Generative AI also automates many tasks that workers in other areas do today. Although this is the case for many technologies, generative AI raises concerns about worker displacements at an accelerated rate.

**Explainability, Trust, and Accountability.** Machine learning and generative AI models learn correlations within their training data, not causality. Therefore, it may be challenging to understand why a model gave the answer it did. Moreover, generative AI models can synthesize new data, which may not always be truthful, or the models could be involuntarily trained on data that contains factual errors [KLR23]. These issues call trustworthiness into question. Some outcomes may even have legal consequences, raising questions of accountability [ZMK23].

Researchers working in the field of generative AI must be cognizant of these issues. Moreover, policy and lawmakers, industry, and the research community must engage in a constructive dialogue to set meaningful legal boundaries for the unprecedented capabilities and dangers of emerging generative AI.

### 11. Discussion and Conclusion

In this state-of-the-art report, we have reviewed the theory and practice of emerging diffusion models for visual computing. We have introduced the basic mathematical concepts, implementation details and design choices of popular diffusion models, and important strategies for finetuning, sampling, conditioning and inversion, among others. Moreover, we have given a comprehensive overview of the rapidly growing literature in this space, categorized by the type of generated medium, and discussed available datasets, metrics, open challenges, and social implications. Yet, this is an exploding field with papers and commercial models being released on a weekly or even daily basis. Thus, we hope that this STAR provides an intuitive starting point for the interested reader—artist, practitioner, and researcher alike.

Although most of the numerous papers discussed in this STAR have been published in the last (few) year(s) and all important aspects of diffusion models have seemingly been addressed, many open challenges remain. Perhaps one of the highest-level goals of the field of visual computing is to amplify the creative potential of novice and advanced users alike and empower them to intuitively convert their imagination into an image, video, or 3D scene. The generative AI tools discussed in this STAR are a big step forward, but the community still has much work ahead to achieving this goal.
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