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Figure 1: Visual analysis of a time-varying multi-parameter cloud ensemble. (a) Iso-surfaces of liquid water content (L, green), ice (I, blue), and graupel (G, red). (b) Parallel coordinates plot rendered on black background of per-voxel parameter values including attribute density histograms. (c) Voxel clusters determined via ensemble clustering using multiple k-Means clustered t-SNE projections. Voxels in the same cluster but separated in the t-SNE embedding are connected via lines. (d) Distribution-based matching of clusters over lead time, starting from 6 hours forecast. Colored curves show the matching error for different matching strategies and error metrics. (e) Selected cluster at 6 hours lead time (orange) and clusters matched to it at 4 and 2 hours lead time are highlighted in the parallel coordinates plot.

Abstract
The proposed approach enables a comparative visual exploration of multi-parameter distributions in time-varying 3D ensemble simulations. To investigate whether dominant trends in such distributions occur, we consider the simulation elements in each dataset—per ensemble member and time step—as elements in the multi-dimensional parameter space, and use t-SNE to project these elements into 2D space. To find groups of elements with similar parameter values in each time step, the resulting projections are clustered via k-Means. Since elements with similar data values can be disconnected in one single projection, we compute an ensemble of projections using multiple t-SNE runs and use evidence accumulation to determine sets of elements that are stably clustered together. We build upon per-cluster multi-parameter distribution functions to quantify cluster similarity, and merge clusters in different ensemble members. By applying the proposed approach to a time-varying ensemble, the temporal development of clusters, and in particular their stability over time can be analyzed. We apply this approach to analyze a time-varying ensemble of 3D cloud simulations. The visualizations via t-SNE, parallel coordinate plots and scatter plot matrices show dependencies between the simulation results and the simulation parameters used to generate the ensemble, and they provide insight into the temporal ensemble variability regarding the major trends in the multi-parameter distributions.

1. Introduction

Ensemble weather forecasting is well established in meteorology to estimate the uncertainty that is present in numerical weather predictions. Ensemble methods perform multiple simulations using perturbed initial conditions or different forecast models, to predict possible future states of the atmosphere. Analysis of the temporal evolution and variability of an ensemble forecast is then used to estimate the likelihood of certain weather events.

Ensemble methods are also used to analyze the effect of simulation parameters on the simulated weather events, by systematically...
perturbing these parameters and running the simulation again using the perturbed configurations. The analysis, then, requires more than detecting similarities and differences between pairs of simulation results. Beyond that, coherent predictions, localized or over the entire domain, across many results need to be determined and put into relation to the input parameter values that have caused these situations. For an improved assessment of these predictions, they need to be quantified and visualized in context to each other.

We propose a visual analysis approach to help addressing this task, and use this approach to analyze an ensemble of time-varying 3D cloud simulations [WBJ*18]. Each simulation is carried out on a regular voxel grid, and for each voxel a 12D parameter vector containing quantities like water, ice, graupel, and hail content is simulated. As we seek to compare clouds of different size, shape and position, location-based approaches, i.e., computing statistical measures over the values at a single voxel, are not useful. For instance, if a cloud does not change with respect to its physical composition but simply moves in space, similarity measures invariant under such transformations need to be used.

Parallel coordinate (PC) plots can, in principle, be used for this purpose, by drawing one line strip for each voxel. However, it is difficult to reveal lower-dimensional manifold structures via PC plots, and the visualization becomes quickly cluttered when many elements are drawn simultaneously. Clustering, on the other hand, can determine sub-groups of elements with similar parameter values, providing a condensed data representation that facilitates a distribution-based analysis. Clustering in high-dimensional (HD) parameter space, however, becomes difficult due to the inherent sparsity of the data space and the difficulty to select an appropriate clustering algorithm and its parametrization.

Dimensionality reduction techniques can be used to address these problems. For instance, t-Distributed Stochastic Neighbor Embedding (t-SNE) [MH08] tries to preserve locality by placing similar elements close to each other in a low-dimensional subspace. Since lower-dimensional manifold structures in the original data are preserved, especially density-based clustering algorithms like DBSCAN [EKS*96], which focus on “reachability” rather than distance, show very good results if the right parametrization is used. However, since the parametrization needs to be adapted for every projection, in our current scenario the application of DBSCAN is not feasible.

1.1. Contribution and method overview

The proposed approach detects stable clusters of data points in a HD parameter space. It uses this information to enable a cluster-based analysis of the variability of ensembles of multi-parameter simulations, and to reveal dependencies of the simulation results on the initial simulation parameters. An overview of this approach is given in Fig. 2. By variations of a set of input parameters \( \tau \), an ensemble of multi-parameter simulations is computed. Simulation elements are interpreted as data points in the multi-dimensional parameter space, and they can be visualized using standard visualization techniques like volume rendering and PC plots.

Then, dimensionality reduction via t-SNE projects the data points into 2D. In this way, many of the local neighborhoods in the data are preserved and sub-manifolds in HD space become connected structures in 2D space. To avoid the shortcomings of DBSCAN in the current scenario, the projected points are clustered using k-Means, and the resulting clusters are put into relation using their variability over the ensemble.

Dimensionality reduction techniques like t-SNE, however, sometimes need to split a connected subgroup to compute the 2D embedding. Where these splits occur depends on the specific parametrization of the used technique. For instance, t-SNE is often used with random initial locations of projected objects as its seed configuration which are considered by gradient descent optimization. Therefore, when t-SNE is run with different input parameterizations, connected subgroups can be split in many different ways.

On the other hand, similar points should be placed close to each other most of the time over all projections, regardless of the specific initial parametrization. Thus, we compute many projections using different parameterizations and merge the clusterings which are obtained via k-Means into one final clustering. To visualize stable subgroups, the projection representing best the final clustering is picked, and cluster membership information per data point is encoded via colors. Additionally, some of the points are connected via lines to indicate where clusters were cut in the selected projection but can be assumed connected over all projections. To further analyze the distribution of parameter values in a cluster, they are displayed via PC plots, augmented by per-parameter distributions and overlayed representatives for selected clusters. Per-cluster distributions are then represented via cumulative distribution functions (CDF), and the differences in their integrals are used as similarity measure. This enables to match different clusters and find similarities across time steps and ensemble members. The similarity between ensemble members is put in context with the initial simulation parameters via scatter plot matrices.

In particular, the following contributions are made:

- A distribution-based similarity metric for clusters of multi-parameter data points.
- The application of cluster-based analysis of multi-parameter distributions to a time-varying multi-parameter 3D cloud ensemble, hinting on the effect of simulation parameters on weather forecast variability.

On a technical side, we provide a highly efficient GPU implementation of PC plots with embedded line and density histograms capable of plotting millions of multi-parameter data elements per second, including instant color variations to highlight selected clusters. In the 2D t-SNE view, multiple interaction possibilities are available to select and display single clusters, similar data elements, etc., over different projections, time steps, and ensemble members.

2. Related work

In our scenario, each ensemble member is comprised of a set of simulation elements with multiple parameter values. These HD data points are projected into 2D using t-SNE [MH08]. Some recent surveys [KH13; LMW*16] give thorough overviews of visualization techniques for multi-parameter data. In combination with
dimensionality reduction, clustering is often used to identify groups of points lying close together in the low-dimensional space or forming coherent structures in this space. Wenskovitch et al. [WCR*18] discuss the combination of dimensionality reduction and clustering techniques and provide recommendations for their concurrent use.

Since our technique analyzes an ensemble of 2D point sets (after multi-parameter simulation elements have been projected into 2D), it is related to ensemble visualization techniques. Most works in ensemble visualization address ensembles of physical fields, or features derived from such fields, with the focus on the extraction and visual encoding of their variability. To the best of our knowledge, visual analysis techniques for ensembles of 2D points are not existing, yet a number of techniques have addressed aspects related to ensembles that are also relevant in our work. Parametric statistically-distributed and distribution shape descriptors for scalar-valued ensembles were presented by Love et al. [LPK05]. Different variants of confidence regions were introduced to represent the major geometric trends in ensembles of iso-contours and streamlines [WMK13; MWK14; FBW16; FKRW16]. Demir et al. [DJW16] proposed a closest-point representation to convey the central tendency of an ensemble of multi-dimensional shapes. In a number of works, scalar- and vector-valued ensemble fields were modeled via mixtures of probability density functions to compactly classify complex distributions and their evolution over time [LLBP12; JDKW15; DS15; WLW*17]. Demir et al. [DDW14] visualize distributions of linearized 3D data points with bar-charts. Hummel et al. [HOGJ13] analyze the spread of particle trajectories in an ensemble of vector fields to reveal the transport variability. Poethkow and Hege [PH13] and Athawale et al. [ASE15] use location-wise estimators of non-parametric distributions from ensemble members to estimate the spread of surface and vector field features. Recently, Hazarika et al. [HBS17; HDSC19] presented a copula-based framework for large multivariate datasets, where they partition the domain and compute statistical quantities over those parts.

Alternatively, clustering has been used to group ensemble members regarding similar data characteristic [BM10; OLK*14; FBW16]. While these techniques compare ensemble members to each other, our approach aims at finding groups of elements in each member which remain “close” to each other in all members, and then match different clusterings to each other. Strehl and Ghosh [SG02] apply different clustering techniques to one single ensemble, and combine the results into a single clustering. Different clustering ensemble techniques, i.e., techniques that combine multiple clusterings of one data set into a single clustering, are discussed by Vega-Pons et al. [VR11]. From multiple k-Means clusterings, Fred and Jain [FJ05] generate a co-association matrix, containing the fraction of times two points were placed into the same cluster. Applying clustering on this matrix leads to the final result. Kumpf et al. [KTB*18] use multiple k-Means clusterings on ensemble data, where they vary the clustering domain to generate a clustering ensemble. Ferstl et al. [FKRW17] cluster different time steps of the same ensemble in a hierarchical way to convey the change of clusters over time. For the clustering of genomic data, Lex et al. [LSP*10] introduce extended PC plots to compare different clusterings and analyze the quality of cluster assignments.

Related to our approach are also techniques which aim to find projections that best represent the structures in HD data, by using quality measures for projections [FT74; HA85]. Even though the goal of these techniques is different to ours, as we do not attempt to find the best projection for a given dataset, proposed measures indicate the (dis-)similarity between projections and might be used for robustness analysis as well. Examples include vector distance measures for HD feature descriptors [BvLBS11] and feature vectors derived from point-wise distance matrices [JHB*17], as well as measures using matrix norms to quantify the dissimilarity of multivariate projections invariant to affine transformations [LT16].

3. Data

We apply our cluster-based approach to analyze the multi-parameter distributions in a numerical simulation of a growing thunderstorm cloud [WBU*18]. The data set comprises an ensemble of 100 simulation runs of a single convective cloud in the 3D
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tialization, so that cuts are introduced at different locations and the
neighborhood relations are maintained in most projections. Each
projection can be clustered individually, and the clustering results
 resemble members and time steps, to allow for a later comparison of
these results. It is clear that this cannot be achieved by tweaking the
parameters of each individual clustering. Due to this requirement,
density-based clustering approaches (e.g., DBSCAN [EKS+96])
are not suitable in the current application. The clustering results
of these algorithms are rather sensitive to variations in the distances
between projected data points, which, as described before, can hap-
pen to a certain extent in different t-SNE projections. It is worth
noting that the same problem occurs when clustering is applied to
the original HD data point, as shown in Fig. 3a.

The clustering algorithm k-Means, on the other hand, always
generates a predefined number of clusters. Though, the clusters
are convex and can hence put two independent elongated structures
into the same cluster or cut them at an arbitrary location. However,
in different projections these cuts are introduced at different loca-
tions; furthermore, if these structures are not adjacent in the original
data, a different t-SNE projection is likely to place them far apart
from each other in the computed 2D embedding. Therefore, only
points that are neighbored in the HD space should be in the same
cluster in most of the projections, thus overcoming the convexity
requirement of k-Means clusters.

Due to the aforementioned issues, we use t-SNE, with default
perplexity of 30, and k-Means, with \( k = 16 \) clusters, in our analy-
sis. The perplexity parameter controls the size of the local neigh-
borhood that should be preserved. In all of our experiments, the re-
sulting projections looked reasonable, showing frequent yet spuri-
os variations that support our envisioned consistency analysis. The
number of clusters for k-Means has to be set in relation to the num-
ber of projections used. The higher the number of different t-SNE
projections, the more clusters can be used to obtain more detailed
results. The same parameters are used for all ensemble members
and time steps in order to preserve comparability.

4.1. Combination of clusterings

The ensemble of clusterings that is generated by clustering multiple
t-SNE projections separately is aggregated to obtain a final cluster-
ing. Points that are stably clustered together are extracted by using
the so-called co-association matrix \( C \) [FJ05]. Each entry, \( C_{ij} \),
counts how often point \( p_i \) and \( p_j \) are in the same cluster, finally normalized
by dividing through the number of clusterings. For every point, the
clique of points with high mutual similarity is searched in \( C \). The
similarity threshold is set to \( \alpha = 0.9 \), meaning that every pair of
points in the same clique is clustered together in at least 90% of
the single k-Means clusterings. For clique construction, we use al-
gorithm 1 as proposed in Kumpf et al. [KKRW19]. In a final step,
illustrated in Fig. 5, points are merged based on their cliques in a
greedy-like manner using region growing. Starting with the point
with the largest clique, recursively, all points therein and in their
cliques are merged. Once no more points can be added, a cluster
is formed and recursive merging is continued with the remaining
points, starting again with the one with the largest clique.
This facilitates the identification of clusters which were torn apart in the currently selected projection and attenuates the problem of finding a sufficiently large number of distinguishable cluster colors, i.e., clusters that are far apart from each other and not connected are different regardless their assigned color.

To visualize the cluster information, one projection has to be selected as a representative 2D embedding of the data points. We use a projection instead of other cluster visualizations, since these projections preserve the spatial relationships between points and clusters. Following the intuition that points in clusters should be located close to each other, we select the projection with the minimal sum of filtered line-lengths between the data-points. The final clustering result is then investigated further using PC plots, i.e., to compare different time steps and ensemble members.

### 4.2. Matching and comparing clusterings

A relation between final clusters of different ensemble members is established by comparing the distributions of their parameter values. For each parameter, a CDF is constructed [HDSC19]. To compare two clusters, for each parameter the area between their CDFs is computed (see Fig. 6) and summed up. Since this similarity measure depends only on the distribution of the parameter values, it can be used to compare clusters with vastly different size. Since this could become as extreme as matching two points to the biggest clusters, we penalize differences of a factor 10 and higher by adding a linear factor of

\[
\text{penalty}_{cl, i} = \max \left( 0, \left( \frac{\max(|C_{i,j}|, |D_{i,j}|)}{\min(|C_{i,j}|, |D_{i,j}|)} - 10 \right) \cdot 0.01 \right),
\]

to the cluster distance. Here, \(|cl_i|\) denotes the size of cluster \(i\). This similarity measure can be used to determine the similarity between two data sets, i.e., two ensemble members or different time steps of the same member, and to compare two clusters.

#### Example summary clustering with threshold \(\alpha = 5/7\)

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Points in Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_1)</td>
<td>({p_1, p_2})</td>
</tr>
<tr>
<td>(p_2)</td>
<td>({p_3})</td>
</tr>
<tr>
<td>(p_3)</td>
<td>({p_4})</td>
</tr>
</tbody>
</table>

\(\text{sim}(p_2, p_1) = \frac{\alpha}{2} < 5/7\). For this example only, the clique threshold was set to \(\alpha = 5/7\).
Clusters are then matched using either the Kuhn-Munkres-algorithm [Kuh55], resulting in a one-to-one matching between \( \min(|c_i|, |c_j|) \) clusters, or alternatively, in a one-to-many matching, where each cluster of one clustering is matched to the best fitting cluster of the other clustering. For single clusters, the results match most of the time as can be seen by the green and yellow line in Fig. 1d. However, mismatches can lead to significantly higher differences, which is why we favor the one-to-many matching.

Summing over the \( \ln(|c_i|) \)-weighted differences between clusters and normalizing them by the summed weights serves as a second distance measure for data sets (Fig. 1d,red). When multiple clusterings are matched to one reference (Sec. 4.4), the sizes of the clusters in the reference clustering are used. Cluster sizes are not important to us. However, since the number of clusters should not affect the measure significantly, less weight is given to smaller clusters to prevent them from dominating the measure. Alternatively, only the \( x \) largest matched clusters can be used to compute the distance measure. In our experiments, both strategies are used, where in the latter clusters with less than 25 points are not matched.

4.3. Parallel Coordinates

Based on the matching errors, the sizes of clusters over time (see Fig. 4d), and by using PC plots, data sets can be compared to each other and similarities in parameter distributions can be investigated.

PC plots offer a direct visualization of HD data points. Our implementation uses the Vulkan graphics API, to enable the efficient visualization of huge numbers of multi-parameter data points. On our target architecture, an NVIDIA GTX 1070, up to 5 million 12D data points can be drawn per second. Basic functionality like blending and the reordering of axes can be used to get a first impression of the data. Histograms per displayed cluster on the coordinate axes ease the comparison of value distributions. Optionally, lines can be smoothed to better show densities. Mean and median lines can be drawn instead of whole clusters to avoid visual clutter.

4.4. Selection of reference

The presented analysis requires a reference dataset as starting point, to which others are compared to. Commonly, the simulation generated with best guessed initial parameters is used for that purpose, which is unfortunately not know for this dataset. Instead, the simulation generated with the median of all initial parameter configurations is investigated first. All initial parameter configurations are displayed in a scatter-plot-matrix (Fig. 8) were their distributions can be seen. The matching distances to the selected reference are displayed in color indicating which parameter changes lead to larger distances between the data sets. To gain an understanding for the data set, different members can be selected as reference to further investigate dependencies with initial parameters.

5. Use case

In the following, we describe the application of our approach to analyze the multi-parameter cloud ensemble described in Sec. 3. At the beginning, multiple time steps of a single ensemble member are visualized using iso-surfaces in single parameter fields (Fig. 1a). Despite the inherent occlusion effects, the overall structure of the clouds can already been observed: While wet quantities like liquid water (green, L) or rain (yellow, R) dominate in the lower altitudes, frozen quantities like ice (blue, I), graupel (red, G) and hail (brown, H) dominate in the upper atmosphere levels.

The shapes of the clouds change significantly over time, and they move over the domain, so that location-wise computation and comparison of data statistics is no option. Instead, we abstract from the 3D shape and perform the analysis using the distribution of parameter values as described. Firstly, PC plots are generated to obtain an initial estimate of the parameter distributions (Fig. 1b). By looping through the plots of all time steps of a selected ensemble member, the distribution variability over time is conveyed. The distributions seem to stay similar over all time steps, with the exception of strong hail (H), which is present only in later time steps. This is expected since ice-particles need some time to grow within the cloud. However, it is difficult to see whether the cloud forecasts are comprised of individual structures. To analyze this, the data is projected using t-SNE (Fig. 4a). The projections of simulation elements into 2D reveal many band structures and clusters of elements, yet it is impossible to conclude on which structures belong together and which are separated. After generating a stable clustering (explained in Sec. 4 and 4.1), clearly separated clusters appear (color coded in Fig. 1c). Connecting lines highlight where these structures where not cut in other projections, e.g., the rose cluster. Furthermore, small blue clusters of almost the same color can be differentiated, none of them connected via lines.

To investigate which clusters might merge due to a different merging threshold \( \alpha \), points can be picked interactively on the boundary between clusters and the effect of varying \( \alpha \) can be seen (Fig. 7). When points from both sides pop-up, the clusters would merge. In this way, the cluster ensemble step and the degree of dissimilarity between clusters can be better understood. Further interaction mechanisms, e.g., selection and tracing of clusters, are provided as additional options to the user.

By using the proposed approach, points of specific clusters can be directly emphasized in the PC plot (Fig. 1e). For every quantity, there are two axes showing the weight and number of particles of that quantity in the corresponding simulation element. Elements in the orange cluster contain mostly ice (I), snow (S) and graupel (G).
Next, we cluster all time steps of the selected ensemble member and match clusters to the last by using the proposed many-to-one matching (see Sec.4.2). The matching errors (Fig. 1d) indicate that until time step 2:00h the distributions are very similar and the matching works well. For earlier time steps, the errors grow. Closer inspection of the worst matched clusters reveal that precipitation parameters are differently distributed in earlier time steps. When looping through the colored t-SNE plots—with matched clusters, similar structures can be observed over different time steps (Fig. 4). Caused by the many-to-one matching, some clusters become empty when no matching partner could be found (Fig. 4d). By focusing on the orange cluster to which two clusters were matched at time step 2:00h (Fig. 4b), its time evolution can be displayed using PC plots (Fig. 1e). The median or mean lines (blue lines) as well as a histogram bar per cluster and axis can be selected as well. It can be observed that the distribution of the cluster stays mainly the same, while the number of simulation elements decreases over time.

A similar analysis can be performed over all ensemble members. The proposed metrics can be used to find similar and dissimilar members. First results can be seen in Fig. 8, where matching distances are color coded on the initial parameters. A correlation between temperature ($\theta_t$) and the distance between the whole data sets is directly visible and highlighted in green. When using the cluster based measure, correlation with cloud condensation nuclei (CCN), highlighted in yellow, becomes visible. This indicates that $\theta_t$ changes the overall distributions while CCN changes the structures in the parameter space. Since all initial parameters were perturbed simultaneously, multi-dimensional dependencies have to be considered as well, which is left for future work.

**Computation time:** Performance is measured on an Intel® Xeon CPU 6 cores @3.5GHz. Preparing each data set takes around 35s, 70s for each t-SNE projection, and 0.5s for k-Means, all performed on one core. Combining the cluster ensemble takes 240s using all cores and cluster matching around 15s per dataset on one core. These pre-computations can be parallelized over the datasets.

### 6. Discussion and conclusion

Many steps of the proposed approach are dependent on parameters, albeit most of them are rather uncertain when kept constant over the whole analysis. Together, the number of k-Means clusters and projections define the granularity of the approach. More projections allow more k-Means clusters, the ratio of 100 projections to 16 clusters resolved the structures quite well in the presented data set. Multiple k-Means clusterings per projection could further reduce the number of projections needed.

The most critical parameter is the matching threshold $\alpha$. Its impact can be seen in Fig. 7, where reducing $\alpha$ from 0.9 to 0.8 would merge the structure. A smaller threshold leads to bigger clusters. We advice to chose and fix this parameter once in the beginning after fixing all other parameters. That way, the merging stays consistent for all data sets. Further, the many-to-one matching corrects some undesired cluster splits. Matching successive time steps instead of to the last makes immediate changes visible. However, errors would propagate over time leading to a loss of overall context. Further, the approach relies on t-SNE’s ability to project adjacent HD points close to each other most of the time. Sufficient variation in t-SNE projections and k-Means clustering is needed to extract structures of arbitrary shape. Alternatively to clustering voxels, one could cluster directly in the parameter space using sub-space clustering methods. Optimally, those algorithms find clusters in all parameter-dimension combinations. Analyzing, comparing and matching those clusters would be a challenging task.

With the proposed method we were able to gain first insights into the parameter-value distributions of a time-dependent cloud ensemble data set. Cluster ensemble techniques on k-Means clustered t-SNE plots proved to be a valid way for extracting structures from that data set, which could be found in other time steps as well using a CDF based distance measure. While the clouds are growing over time, apart from outliers and the hail quantity, their main value distributions do not change significantly. Correlations of initial parameters with the distances to the median member were found. A more detailed analysis based on different reference members and revealing higher-dimensional dependencies to initial parameters is planned for future work. Further, the application of the workflow on other data sets could lead to interesting insights.
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