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Abstract
Computer animation and, particularly, virtual character animation, are very time consuming and skill-intensive tasks, which require animators to work with sophisticated user interfaces. Tangible user interfaces (TUIs) already proved to be capable of making character animation more intuitive, and possibly more efficient, by leveraging the affordances provided by physical props that mimic the structure of virtual counterparts. The main downside of existing TUI-based animation solutions is the reduced accuracy, which is due partly to the use of mechanical parts, partly to the fact that, despite the adoption of a 3D input, users still have to work with a 2D output (usually represented by one or more views displayed on a screen). However, output methods that are natively 3D, e.g., based on virtual reality (VR), have been already exploited in different ways within computer animation scenarios. By moving from the above considerations and by building upon an existing work, this paper proposes a VR-based character animation system that combines the advantages of TUIs with the improved spatial awareness, enhanced visualization and better control on the observation point in the virtual space ensured by immersive VR. Results of a user study with both skilled and unskilled users showed a marked preference for the devised system, which was judged as more intuitive than that in the reference work, and allowed users to pose a virtual character in a lower time and with a higher accuracy.

CCS Concepts
Computing methodologies → Animation; Graphics systems and interfaces; Hardware → Tactile and hand-based interfaces; Human-centered computing → Virtual reality;

1. Introduction

Today, a wide range of applications, like videogames, movies, recommender systems and online marketplaces, to name a few, make a massive use of animated virtual characters [WFBSM12,LMBK06]. Despite the incredible use of such content, creating virtual character animations – and computer animations, in general – is still a very labor-intensive and time-consuming task. Reasons can be found in the level of expertise required [VLS18], as well as in the complexity of interfaces used [CIF12]. These facts may represent a problem for skilled users, who may be interested in speeding up the production of quality animations, but also for novice users, who may simply need a “quick-and-dirty” animation tool for sketching an idea and sharing it with other interested parties [DYP03, YSC05, FHXS14]. For the above reasons, techniques for improving productivity by means of interfaces capable to make specific stages of the animation pipeline more intuitive and effective are becoming of particular interest [Lei12, SMTH13, KZK06].

One the most complex stages of a virtual character animation pipeline is represented by the posing step [KDMH17]. In this step, animators articulate the character’s armature (or rig) either in a direct or indirect way by manipulating handles (or bones) which may be characterized by a high number of degrees of freedom (DOFs). The problem is that, although animators are requested to operate on 3D elements, interfaces that are offered by common animation tools are natively 2D [JPG14, VLS18, Osh13].

Focusing on the issues related to user input, the literature proposes different interaction paradigms that try to face the limitations introduced by 2D interfaces (like mouse, keyboard, touch/multi-touch surfaces, etc.). One of these paradigms, known as motion capture, leverages the hand, body and/or face performance of an animator (an actor), whose movements are tracked and transferred – possibly in real time – to the character to be animated. This technique, often referred to as performance-driven animation, allows for the simultaneously manipulation of multiple DOFs [SMTH13, NQX05]. Unfortunately, even though some tracking technologies have been developed targeted to consumer users, this technology is mostly adopted in professional animation contexts, due to the complexity of the setup, the high costs and the skills required for the performance [LvdPF00, WLS13, RTIK14].

Still considering user input, an interaction paradigm that is re-
ceiving an increasing attention is represented by tangible user interfaces (TUIs), which are considered as being capable to offer a number of advantages w.r.t. other techniques, especially for non-expert users [IU97]. Benefits mainly come from the higher affordances guaranteed by the handed device in terms, e.g., of native 3D manipulation and direct tactile feedback [HGC'A12, YSC'11]. In fact, with TUIs, actual character’s pose can be controlled by manipulating a physical prop and feeling changes in its shape.

Often, TUIs are used in special-purpose animation tools, which are either designed to control a specific character, or require sophisticated hardware in order to let the animator manage characters with arbitrary armature topologies [JPG'14, GMP'16]. In this perspective, they may be regarded as sharing the same limitations of technologies like motion capture. However, an affordable TUI-based animation framework exploiting off-the-shelf reconfigurable hardware has recently been proposed in [LP'G'17]. Its added value is that it combines a tangible interaction means with performance-driven animation, thus letting animators control the virtual character’s armature partly with their body, partly by articulating a handed prop, thus leveraging affordances offered by both the interfaces.

Similarly to what happens with user input, system output is affected by the limited dimensionality of the visualization methods used. In fact, with common animation tools, users are requested to continuously change the position of the virtual camera or to simultaneously look at multiple views of the scene been animated in order to visualize content of interest from the required perspectives [Dee95]. All of the above make the interfaces of existing animation tools rather sophisticated, especially for novice users [VLS18].

In the last decade, the progressive spread of virtual reality (VR) pushed the research community to look for ways to exploit this technology for addressing issues affecting computer animation interaction means (in terms of both input and output) [PST'96]. In particular, several works confirmed already the hypothesis that VR can provide animators with an improved spatial awareness of the interaction environment [VLS18], and offer them an enhanced sense of control and immersion [FBSUM14].

Despite opportunities offered for visualization, VR-based animation systems risk to fall short for what it concerns user input. In fact, even though several technologies for tracking users’ hands and body in VR settings have been proposed already, in commercial VR systems the de facto standard for user interaction is represented by hand controllers [HTGM17]. Although controllers may bring significant advantages being natively 3D, they still share a number of features with traditional input means. Thus, given the perceived distance between the shape and behavior of the input device and those of manipulated elements (the armature’s bones), animators may even lose some of the affordances offered by VR due to a possibly reduced sense of immersion [HTGM17].

By moving from the above considerations, this paper presents an animation system able to combine the benefits offered by reconfigurable TUIs and by VR technology. With the proposed system, animators can manipulate a rigged virtual character by articulating an instrumented prop into an immersive virtual environment that is integrated within a well-known, open source animation suite.

Work reported builds upon the animation system in [LP'G'17], which allows animators to pose a virtual character in real time by using both their body, voice and a handed prop, and observing the results on a large screen or a projected display (hence, in the following it will be referred as the Projected System, or PS).

Compared to [LP'G'17], the VR-based system presented in this paper (later referred to as VRS) lets the animators immerse themselves in the animation environment, thus helping them to get more aware of the character’s pose being set up. Voice-based activation of parts to be animated has been replaced by two different approaches based on gaze and proximity selection, which are expected to guarantee a higher usability. Finally, the system introduces visual feedbacks designed to enhance users’ understanding of the mapping between the manipulated interface elements and the controlled DOFs. To evaluate the effectiveness of the devised system, a user study has been carried out by asking users to carry out a character posing task. Objective measurements revealed that, compared to the PS, the proposed VRS allows animators to

- reduce the time required to perform the posing task, and
- achieve a higher accuracy in the final pose.

Objective results were validated by subjective observations. Users largely preferred the VRS to the PS, which was judged as
- being more intuitive and requiring a lower mental effort, and
- being characterized by a higher usability from all the considered perspectives.

2. Related Work

This section provides a review of computer animation methods and tools developed so far that leverage technologies exploited in the proposed system. In particular, approaches that make use of TUIs are first analyzed. Afterwards, solutions based on VR and related technologies will be considered.

2.1. TUIs for Animation

As reported in [IU97], the advantages related to the introduction of TUIs consist in a more intuitive human-machine interaction (HMI). The use of TUIs for the generation of computer animations is not recent, and ranges from leisure to professional applications. An early example is represented by a mechanical device called “waldo”, which was used in the early 90’s for the animation of a puppet appearing in a TV show [Wal89, Rob93]. Another example, is the sophisticated dinosaur-shaped equipment used to articulate the virtual characters featured in Jurassic Park [KHSW95].

The literature presents a number of devices designed to mimic the shape of the virtual character to be animated, since a high similarity between the input device and the virtual character is expected to increase the animation system’s affordances [EPO95, Le112]. For instance, in [NNSH11], a human-shaped doll embedded with sensors is used to define key poses and retrieve corresponding animations from a repository storing motion capture data. A similar solution is represented by the robot-shaped device developed in [YSC'11]. Here, servomotors are integrated in the tangible device to let it load pre-recorded poses, simulate natural behaviors and provide haptic feedback. A similar solution based on a teddy bear-shaped interface targeted to the animation of non-anthropomorphic
characters is illustrated in [SKS∗06]. The main drawback of the above solutions is the fixed structure of the interfaces, which make them unsuitable for general-purpose animation tasks [YSC∗11].

To cope with the limitations of these specially shaped devices, approaches relying on reconfigurable hardware started to be developed [WIA∗04,RPJ04]. For instance, in [WDG08], a hub-and-strut construction kit is presented for learning and play purposes. The elements that constitute the interface can be assembled trough a ball-and-socket connection, which makes the interface suitable to articulate simple virtual puppets. Although the topology of the assembled model is automatically captured, the system does not allow users to achieve a fine-grained control on the final pose.

Control accuracy is significantly improved in [JPG∗14], where a modular and reconfigurable interface for character articulation is proposed. The interface can be configured by assembling hot-pluggable instrumented components equipped with accurate rotation sensors, which allow the users to easily achieve the desired pose. Given the reduced size of the components, it is possible to reconstruct the whole character’s armature. However, compactness could represent an issue, since it makes the interface costly and hard to reproduce. With this system, complex armatures can be animated by possibly controlling a subset of bones at a time. Unfortunately, in this case the intuitiveness of the TUI may be reduced, since the same tangible prop shall be reused to control parts that can be very different. Furthermore, the mapping between tangible prop’s and virtual character’s elements is based on a manual procedure that needs to be executed using mouse and keyboard, thus slowing down the overall process.

To overcome these limitations, the work in [GMP∗16] extends the solution proposed in [JPG∗14] by presenting a mapping strategy based on rig simplification that allows to control a complex character with many DOFs by using a TUI made up of few elements. The devised strategy identifies a simplified version of the original armature which can be used to control the entire character by leveraging only tangible elements available. In order to select relevant DOFs for simplification, a number of sample poses should be provided to the system during a preparatory step. The quality and size of the sample set significantly influences the result.

It is worth observing that the focus of the latter works is on virtual character articulation. Hence, should these systems be used to create complete animations, further interfaces for controlling character’s position in the 3D space would have to be introduced. A way to cope with the above need is reported in [HGCA12], where a RGB-D camera is used to identify and track an unarticulated tangible prop in a desktop-scale environment for creating performance-based animations. Although the small scale setup and the fixed structure of the tangible prop make the system unsuitable for general-purpose animation scenarios, this work shows the feasibility of transferring both the shape and the position of the TUI in the virtual environment containing the character to be animated.

An animation system capable to combine the advantages of instrumented, reconfigurable TUIs and motion capture in a large-scale, unified animation environment is presented in [LPG∗17]. By means of the such a system, users can pose a virtual character with both keyframing and performance-based animation methods by using their body and a tangible device. To assist the user in system configuration, an algorithm is exploited to find the best mapping between the input elements available and the DOFs of the character to be animated, and to create step-by-step instructions for assembling the tangible prop. The system has been integrated in the Blender open source animation suite. The Blender’s interface is displayed on a large screen or projected on a wall, where multiple views let the user to see the character’s pose from different perspectives. Common animation functionalities available in Blender (e.g., to change the view, set a keyframe, move in the timeline, etc.) are activated through customized voice commands, thus letting the animator keep his or her hands on the prop while articulating the character. When the number of interface elements is not sufficient to control the whole character’s armature, additional voice commands allow the user choose the part to manipulate at a given time.

Authors of [LPG∗17] proved that their system could allow both skilled and unskilled users to animate a virtual character faster than with mouse and keyboard. However, when using the TUI, users achieved a lower accuracy in the final pose and, depending on the task, experienced a possibly higher physical and mental effort. Results were partly due to the servomotors used, but also to the difficulty of keeping under control the effect of 3D manipulations to the tangible prop on a multi-view 2D screen and to voice interaction, which could get cumbersome when the number of commands to remember was particularly high.

2.2. VR and AR for Animation

The use of VR and related technologies in the production of animations brings a number of benefits related to the improved visual and spatial awareness of the environment and to interaction means made available [FBSUM14].

A number of commercial animation tools based on the above technologies are already available on the main VR stores (for the users of HTC Vive, Oculus Rift and similar equipment). For instance, VIRTUAnimator (http://store.steampowered.com/app/459870/VIRTUAnimator/), an application that allows users to animate simple humanoid characters in a VR environment by using the hand controllers. Animations created need to be exported to other graphic tools for editing. Another example is Tvoiri (http://store.steampowered.com/app/517170/Tvoiri/), which allows users to setup a virtual scene, fill it with simple shapes, characters, props and effects selected from a library, and animate it. The AllRight Rig (http://alexallright.com/allrightrig/) is a library developed to automatically generate the rig for a humanoid character in Unreal Engine. A plug-in makes it possible to control the posing in VR. Another plug-in for Unreal Engine, named Marionette VR (https://github.com/pushmatrix/marionettevr), allows users to play with a marionette character in a VR environment by adjusting its body. Thanks to the use of Oculus Rift’s controllers, users can see their hands reconstructed in the virtual environment.

For the tools seen so far, flexibility in terms of characters that can be used for animation or operations allowed onto them could represent a serious limitation. Moreover, these solutions are developed as either standalone applications or plug-ins for game engines like Unreal Engine or Unity. Hence, integration with common animation suites like Blender, Autodesk Maya, etc. can take place only in
a separate step of the animation workflow, thus making the process more tricky. However, some examples of flexible, integrated VR-based animation tools are already available. For instance, MARUI (https://www.marui-plugin.com/) is a software that allows users to work with Autodesk Maya in VR by using the HTC Vive’s or Oculus Rift’s controllers. The possibility to create animations is just an example of the wide set of functionalities that (however) are made available to VR users through conventional menus and windows.

VR- and AR-based systems for virtual character animation have been experimented also within the research community. For instance, in [VLS18], a plug-in developed for Unity allows users to create performance-based animations in VR. Users can record animations by simply moving and articulating characters and other objects into an immersive virtual environment. System functionalities (e.g., for selecting objects, controlling the timeline, etc.) are accessed via controller-activated menus. The evaluation carried out with expert animators confirmed that the time required for animation creation can be reduced, though precision (in broad terms) is lower than with traditional animation suites.

In [FBSUM14], common VR controllers are replaced by a cube-shaped TUI. AR markers on cube’s faces let the user choose the animation to activate (from a pre-defined set) and adjust its speed. Character’s position is controlled by grabbing the cube. The user visualizes in real time the resulting animation in AR on a tablet device. The main drawback of this approach is represented by its reduced control possibilities (limited by the use of the cube and its faces as input). Although interface’s flexibility could be incremented by considering cube-based gestures (like cube shaking), the use of pre-defined animations could still represent a severe limitation for general-purpose animation scenarios. Furthermore, like in most of previous works, no editing is allowed on recorded animation from within the virtual environment.

The authors of [HTGM17] move from considering that neither special-purpose interfaces (like the cube used in [FBSUM14]), nor general-purpose VR controllers would be capable to create the necessary connection between the real and the virtual worlds. Hence, they propose a custom-designed sensor unit assembled with low-cost off-the-shelf hardware that could be mounted on a variety of common physical objects to track them in a VR environment. Four prototypes (a simple cube, a stuffed animal, a treasure chest, and a wooden boat) are created and exploited in VR narrative animation scenarios. To demonstrate that the active and passive feedback information provided by different objects can effectively improve user experience. However, character articulation is not considered, due to the type of sensors used in the tangible assembly.

By moving from the review of the above works, this paper presents an animation system combining both TUI and VR technologies. As said, the proposed system builds upon the PS in [LPG*17], thus exploiting the affordances of a reconfigurable tangible prop that can be used together with a body tracking mechanism to mimic as much as possible the DOFs of the character to be animated and to pose it in the 3D space in a natural way. The novelty consists in the use of VR to let the users immerse themselves in the animation environment, by providing them with an increased awareness of the mapping between physical and virtual elements and with an immediate feedback on the effect of 3D manipulations on the virtual character’s pose. A user posing a virtual character with the PS is shown in Fig. 1.a. The functioning of the proposed VRS is illustrated in Fig. 1.b-c. Compared to other TUI- and VR-based solutions above, the proposed system leverages an articulated device, which proved already to be particularly effective to reduce posing time and is expected to be able to guarantee a higher flexibility compared to custom props or common hand controllers.

![Figure 1: TUI-based character animation: a) in the PS, user observes the results on a multi-view wall projection, b) in the proposed VRS, user wears a head-mounted display and operates in an immersive environment, c) user’s first-person view in the devised VR-based animation environment, including the character and a virtual reconstruction of the TUI used to articulate it.](https://www.marui-plugin.com/)

### 3. System Overview

As said, the VR-based animation system proposed in this paper extends the work reported in [LPG*17]. Hence, in the following the proposed system will be presented starting from the high-level architecture of such work (Fig. 2), and showing how it has been modified to accommodate the new features developed (components added or changed are drawn as square boxes in the figure). The behavior of the main modules is discussed in the following subsections. New features will then be analyzed in detail in Section IV. Source code is available for download at https://goo.gl/yKwc2d.

![Figure 2: Architecture of the proposed animation system.](https://www.marui-plugin.com/)

#### 3.1. Input Devices

The block named Input Devices groups the user interfaces that can be exploited to collect information for controlling the position and orientation of bones in the virtual character’s armature and for
managing the animation system. Like in the PS, several sensing technologies are supported, including color and depth cameras, microphones, positional and rotational sensors, etc. In particular, the *Tangible Interface* is implemented by using the servomotors, sensors and bricks in the core and expansion sets of the Lego Mindstorms EV3’s Education Kit. One or more Lego Mindstorms’ Intelligent Brick components collect the data measured by the servomotors and the sensors. Data read are sent to the *Interaction Agent* as JSON strings over a Wi-Fi/USB connection thanks to a third-party API (https://github.com/BrianPeek/legoev3). On average, with the Wi-Fi connection, a sampling rate of 10Hz is reached (much higher than over the USB link, due to known issues with the library). The *Body Tracking Interface* is implemented by leveraging the real-time skeleton data gathered by using a Microsoft Kinect device. The *Speech Interface*, which was built upon the Microsoft Speech Platform library (https://msdn.microsoft.com/en-us/library/jj127858.aspx), is in charge of recognizing voice commands used to activate animation functionalities.

With respect to the PS, the proposed VRS includes a *VR Interface* based on the HTC Vive suite. This interface supports as further sources of position and orientation data (and, possibly, of configurable inputs) the elements tracked by the VR suite, i.e., the controllers and the trackers (and the headset, which is used to determine the user’s point of view). HTC Vive’s trackers are managed with the same technology used to track the controllers, and have been designed to bring any physical object into the VR environment. In this work, only one tracker is used, which is mounted on the tangible prop for tracking its position and orientation in the 3D space. However, in principle the same technology could be used also to implement the *Body Tracking Interface*.

### 3.2. Interaction Agent

Measurements produced by the *Input Devices* are handled by the *Interaction Agent* component through the *Input Devices Manager*. This component converts received raw data into information suitable for virtual character posing. To this purpose, a strategy to map the available interface elements (servomotors, sensors, body joints, and HTC Vive tracker) onto the virtual character’s DOFs is needed.

In the PS, two approaches were developed. The first approach consists in a manual setup that is carried out by the user through a graphics tool named *Manual Mapping Configurator*. The second approach relies on a set of mapping rules that are defined automatically by a so-called *Automatic Mapping Configurator*. In this case, an unsupervised algorithm optimizes the assignment of each individual interface element to a specific DOF of the character’s armature by considering several factors, like the similarity between the topology of the virtual character and the possible assemblies of available interface elements, the DOFs (and related ranges) of character’s bones and of interface elements, the presence of symmetries in the armature’s topology, etc. The automatically generated configuration may be refined by means of the manual tool, e.g., to consider different user’s preferences. When the number of DOFs to be controlled is higher than the interface elements available, the character’s armature is split into a number of so-called “partitions”, in a way that allows the animator to control the subset of bones in a given partition with the same configuration of the interface without the need to reassemble it. Each partition is assigned a voice command, which is used by the animator to activate the control of the corresponding bones.

Data received from the *Input Devices* can be mapped both directly onto virtual character’s bones (thus providing the animator with a forward kinematics-based control), or indirectly onto effectors (thus letting him or her exploit an inverse kinematics-based approach). Mapping rules, both manual and automatic, are also exploited to generate step-by-step instructions to assemble the Lego Mindstorms bricks that constitute the handed prop in order to simplify the use of the animation system.

The *Interaction Agent* is also responsible for managing the vocabulary that is used to translate the recognized voice commands into *Software Functionalities* (described in the next sub-section).

### 3.3. Animation Software

Information regarding the scene to be animated (position of the 3D objects, armatures, etc.) is handled by the *Animation Software*, which also provides a number of *Software Functionalities*, e.g., for selecting character’s bones to be controlled, defining/removing/copying/pasting keyframes, navigating the timeline, visualizing the animation, enabling/disabling continuous keyframing (for performance-driven animation), selecting the view, etc. In the PS, this component was implemented onto the Blender open source 3D modeling and animation suite. An *Integration Plug-in* tailored to the specific software used was developed in order to interface the *Animation Software* with the *Interaction Agent*.

With respect to the PS, in the proposed VRS the *Animation Software* includes a further component named *VR Plugin*. The plug-in, written as a Python script for Blender, allows the animators to visualize the Blender’s 3D viewport through the HTC Vive headset, and provide them with an actionable representation of the articulated tangible prop into the virtual environment. Based on such visualization, new features easing the interactions requested during animation were implemented, as it will be detailed in Section 4. In order to preserve compatibility with the PS, the newly developed *Integration Plug-in* lets the user easily switch between the VR-based interaction and the previous visualization modality based on large-screen or wall projection.

### 4. Proposed VR-based Features

In this section, changes made to the reference PS will be discussed, by first summarizing its drawbacks, and then showing how to cope with them through the new features developed.

#### 4.1. Drawbacks of the Reference System

Experimental results carried out in [LPG+17] demonstrated that, compared to traditional interfaces, the use of an articulated, reconfigurable TUI could make virtual character animation more intuitive and accessible to both skilled and unskilled users. However, although the authors showed that, by using the devised interface, posing time could be reduced in the considered animation tasks, they also found that the accuracy of the final pose was higher when working with mouse and keyboard.
According to subjective feedback and empirical observations, these results were due to multiple factors. First, the system did not allow the animator to precisely decide how to observe the virtual scene, as he or she could only choose among a pre-defined set of views that could be either shown together in a split viewport or activated individually using voice commands. Moreover, even though the system took advantage of 3D input means, the visualization of the Blender’s interface was still based on a 2D output. These factors impacted on the understanding of the virtual character’s pose.

Furthermore, the lack of a visual feedback representing the mapping between the interface element(s) being manipulated and the controlled DOF(s) reduced the intuitiveness and effectiveness of the paradigm adopted. In fact, the only way for the user to realize which was the effect of a given interaction with the TUI was represented by a trial-and-error process, consisting in adjusting the prop and looking at changes in the character’s armature. However, intentional changes to a given sensor/servomotor and controlled DOF could bring unintentional changes to other armature’s elements.

A last issue was related to the selection of the armature’s partition to be controlled. Although the method based on voice commands allowed the animator to perform a quick selection, it proved to be complicated to use when the virtual character was split in a number of different partitions (each identified by a name and a corresponding voice command). Thus, when a partition that had been already posed was unintentionally activated, changes in the TUI could introduce unwanted modifications to character’s DOFs.

To cope with the above issues, this paper proposes a shift to a VR-based interaction. The use of VR was expected to be capable to provide the animator with an improved perception of the 3D space, as he or she could move freely in the virtual environment and choose the best observation point to perform a given manipulation. Notwithstanding, by leveraging the availability of a VR-based visualization, it was also possible to introduce specific features to tackle limitations of the PS in [LPG17], which concern manipulation feedback and selection of armature’s partitions. New features are discussed in the next sub-sections.

### 4.2. Visual Cues

As said, users of the PS were not provided with a way to visualize the currently active mapping between interface elements and virtual character’s DOFs.

In the proposed VRS, the user is immersed in a VR environment, which also displays the position and orientation of the tangible prop (through the attached tracker), as well as the configuration of its elements (as servomotors and sensors continuously transmit their status to the Animation Software). Indeed, this feature was essential to preserve the affordances guaranteed by the use of a TUI in the VR environment. However, as shown in Fig. 3, the availability of a virtual representation of the tangible prop was exploited also to address the limitations of the approach used in the PS, by providing the user with suitable visual cues.

Cues are managed by the VR Plug-in. When no partition is selected (Fig. 3.a), armature’s bones that can be controlled are shown with a green color (remaining bones are assigned a gray color), whereas the TUI is drawn as it appears in the real world. When a partition is selected (see Section 4.3), all the bones belonging to it are displayed with a different color. The same color is used to draw the interface elements in the TUI controlling the selected partition (Fig. 3.b). However, the actual mapping between interface elements and bones’ DOFs is not visible yet. To make the mapping rules for a given partition active (and display them), the user needs to wait for a certain amount of time. After activation, for each bone in the partition one or more circles are displayed to show the DOFs that can be controlled by the animator (one circle per DOF). DOFs are drawn with different colors. The same color is used to draw the TUI’s element which is mapped onto that DOF (Fig. 3.c).

### 4.3. Selection Modalities

In the PS, each partition in the character’s armature is activated through a voice command. In the proposed system, thanks to VR it was possible to develop two alternative activation modalities, referred to as “gaze” and “proximity” selection (in the future, approaches based, e.g., on head-mounted depth cameras could be investigated [MZ18]).

Gaze selection works as in many VR-based applications, and leverages fixation time, i.e., the time the user keeps looking the same point (or bone, in this case) in the 3D space (to this purpose, a virtual aim is displayed, as shown in Fig. 3). After a certain amount of time, the partition containing the given bone gets activated. The behavior of proximity selection is similar, though in this case the position of the tangible prop is exploited. As said, the prop is tracked using a HTC Vive tracker mounted on it. When the prop (the part representing the tracker, identified by a set of axes, as shown in Fig. 3) is kept close to a bone for a certain time, i.e., it is snapped to it, the partition that contains the bone is activated.

Like for visual cues, selection is managed by the VR Plug-in, which is able to combine bones’ data with information concerning the position of the animator’s head, the direction of his or her gaze, as well as the position of the tangible prop. It is worth observing that preliminary experiments with the above modalities suggested that gaze selection could be considered as more intuitive than proximity selection (being a common paradigm in VR applications), but it could be hard to use in the given context when bones are small or far from the animator (as it may be difficult to keep the gaze fixed for the fixation time set). Similarly, proximity selection may not work well, e.g., when the bone is hard to reach in the virtual environment (too low, too high, etc.). For these reasons, both the modalities were made available to the animator. To avoid activating a partition while the animator is articulating a different set of bones, selection needs to be initiated through a voice command.

### 5. Experimental Setup

In order to evaluate the effectiveness of the devised approach, a user study was carried out by involving several volunteers, who were asked to perform a posing task in three modalities, i.e., by using the proposed VRS, the reference PS, as well as the Blender’s mouse and keyboard interface (later referred to as MK).
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5.1. Case Study

The virtual character considered for the experiments is the dyno object that was exploited in [LPG*17], which was selected given the high number of bones and DOFs to be controlled.

The tangible interface assembled is made up of four large servomotors. The HTC Vive tracker mounted on the Intelligent Brick is used to track it in the 3D space. The resulting configuration is illustrated in Fig. 4. For each armature’s bone, DOFs that can be controlled are shown. Names corresponding to voice commands used to activate each of the nine partitions with the PS are reported (corresponding bones are shown with the same color). Finally, arrows are used to indicate an example of mapping between interface elements and controlled DOFs for bones in a selected partition (namely, “body”). Mapping rules are defined to force the animator to use both forward and inverse kinematics. In particular, the “tail” partition is controlled by exploiting inverse kinematics (i.e., the position of the tangible interface is mapped on the position of the end-effector), whereas the remaining partitions are controlled with forward kinematics. In the experiments, users were asked to articulate the armature in Fig. 5 to pass from the initial, or rest pose (in white/gray) to the target pose (in red).

5.2. Procedure

The experiments were performed by involving 20 volunteers (17 males, three females), aged between 22 and 34 years, who were selected among students and academic staff at the authors’ university. Half of the participants could be considered as skilled users, because of their expertise with computer animation suites gained by attending and/or teaching 3D modeling and animation courses. The remaining participants were considered as unskilled users.

All the participants were asked to carry out the posing task in the three modalities. Latin Order was used to choose the modality to start and continue with, with the aim to reduce possible learning effects. Each participant was introduced to the main functionalities of the animation system used in a given modality that were needed to complete the task. Afterwards, they were given time to get acquainted with the VR environment and were allowed to familiarize with the interfaces of the considered systems by experimenting with a different posing task.

For the modalities involving the PS and the VRS, participants were then asked to complete the following procedure:

1. issue a voice command to start the task (the command activated the collection of measures exploited in the evaluation);
2. select an armature’s partition by issuing the corresponding voice command (when using the PS) or by exploiting the gaze/proximity selection methods (when using the VRS);
3. issue a voice command to reset the mapping between data from the interface elements and the DOFs of the controlled armature;
4. adjust the position or orientation of the bones in the selected
partition by moving and articulating the tangible prop to match the target armature using either forward or inverse kinematics;
5. iterate steps 2 to 4 until the target pose has been reproduced as close as possible (armatures overlapped);
6. issue a voice command to terminate the task.

Two videos showing task execution with the PS and the VRS are available for download at https://goo.gl/6WcP4m.

For the MK modality, participants were asked to adjust the configuration of single bones as needed, by possibly using the simplified interface based on Blender’s position and orientation handles.

Like in [LPG*17], no time limit or accuracy goal was set. Volunteers were left free to operate until they considered the task as completed, e.g., because they were not able to improve the pose further. However, an audio signal was used to inform them that accuracy had reached a given threshold (threshold was intentionally set to a high value, namely 20%, so that all the participants kept on adjusting the pose despite the signal).

5.3. Performance Metrics

To assess the effectiveness of the VRS presented in this paper and compare it with the considered alternatives, both objective and subjective measurements were collected.

Objective measurements exploited the three indicators defined in [LPG*17], and were calculated for all the modalities. The first indicator, named completion time ($T_c$), considers the time needed by a volunteer to carry out the whole task, i.e., to finalize the pose of the controlled character.

The second indicator, named pose distance ($D$), measures how much the current pose of the controlled armature differs from the target pose in terms of Euclidean (for the position) and angular (for the orientation) distances. During the task, the value of the pose distance decreases from an initial 100% value to an ideal 0% value when the two armatures perfectly overlap.

The third indicator, named amount of work ($W$), estimates the work required to pose the character. The indicator is calculated as the area under the curve defining the variation of $D$ during animation from time $t = 0$ to time $t = T$, with $T$ corresponding to the maximum time at which the minimum value of $D$ is reached with the considered systems. Area is normalized dividing by the animation time. Briefly, this indicator tells how fast was the animator in making the character’s pose converge towards the target one (the lower the amount of work is, the faster the operation was).

Subjective observations were collected by means of an after-test questionnaire, which is available at https://goo.gl/A2fgL.K. Though objective evaluation considered also the MK modality (with the goal to gather a numerical ground-through under conditions which were slightly different from those in [LPG*17]), subjective evaluation focused only on the PS and VRS, since a strong preference for PS compared to MK had been already demonstrated. The questionnaire included two sections. The first section was aimed to study the ergonomics factors associated with the interaction means used in the two systems based on the ISO 9241-400 standard. Users’ preference for either the PS or the VRS was additionally recorded.

The second section was aimed to analyze specific usability factors related to interaction with virtual content according to [Kal99].

6. Results

In the following, the results of objective and subjective observations obtained with the experiments described above will be presented.

6.1. Objective Observations

Average measurements concerning operation speed (completion time), pose accuracy (pose distance) and amount of work obtained by skilled (SKUs) and unskilled (UNUs) users with MK, the PS and the VRS are reported in Fig. 6. Statistically significance of results was evaluated using ANOVA and paired t-tests ($p = 0.05$).

By focusing first on SKUs, it can be observed that the VRS brought significant benefits in terms of completion time. On average, users were 18% and 22% faster with the VRS than with both the PS ($p = 0.0018$) and MK ($p = 0.0180$). With the VRS, users were also more accurate that with the PS, reaching a pose distance equal to 4.77% w.r.t. 6.48% obtained using the PS ($p = 0.0002$). The VRS did not allow users to reach the accuracy of MK (4.77% vs 3.01%), but the gap was much lower than with the PS (6.48%).

For what it concerns the amount of work, no significant difference was found between the VRS and the PS. This result was not surprising. In fact, even though, with the VRS, users may be faster in setting a given DOF because they can see it from a better perspective or can understand how to control it in an easier way thanks to visual cues, they also need to spend part of the time to reposition in the virtual environment, to activate partitions by using either gaze or proximity selection (with their waiting times) and to understand the current mapping rules. These operations are not possible, not requested or implemented in a different way in the PS (e.g., partitions are selected by means of voice commands). Hence, although the new functionalities introduced in the VRS allow the users to complete the animation in a shorter time, this fact is not relevant for the computation of $W$, since the contribution of $T_c$ is removed by a normalization. Notwithstanding, the amount of work with both the VRS and the PS was lower than with MK, confirming the effectiveness of the TUI as a means for sketching the character’s pose.

Results obtained for UNUs confirm the above trends. In particular, saving in terms of time requested to complete the task was even higher, as users were 30% and 36% faster with the VRS than with the PS, $p = 0.0165$ and MK, $p = 0.0001$. For what it concerns pose distance, improvement ensured by the VRS w.r.t. the PS was comparable to that experienced by SKUs (6.68% vs 4.75%, $p = 0.0383$). However, in this case no statistical significance was found between the VRS and MK ($p = 0.7300$), meaning that the VRS allowed UNUs to achieve an accuracy comparable to that of MK. Considering the amount of work, the same considerations made for SKUs hold also for UNUs.

Interesting insights can be obtained also by considering UNUs vs SKUs. In particular, it can be observed that SKUs were faster than UNUs when using both the PS and MK. However, SKUs and UNUs performed almost the same way when using the VRS, being both faster and more accurate than with the PS. These results indicate that the VRS was more effective than the PS in smoothing the
lack of previous computer animation expertise, confirming its helpfulness for novice users. Concerning accuracy, SKUs performed better than UNUs only with MK, as expected. No difference was found between UNUs with SKUs in terms of amount of work.

6.2. Subjective Observations

Questions in the first section of the questionnaire asked users to evaluate (perceived) accuracy and operation speed, physical and mental effort as well as intuitiveness of the interaction with the PS and the VRS on a 1-to-5 scale. Moreover, as said, users were asked to express their preference between the two systems, by providing motivations for their choice. Results for SKUs and UNUs are reported in Fig. 7a and Fig. 7b, respectively. For sake of readability, scores concerning physical and mental effort have been mapped on a better-to-worse, 5-to-1 scale (thus, a higher score corresponds to a lower effort). Statistically significant results (based on paired t-tests, $p = 0.05$) are marked with *.

Overall, 19 out of the 20 participants preferred the VRS. Based on motivations provided, choice was mostly driven by the greater awareness of the virtual character to be controlled and by a higher level of control over the animation system.

More insights about this clear preference can be obtained by analyzing answers to specific questions. By focusing on questions that are statistically significant, it can be observed that the VRS was perceived by both the user categories as more accurate ($p = 0.0026$ for SKUs, $p = 0.0025$ for UNUs) and faster ($p = 0.0483$ for SKUs, $p = 0.0319$ for UNUs) than the PS, as confirmed by objective measurements. Both the user categories also found the VRS as more intuitive ($p = 0.0248$ for SKUs, $p = 0.0037$ for UNUs) and requiring a lower mental effort ($p = 0.0099$ for SKUs, $p = 0.0095$ for UNUs) compared to the PS. These results appear to confirm the usefulness of the visual cues as well as the suitability of the alternative methods introduced to select armature’s partitions. For what it concerns physical effort, no significant difference was found. For both the systems, scores were not particularly high, probably due to the weight of the tangible prop. Notwithstanding, physical effort with the VRS was comparable to that with the PS, meaning that the devised immersive environment did not introduce significant issues, e.g., concerning eye strain or motion sickness. Comparing feedback by the two user categories on the same system, it can be observed that advantages brought by the VRS are more evident for UNUs than for SKUs, especially for what it concerns mental effort and intuitiveness. This is not surprising, since SKUs were already used to work with the multi-view visualization of the PS.

Questions in the second section of the questionnaire concerned the nine usability categories identified in [Kal99], namely, functionality, user input, system output, user guidance and help, consistency, flexibility, error correction/handling and robustness, sense of immersion/presence and overall system usability. Questions were expressed in the form of statements to be evaluated using a 1-to-5 scale (from strong disagreement to strong agreement). For each category, users also had to provide an overall evaluation again in 1-to-5 scale (from very unsatisfactory to very satisfactory). Scores assigned to overall evaluation questions are reported in Table. 1. It can be easily noticed that both SKUs and UNUs expressed a higher appreciation for the VRS than for the PS, since each category received, on average, a higher score (statistical significance based on paired t-tests is shown). In order to dig into reasons for the above results, scores for questions in each category can be investigated by considering disaggregated data at https://goo.gl/nmHpg2.

Figure 6: Results in terms of a) completion time, b) pose distance and c) amount of work for SKUs and UNUs.

Figure 7: Subjective results concerning interaction means based on ISO 9241-400 factors for a) SKUs and b) UNUs.
Focusing on statistically significant questions, it can be observed that for the first factor, both the user categories found that functionalities of the VRS were easier to access, and their meaning was clearer than with the PS. SKUs also found it easier to remember the functionalities of the VRS, whereas UNUs did not find differences between the two systems from this point of view.

Results concerning user input indicate that both SKUs and UNUs found that it was easier to use the input device as well as to move and reposition themselves in the virtual environment by using the VRS than the PS. UNUs additionally found that with the VRS they made less mistakes, they had the right (higher) level of control over what they wanted to do and it was easier for them to select and move virtual objects.

Considering scores assigned to statements about system output, it comes out that both user categories found the display and the field of view more appropriate with the VRS than with the PS. They also found that feedback shown was more adequate and information was presented in a more meaningful way with the VRS. Moreover, differently than with the PS, with the VRS they did not lack the sense of depth. No statistical significance was found for the question concerning nausea or eye fatigue, meaning that users felt comfortable with using both the wall projection and the immersive head-mounted display.

For what it concerns user guidance and help, no statistical significance was found for questions regarding difficulty to learn how to use the system and the need for further help, i.e., the two system could be considered as comparable in this respect. However, both SKUs and UNUs found the PS more difficult to use than the VRS.

Considering consistency, both user categories found that the sequence of inputs to perform a specific action matched in a better way their understanding of the task when using the VRS than the PS. This finding may be associated with the different set of commands for choosing partitions that is permitted by the use of VR (together with gaze and proximity selection). UNUs also found that they were less confused and more confident that the system performed as they were expecting when using the VRS than the PS.

W.r.t. flexibility, both SKUs and UNUs found it easier to perform the task in the way (order) they chose with the VRS, as they were able to tailor the system to their need. Users also stated that the VRS allowed them to take shortcuts, probably because of the availability of different selection modalities and the possibility to move and observe the virtual character from the preferred point of view.

Concerning error correction/handling and robustness, both user categories felt that with the PS they were unaware of making mistakes. It is likely that this result was due to the fact that, in the PS, in order to determine whether a DOF was correctly set or not users had to check multiple views. In the VRS it was sufficient for them to change a bit their point of view by moving their head or body.

Regarding the sense of immersion/presence, both SKUs and UNUs indicated that they had the feeling of being part of the virtual character’s space when using the VRS, and that this fact provided them with a higher sense of scale than in the PS.

Finally, when overall usability is considered, both user categories enjoyed more the VRS than the PS, and said to see a real benefit in the use of VR as a man-machine interface. Both SKUs and UNUs found that it was more difficult to manage three-dimensionality with the PS than with the VRS. Additionally, UNUs found it more difficult to learn how to use the PS than the VRS, they felt less in control, and sometimes they did not have a clear idea of how to perform a particular operation. These latter findings confirm that benefits brought by the VRS could be even higher for UNUs than for SKUs.

### 7. Conclusions and Future Work

By building upon previous achievements in the field of TUI-based character animation, the aim of this paper was to show how affordances offered by reconfigurable, tangible input devices can be further enhanced by passing from a 2D representation of the virtual scene, possibly based on multiple views, to a 3D visualization leveraging immersive VR. Thanks to VR, users are allowed to easily choose the best point of view in the scene for carrying out a given task. Moreover, they are provided with intuitive ways for understanding spatial constraints, for selecting character’s parts to be articulated, and for realizing how their actions on the tangible device translate into modifications of the character’s shape.

Experiments showed that, compared with a TUI-based-only solution, the proposed VR-based system allowed both skilled and unskilled users to reduce the time spent to complete the assigned animation task, by also letting them achieve a higher posing accuracy. Moreover, when using the VR-based system, both user categories were faster than with the conventional mouse and keyboard interface. Unskilled users also achieved undistinguishable levels of accuracy. Interestingly, a further added value of the VR-based approach was that it reduce the impact of previous experience, since it allowed unskilled users to perform as skilled users. The proposed system was also judged as being characterized by a higher usability from all the perspectives considered (except physical effort).

Despite the above advantages, accuracy obtained by skilled users was still somewhat lower than with mouse and keyboard. Hence, future work could be aimed to improve performance of technology considered, e.g., by considering different tracking methods. Alternatively, animators could be provided with suitable ways for fine-tuning the mapping between TUI’s and character’s modifications during interaction. Finally, experimental evaluation should be extended to other animation scenarios (like facial animation) and user categories (like professional artists), in order to characterize system performances under different conditions.

### Table 1: Subjective results concerning usability of the two systems for SKUs and UNUs in terms of the factors defined in [Kal99].

<table>
<thead>
<tr>
<th>Factor</th>
<th>SKUs</th>
<th>VRS</th>
<th>p-value</th>
<th>UNUs</th>
<th>VRS</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>3.6</td>
<td>4.6</td>
<td>0.0084</td>
<td>2.9</td>
<td>4.3</td>
<td>0.0026</td>
</tr>
<tr>
<td>User input</td>
<td>3.4</td>
<td>4.1</td>
<td>0.0248</td>
<td>2.5</td>
<td>3.9</td>
<td>0.0005</td>
</tr>
<tr>
<td>System output</td>
<td>3.4</td>
<td>3.5</td>
<td>0.0035</td>
<td>2.7</td>
<td>4.2</td>
<td>0.0011</td>
</tr>
<tr>
<td>User guidance and help</td>
<td>3.5</td>
<td>4.5</td>
<td>0.0510</td>
<td>2.9</td>
<td>4.1</td>
<td>0.0025</td>
</tr>
<tr>
<td>Consistency</td>
<td>4.0</td>
<td>4.6</td>
<td>0.0238</td>
<td>3.1</td>
<td>4.2</td>
<td>0.0067</td>
</tr>
<tr>
<td>Flexibility</td>
<td>3.2</td>
<td>4.2</td>
<td>0.0010</td>
<td>2.5</td>
<td>3.8</td>
<td>0.0037</td>
</tr>
<tr>
<td>Error correction</td>
<td>3.1</td>
<td>4.3</td>
<td>0.0238</td>
<td>2.8</td>
<td>4.2</td>
<td>0.0044</td>
</tr>
<tr>
<td>Sense of immersion</td>
<td>2.5</td>
<td>4.5</td>
<td>0.0329</td>
<td>2.4</td>
<td>4.9</td>
<td>0.0001</td>
</tr>
<tr>
<td>Overall usability</td>
<td>3.0</td>
<td>4.3</td>
<td>0.0944</td>
<td>2.8</td>
<td>4.7</td>
<td>0.0010</td>
</tr>
</tbody>
</table>
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