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Abstract

Virtual endoscopy is among the most active topics in virtual medicine and medical imaging. It focuses on the virtual representation of minimally invasive procedures for training, planning, and diagnosis without an actual invasive intervention. In the past few years, virtual endoscopy modes have been transferred from research systems in virtually every commercial medical imaging software, but with a varying quality and flexibility. This report covers concepts used in current systems in research and products, and how they might be applied to daily practice in health-care. Specifically, I will start with an introduction into virtual endoscopy and the related medical field. This will also include typical scenarios of virtual endoscopy applications as they appear in clinical practice. This part will be followed by a discussion of the technical issues of virtual endoscopy and how they are addressed in currently available systems. Among these issues are navigation through the respective body organ and the orientation aids for the users. Furthermore, I will highlight the different rendering techniques used and its impact on render speed and quality.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism J.3 [Computer Applications]: Life and Medical Sciences
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1. Introduction

Minimally invasive procedures are of increasing importance in medicine because they have less deleterious effects on the patient. In particular, these procedures are used in gastroenterology, surgery, neurosurgery, (interventional) radiology, and many other fields. Usually, these procedures are performed using an endoscope, which is a fiber optic that is moved to the target area. The fiber optic itself can be flexible or stiff, depending on the size and other requirements of the endoscope. For instance, a typical endoscope for neurosurgery has a quite small diameter in order to minimize the impacted brain tissue. The small diameter reduces the possibilities to transport sufficient light through the fiber to the endoscope head. Building a stiff fiber to allow a maximum of light\textsuperscript{36} compensates this effect. Beside the light source, an endoscope consists of the optic for a camera to transport the acquired image to a monitor, and has one or more “working tubes” that are used to move tools such as pliers, to the target area. Cameras in the tip of the endoscopes have usually a large opening angle in order to provide a sufficient overview. Unfortunately, this also aggravates optical effects such as the fish eye view\textsuperscript{36}.

Other tools for minimally invasive interventions include catheters, which are moved to the target area using a guidance wire - which gives the very flexible catheter stiffness - and fluoroscopy/xray control that provides an overview of the current localization of it. A specific application area of catheter are (usually arterial) blood vessels. Note that usual endoscopes cannot be used inside the examined blood vessels, since they are usually too large. Therefore, imaging is limited to the fluoroscopy images, or provided by a virtual endoscope, since a virtual camera cannot be too large.

Several drawbacks are associated with minimally invasive procedures. They are usually very unpleasant for patients, they are expensive (although they are still cheaper than “traditional” open surgery), and some areas of interest cannot be reached by the endoscope or catheter (due to folds and plaits). Especially in (neuro-) surgery, these procedures lack
the fast access for open surgery in case of serious complications, such as strong bleeding. Therefore, careful planning and realization of these procedures is essential, in order to avoid such complications. This problem aggravates, because handling and control of many of these endoscopes is quite difficult. These difficulties are mainly due to limited flexibility of and limited field of view through the endoscope, a very limited depth perception, and the sensitive nature of the brain tissue.

In contrast, virtual endoscopy is a convenient alternative. It is based on a 3D scan of the respective body region. Examples for these scans are CT (Computed Tomography) scans, MRI (Magnet Resonance Imaging) scans of the abdominal area, the heart, the head, the lungs, or rotational angiography of blood vessels in various body parts. Based on the resulting volumetric data, the organs of interest are visualized and inspected from interior (“endo”) viewpoints. Depending on the original endoscopic procedure, which is mimicked by virtual endoscopy, different goals can be achieved. These goals range from

- teaching: providing unusual insights into the anatomy of living patients,
- diagnosis: inspecting organs for (shape) defects, indicating unusual organ geometry,
- intervention planning: providing insight into the potentially complicated and non-standard anatomy of the patients and the individual organ location, and
- intra-operative navigation: currently, the position of a “real” endoscope is tracked by an infrared-based 3D navigation system and mapped into the image stack acquired previous to the operation. With virtual endoscopy, this position and orientation information can be exploited to provide a coupled visualization of optical and virtual endoscopy. In particular the virtual endoscopy can provide information which is not available to the optical endoscope, due to the limited flexibility and field of view.

In the next section, we propose a taxonomy of virtual endoscopy, based on its requirements and options for rendering and user-interaction. We will also classify the various approaches into that taxonomy. A more in depth discussion of these approaches will be presented in Section 4. We will also present a variety of applications, where virtual endoscopy systems – namely VIVENDI – have been successfully used (Section 5). Finally, we briefly discuss the advantages and shortcomings of virtual endoscopy in Section 6.

2. Requirements and Options for Virtual Endoscopy

2.1. Perspective Rendering

Mimicking endoscopy requires the rendering of the dataset with a strong perspective view inside of the dataset. Unfortunately, not all rendering algorithms – in particular the acceleration methods – can cope with these boundary conditions, and all algorithms suffer from the large magnification factors of perspective views inside of datasets and close to the rendered structures. Undersampling problems are almost always present and the limited resolution of the scanned datasets becomes often obvious. Some algorithms, however, are less prone to these problems. Isosurfaces reconstructed by the Marching Cubes algorithm 52 can be rendered with perspective views at no additional costs using graphics hardware. However, the large magnification factors and viewpoint close to these surfaces expose the typical diamond artifacts caused by the trilinear interpolation. Furthermore, the number of graphical primitives (triangles) generated by this approach is usually large. Several million triangles for large datasets are not uncommon. Therefore, the straightforward rendering of the triangles may not be possible at interactive framerates. Acceleration techniques like occlusion culling 66, 67 or surface simplification can ease that problem. Nevertheless, these techniques need to be applied with care, if image quality is traded off for the acquired additional speed.

Adaptive ray casting 62 can cope with the undersampling problem by adaptively oversampling the isosurface in these regions at the cost of lower framerates. Splatting 87, 60 enables filtered reconstruction of the voxels, but can also increase the blurriness of the representation. The shear-warp algorithm 48 uses a base-plane approach that is generally not suited for large magnification factors encountered in virtual endoscopy, since the base-plane has the same resolution as the respective face of the volume dataset 88. Even more recent improvements do not really allow these large factors 99.

Texture-mapping-based Volume Rendering

Texture-mapping-based volume rendering 46 suffers from various problems such as limited accuracy in the compositing pipeline – which might be overcome in announced graphics accelerators – limited texture(graphics memory that does not accommodate the whole dataset, and sampling problems 58 that are successively reduced.

Many research contributions have investigated the use of texture mapping graphics hardware for volume rendering. In 1998, Westermann and Ertl presented 3D texture mapping-based volume rendering with isosurface shading. Meißner et al. extended this approach with advanced clipping methods and shading of volumetric data 57. In the past four years, many more researchers have improved the visual quality of texture mapping-based volume rendering. Engel et al. have coined pre-integrated volume rendering to address high reconstruction frequencies in transfer functions 45, which also enables to reduce the sampling rate to some extent. Other approaches use also the programmability of modern graphics hardware to improve the quality and the speed of this volume rendering approach 56, 69.

However, one of the major limits of texture-mapping-based volume rendering remains; since the full dataset rarely fits into the texture(graphics memory of the graphics accel-
erator, various swapping – ie., bricking – and compression methods need to be applied. Overall, it still does not provide sufficient performance for interactive endoscopy applications. More details can be found in tutorials on texture-mapping based volume graphics\cite{47,31}.

In summary, most virtual endoscopy systems use either an isosurface-based rendering using the graphics hardware, or an accelerated ray casting approach. In particular the latter one involves the exploitation of many auxiliary data-structures, like distance fields that need to be generated in a pre-process.

For a discussion of the cause and visual appearance of data and rendering artifacts\cite{31}, please refer to\cite{10} (unfortunately only in German).

### 2.2. User-Interaction and Navigation Paradigms

Besides rendering, the used camera navigation paradigm determines the usability of a virtual endoscopy system. Controlling the camera in a virtual endoscopy application is not an easy task. The various approaches can be roughly classified into three classes\cite{48}: automatic navigation, manual or free navigation, and guided navigation\cite{37}.

Many systems use a planned or automatic navigation, which generates an offline animation of a fly-through after specifying a camera path. This simple scheme reduces the interaction to a VCR-like functionality, requiring a costly refinement of the camera path (and of the animation), if the structure of interest is not well covered. In this context, Dachille et al. noted that only approximately 70% of the colon surface are covered by a single direction fly-through and up to 95% for a fly-through in both directions\cite{27}. For the remaining parts, interactive camera control is required. A variation of the planned navigation is the “reliable navigation”\cite{42}, in which a complete “visit” of all structures of the organ is guaranteed. However, this also means that user interaction is limited and that irrelevant regions cannot be easily skipped. As an important cross-reference to the used rendering technique, automatic navigation does not require an interactive rendering technique, since no lag in user interaction obstructs the navigation.

A manual or free navigation approach is another popular option. Unfortunately, the complexity of the anatomical structures commonly found in the datasets is very high. Even for a specifically trained physician, it can be difficult to navigate to the target. Furthermore, the unrestricted movement through the dataset imposes many view control limitations that render this approach difficult to use\cite{63}. For similar reasons, semi-automated fly-throughs\cite{46} cannot be easily integrated into free navigation frameworks. Collision avoidance requires costly query operations and are therefore frequently not available in these systems. In contrast to automatic navigation, free navigation requires a highly interactive rendering technique, since a significant lag between interaction and rendering will severely disturb the user interaction.

Our final option is the guided navigation paradigm\cite{37} that enables full navigation flexibility, combined with user guidance and an efficient collision avoidance scheme. Different techniques can be used to implement guided navigation. Galyean suggested a spring-based model to compute the respective constraints\cite{37}. However, specific implementation details were omitted in this publication. In contrast, Hong et al.\cite{16} used several potential fields and a set of kinematic rules to implement their guided navigation system. While the original idea is to provide additional guidance to the user, it can also be more constraint. Vilanova et al.\cite{4} describe a guided navigation system where the location of the camera is fixed to a pre-computed path, while the camera orientation can be selected freely.

Guided navigation benefits from interaction rendering, since user interaction has an important role for the camera control. However, the guidance constraints are damping lags between user interaction and rendering. Therefore, a not very interactive rendering technique might be still usable. Nevertheless, a very slow rendering techniques that produces less than one or two frames per second is still not suited for guided navigation.

### 2.3. Taxonomy of Virtual Endoscopy Systems

In our taxonomy, we will focus mainly on the rendering techniques and camera navigation model used in various systems. However, there are many more important features of the various systems, which we will not include in the taxonomy. Nevertheless, they can be very important too. Among these other features are: How well multiple materials/segmented objects are supported? How well the system is integrated in a PACS viewing system – a criterion that is very important for the daily clinical practice? How much pre-processing is required?

Table 1 gives an overview of the various systems classified by our taxonomy.

### 3. Related Work

Research on virtual endoscopy is one of the most active areas in virtual medicine. The various developed methods of virtual endoscopy have been applied to virtual colonoscopy\cite{77,46,49,5} (and other parts of the small and large intestines), bronchoscopy\cite{78,35}, 64, 84, 55, ventriculoscopy\cite{2,16,17}, and angioscopy\cite{28,19,39,18,11}. Other applications also include the ear/nose cavities\cite{69,67}. A more complete listing of applications of virtual endoscopy is provided by Rogalla et al.\cite{66,68}.

As mentioned before in Section 2.1, different rendering options can be used to trade off quality and rendering speed. Standard graphics hardware is used to render
surface models, extracted with the Marching Cubes algorithm. However, the high geometric complexity of the extracted organ models frequently exceed the interactive rendering capabilities of most of the available state-of-the-art graphics accelerators, thus requiring either high-end systems, algorithms to reduce the rendering complexity, or to relinquish interactive performance.

Hong et al. use a decomposition of the colon along its centerline. The resulting cell/portal structure is used together with a framebuffer-based visibility test to reduce the geometric complexity of the dataset to approximately 10%. To overcome the limitations to single-tube-like organ topologies, Bartz et al. used an octree decomposition of the colon along its centerline. The Navigator software of General Electric uses isosurfaces and by the EasyVision Endo3D option of Philips Medical Systems, which provides high quality at quite low frame rates.

In terms of camera navigation paradigms, the various systems use all three options. Automatic navigation is used in numerous systems, combined with the polygonal rendering of an extracted surface representation of the organs of interest, since it requires interactive rendering performance. Most current commercial systems (GE Navigator, SMS Syngo, PMS EasyVision Endo3D) also provide a free as well as an automatic, path-based traversal of the structures of interest.

Finally, guided navigation is used by Hong et al. and Bartz et al. with full navigation flexibility. If no user-interaction is involved, the virtual camera moves along the pre-computed centerline to a specified target point. A more restricted fashion of guided navigation was introduced by Vilanova et al. Another variation of this more restricted guided navigation was presented by Wegenkittl et al., where a cubic map is used to generate an interpolated image from the pre-rendered six face of the cube, organized in six movies. Another image-based approach using a cube

<table>
<thead>
<tr>
<th>Rendering Technique</th>
<th>Navigation Paradigm</th>
<th>Polygonal Surface Rendering</th>
<th>Direct Volume Rendering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic Navigation</td>
<td>VESA, VirEn, 3D Slicer</td>
<td>VI VoxelView, PMS Endo3D, SMS Syngo</td>
<td></td>
</tr>
<tr>
<td>Free Navigation</td>
<td>FreeFlight, 3D Slicer</td>
<td>PMS Endo3D, VI Vitrea2, SMS Syngo</td>
<td></td>
</tr>
<tr>
<td>Guided Navigation</td>
<td>VICON, VIVENDI, VirEn</td>
<td>Viatronix, V3D Viewer</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: This table shows an overview of many of the available virtual endoscopy systems and their classification according to our taxonomy. Note that available information on the various virtual endoscopy systems can be somewhat undetailed. Hence, some of the presented information might be inaccurate.
map was presented by Serlie et al.\textsuperscript{73}, which also combined a front and back view.

An interesting variation of virtual colonoscopy has been proposed in \textsuperscript{41} and further developed in \textsuperscript{8.6}. Here, the colon is stretched and unfolded to provide an inspection mode similar to pathology. This way, the whole colon can be examined without traversing it, therefore, no camera navigation model is required. Unfortunately, this technique is not easily adaptable to more complex organ systems with no simple tube-like structure like the colon. Even other tubular structures like blood vessel trees are not unfoldable by these techniques. \textsuperscript{??}

The presented virtual endoscopy systems are by no means a complete list of available/developed systems. However, this section gives an overview on most of the systems that have been described in a publication.

4. Detailed Look into Systems for Virtual Endoscopy

In this section, we will take a more detailed looked into a subset of available research systems for virtual endoscopy. In particular, we will examine the FreeFlight system of the University of Wake Forest\textsuperscript{79}, Endo3D of PMS, Syngo of SMS, VESA of GE Corporate Research, and Development, the VICON family of systems at the University of Stony Brook (SUNY Stony Brook)\textsuperscript{36}, the VIVENDI system of the University of Tübingen\textsuperscript{14}, and VirEn system of the Technical University of Vienna\textsuperscript{3}. In addition, we will also briefly discuss a few other systems that have been developed.

Please note that detailed information of commercial products – as research spin-off or company developments – are usually not available. Therefore, some of the information provided in the next sections on these systems is by nature inaccurate and not necessarily describing the most recent state of these systems.

4.1. FreeFlight – University of Wake Forest

The FreeFlight system has been developed at the University of Wake Forest and is one of the oldest systems \textsuperscript{79}. It is based on the OpenInventor API toolkit \textsuperscript{75}, which FreeFlight uses for interaction and rendering.

After the segmentation of the respective organ, a surface representation is generated using the Marching Cubes algorithm \textsuperscript{22}. This surface representation is then used for the endoscopic examination where the user utilizes the interaction techniques of OpenInventor to explore the polygonal organ model. In addition to this free navigation mode, an automatic mode is also provided. It is based on a centerline algorithm that moves the camera through the organ cavity.

Next to the polygonal endoscopic view, FreeFlight is an early adopter of texture-mapping-based volume rendering \textsuperscript{26}. However, its capabilities are limited by the size of the available texture memory and by the lack of shading. Finally, it provides the three orthogonal cross-sectional views of axial, sagittal, and coronal orientation. FreeFlight offers the reduction of the volume dataset resolution to adapt to the actual rendering capabilities of the used graphics subsystem. However, the involved quality reduction can severely impact the proper representation of features such as polyps.

Overall, FreeFlight has the characteristics of a free navigation system with an isosurface-based rendering. The most severe drawback is surely the free navigation model that hardly provides sufficient functionality for an intuitive and easy to use interface for the potential users.

4.2. EasyVision Endo3D - Philips Medical Systems

PMS has integrated virtual endoscopy functionality into its EasyVision product. It is based on a first-hit ray casting scheme that renders the images in a lower resolution while moving through the scene and in full resolution image for still images. Both low and full resolution rendering modes are currently significantly below interactive rendering rates (on SUN Ultra 60 workstations). As navigation modes, path oriented and free, slice oriented navigation is provided.

As a special option, Endo3D provides an unfolded view\textsuperscript{73} of the scene. Here, a panorama-like view of 360° is rendered into a cube that is unfolded into its six faces. The rendering of these six directions is done in a preprocess and provides a functionality similar to the automatic navigation, providing a VCR-like interaction.

4.3. Syngo - Siemens Medical Solutions

Syngo is the new overall platform for the imaging workstation of SMS. The volume rendering functionality is based on TeraRecon’s VolumePro technology\textsuperscript{63} (originally developed by Mitsubishi Electric Research Labs (MERL)). An earlier version of the SMS imaging workstation (“SMS Virtuoso”), volume rendering used 2D texture mapping with all its inherent limitations, including poor or no shading.

According to SMS, virtual endoscopy on the Syngo platform is performed using ray casting with space leaping as major acceleration technique. It also provides an automatic navigation mode. Depending on the dataset and the computing platform, the virtual endoscopy function provides a framerate of up to 10 fps.

4.4. VESA – GE Corporate Research and Development

About the same time as FreeFlight has been developed, a similar system was developed at General Electric Corporate Research and Development. It was also based on the polygonal surface representation of a segmented organ. Algorithms from robot motion planning were used to generate a flight
path through the organ, which then is used to move the camera through the organ model. Potential performance bottlenecks due to the large number of triangles in the surface representation could be overcome with polygonal simplification algorithms. However, this also involves the reduction of rendering quality and henceforth needs to be used with great care.

By now, GE offers the Navigator module as the virtual endoscopy option for their Advantage Windows system. Based on the volume data of a patient, a ray casting approach is used to render the surface at a speed of a few frames per second\textsuperscript{28,3}.

4.5. VoxelView/Vitrea2 – Vital Images (VI)

Also in the early years of virtual endoscopy (1994–1996), Vital Images developed the VoxelView system that was based on direct volume rendering (texture-mapped)\textsuperscript{74,70}. Pre-processing of the data volumes include the definition of the 8bit data window (from 12bit scanner data) and the resampling of the possible anisotropic volume into an isotropic grid. After the specification of the classifications through four transfer functions, a camera path is generated based on dedicated viewpoints, specified by the user, and a key-frame interpolation scheme. Afterwards, a video animation is generated in a time-intensive offline process. While the system provides a good image quality due to the used volume rendering method, it provides only a VCR like functionality of playing/replaying the video animation. If an important feature is not visible from the generated viewpoints of the camera path, it cannot be seen in the animation. Furthermore, a possible need for refinement of the camera path required the regeneration of the animation, which took several hours at the time.

By now, Vital Images provides a different system in their Vitrea2 software. Here, they also provide a non-interactive manual navigation. This navigation mode is controlled by the cross-sectional viewer of Vitrea2 and steps slice by slice through the cavity. This conservative way of navigation is motivated by the traditional way radiologists examine data and is in contrast to most other virtual endoscopy systems, which use either a world-frame control setting (ie., FreeFlight) or an endoscopic-frame setting. The rendering is based on a 2D/3D texture-mapping based volume rendering provided in Vitrea2.

As in most commercial systems, not only the software but the whole system at large is delivered in a completely configured computer system. Therefore, the rendering functionality is carefully tuned to the capabilities of the used graphics system. Currently, they are using a WildCat graphics accelerator.

4.6. VICON – SUNY Stony Brook

Early development in the VICON family of virtual endoscopy systems started in 1994 in the Vislab at the SUNY Stony Brook. It has its origin in an automatic navigation approach that generates an animation of a fly-through on a defined camera path\textsuperscript{15}. In a pre-processing step, the start and end point of the camera path is specified by the user. After segmenting the respective colon region using a 3D region growing approach, the camera path is computed by calculating a centerline of that segmentation. The used “onion peeling” algorithm implements a thinning approach, which successively removes outer voxel shells from the segmentation until only a one voxel wide connection remains. Thereafter, the direct volume rendering stage generates the respective animation.

Later, this approach was modified to adopt a guided-navigation paradigm\textsuperscript{36,37}, in which the user can roam through the virtual colon as flexible as preferred. The used submarine model for intuitive guided navigation mimicked the submarine in the academy-awarded movie “Fantastic Voyage” where a miniaturized submarine traverses the blood vessel of a patient. Two (three) distance fields – interpreted as potential fields – are used for navigation purposes. The first one (two) implemented a forward (backward) stream from the start point to the end point, similar to the blood flow. The final distance field implements a collision avoidance system to prevent penetrations of the surface of the colon, based on the distance to the surface of the segmented voxels\textsuperscript{71}. The distance field generation itself is interpreted as a single source graph problem where all voxels of the dataset represent the nodes of the graph and the voxel cell edges represent the graph edges. We used Dijkstra’s minimum path algorithm\textsuperscript{39} to calculate the forward (backward) distance field on the segmentation.

Together with a set of kinematic rules, which emulated the engine of the virtual camera/submarine, this model enabled an interactive and intuitive navigation through a colon. The distance fields are calculated on a 26-neighborhood of the segmentation of the colon. The default camera path – which the camera is following along the forward (backward) stream – is defined on a centerline calculated on the maxima and ridges of the collision avoidance (and forward) distance fields. This way, it enabled a smooth path in the center of the colon, if the influence of the two distance fields were parameterized accordingly\textsuperscript{40,9}. The very same approach was later re-discovered by the same group and described in \textsuperscript{20} and yet again in \textsuperscript{80}. After the segmentation and camera path have been calculated, the VICON system generated a subdivision of the segmented colon volume based on split planes of the three orthogonal orientations (axial, sagittal, coronal)\textsuperscript{9,46}. The isosurface was extracted using the Marching Cubes algorithm\textsuperscript{92}. For the rendering of the isosurface during the interactive traversal of the colon, the split planes and remaining voxel segments were used as portals and cells.
for a potential-visible-set-based visibility algorithm. Basically, this approach tests the intersection between the current and next portal from the current viewpoint for visibility. Here, contributions to the framebuffer are tested to establish if the geometry behind the next portal, represented by the respective cell, is visible and henceforth has to be rendered. Otherwise, it is skipped from rendering. Overall, this approach enabled a reduction of polygonal complexity of about 60% and enabled interactive rendering of more than 10fps on a SGI Challenge with an Infinite Reality graphics subsystem.

The VICON system has been constantly improved since the original, polygon-based approach. You et al. suggested to perform the direct volume rendering option – which uses ray casting – in parallel on a 16 CPU SGI Challenge, Wan et al. used the distance-to-surface distance field – originally intended for collision avoidance – to compute step sizes for empty space leaping, a technique that was originally proposed by Zuiderveld et al. Yet again, this approach was presented by Wan and Kaufman in. In 2001, Li et al. also improved the rendering performance of the ray casting volume approach significantly. The original portal/cell approach is improved by employing cache coherence and the texture-mapping functionality of the graphics hardware to limit the ray casting sampling to the visible surfaces. This way, he achieved a significant increase of rendering speed.

V3D Viewer – Viatronix

The technology of the previously described VICON system has been widely used in the V3D Viewer/Colon module of Viatronix. While the navigation module is still mostly based on the submarine guided-navigation system of VICON, its rendering technique has been improved quite a bit since the initial versions. Currently, V3D uses a variation of ray casting with a space leaping approach based on the distance field transform. Specific acceleration techniques exploit the close proximity of the inner organ wall, which saves empty samples of the rays casted from the viewpoint. Unfortunately, the high framrates break down, once the rendered surface becomes semi-transparent, requiring the sampling of the volume behind it.

Overall, V3D Viewer uses a highly optimized ray casting approach for rendering and – more or less – the previously known camera navigation paradigm of VICON.

4.7. Interactive Virtual Angioscopy – CRS4

An early texture-mapping-based approach was presented by Gobbetti et al. Here, the volume data is rendered using 3D texture-mapping hardware, available on high-end graphics at the time. To adapt the distances between the slices to perspective projection, the slice space has been chosen inversely proportional to the actual distance. Furthermore, texture lookup tables are used to adapt the opacity of the samples accordingly. The free navigation is accompanied with a force/friction model with coupled with the opacity of the data samples. If the samples become opaque, this model detects collision and the respective collision reaction is calculated.

Overall, this system provided a few frames per second as rendering performance based on the texture-mapped volume dataset. If the volume dataset does not fit into the texture memory, a bricking technique is used to swap-in required parts of the dataset. In terms of quality, the system suffered from the typical poor rendering quality of the early texture-mapping-based volume rendering systems that lacked shading. Interaction follows to some extent the guided navigation paradigm, since collision avoidance is implemented based on the voxel opacities in the direction of the movement. Otherwise, it is a regular OpenInventor-type free navigation model.

4.8. VIVENDI – University of Tübingen

Similar to the V3D Viewer of Viatronix, the VIVENDI system developed at the University of Tübingen has its roots in the VICON system. It branched off after I left SUNY Stony Brook in late 1996 and has been modified and improved ever since. The major goals of the VIVENDI project was the reduction of the pre-processing times (which at the time required 10-16 hours) and to overcome the topological limitation of VICON to tube-like organs (its occlusion culling algorithm is based on the segments of a colon). Furthermore, it integrated new functionality to navigate through complex multi-model scenes. Basically, the only similarity to the VICON systems is now the guided navigation systems, which is based on its submarine model.

The non-optimal data structures were one of the major problems of the pre-processing stages of the VICON system. Consequently, we improved the heavily used priority queues by employing state-of-the-art structures of the LEDA library. Instead of the previously used FIFO queues, which are completely unsuited as implementation of priority queues with a large number of elements, we are now using Fibonacci heaps that reduced the computational complexity to $O(\log N)$, in contrast to the $O(N^2)$ of the FIFO queue-based implementation. Since the priority queues are used by Dijkstra’s algorithm to compute the centerline and the forward (backward) distance fields, the respective run time could be reduced tremendously from many hours (almost one day) to a one digit number of minutes, even for large datasets. Similar results have been rediscovered by Wang.

To overcome the focus on tube-like organs, we replaced the centerline-based decomposition of the segmented volume by a spatial decomposition, based on an octree. Depending on the number of relevant voxels (voxels that contain the specified isosurface), the granularity of the leaf nodes of the octree is determined. This octree-based spatial decomposi-
tion ensures the independence of the hierarchical data structure from the actual topology of the organ of interest and roughly balanced by the number of relevant cells that correlates roughly with the number of triangles. During run time, VIVENDI performs a hierarchical test on the tree nodes to establish if they are located within the view-frustum. This operation returns a front-to-back sorted list of the geometry organized in the leaf nodes of the octree, which is passed to the occlusion culling stage. Since the first 10% of nodes are rarely occluded, they are rendered without any occlusion test. All successive nodes are first tested for occlusion, based on their bounding volume, and depending on the result of that query that are rendered or skipped.

Currently, VIVENDI supports multi-object and multi-material interaction. Therefore, it can differentiate data from different segmentations with different connotations. In Section 5, we demonstrate the application in minimally invasive surgery planning in neurosurgery and a virtual bronchoscopy that exploit these features for the visualization of different structures.

VIVENDI has been successfully applied to a large number of different virtual endoscopy applications. See Section 5 for more details. For an in-depth discussion of the architecture of VIVENDI, please refer to 14.

4.9. VirEn – Technical University of Vienna

VirEn5, 8, 4 has been developed over the past four years at the Technical University of Vienna in conjunction with Tiani MedGraph, a PACS system company. Similar to the previous two systems, it is based on a surface model of a segmented organ in a volume dataset. It uses the Marching Cubes algorithm35 to extract the surface model of the organ. In addition, it provides a ray-casted rendering of current viewpoints that provides better visual quality at significantly higher rendering costs. The rendering performance of the surface rendering depends on the selected graphics accelerator and might not be able to provide interactive frame rates for large datasets.

The adopted navigation mode is a guided navigation, based on the centerline of the organ model. In contrast to VICON56 and VIVENDI14, the user navigation is limited. The virtual camera moves along the centerline of the organ. Only the view direction can rotate around the current camera position.

The centerline itself is generated by topological thinning, a process similar to the onion peeling45, where voxel layers of a segmentation are successively removed as long as they preserve the topology of the voxels. This operation is computationally quite expensive and is done in a pre-process.

A variation of this rendering approach was presented by Wegenkittl et al.45. Here, the image generation is based on a cube-map of the volume rendered images of six viewing directions represented by the directions of the viewpoints along the camera path. Similar to Chen’s QuicktimeVR23, these six images are combined to generate the image of the current view direction. In Wegenkittl’s approach, the views of the six view directions along the path are stored in six movies that are generated offline in a pre-process. At run time, they are interpreted as a cube-map to generate the display image. A similar approach has been proposed by Serlie73, which in part is also integrated in the EasyVision system of Philips Medical Systems.

While VirEn uses a ray casting approach for direct volume rendering, the authors also suggested to use volume rendering hardware to accelerate the rendering. Since the used VolumePro system60 does only provide parallel projection views, they decompose the volume in view direction in several slabs of several volume slices. These slabs are independently rendered by VolumePro and warped to simulate a perspective projection7. If the number of slabs is too low, the image quality suffers badly from the error introduced by the parallel projected slabs and their warping to fit the perspective projection7. To provide an acceptable quality, more than 130 slabs need to be used for a relatively small dataset of $256 \times 82 \times 105$ voxels. However, the multi-pass rendering of the different volume slabs reduces the performance of VolumePro significantly, since this is similar to the rendering of multiple volume datasets. For the mentioned number of required slabs (>130), the performance is less than 10 seconds per frame, a performance that is similar to high-quality software volume rendering systems.

An interesting variation of virtual colonoscopy is unfolding the generated dataset into the plane. Vilanova et al. have proposed two different approaches how this unfolding can be achieved, while maintaining size ratios and overview in the generated images8, 6. Unfortunately, there are some situations where a colon fold can occlude a small polyp or other features. In these cases, the presented approaches will not represent that polyp in the unfolded colon properly. As noted before, this approach is not easily adapted to other organs with a more complex topology.

Overall, VirEn is a virtual endoscopy system that uses a surface-based representation of the organ structure. It uses a centerline-based approach to generate a camera path through the segmented organ. This camera path restricts the movement of the virtual camera and allows only the viewing direction to be selected freely. This can generate problems of inaccessible viewpoints, if the segmented structure has a complex shape. Furthermore, the rendering capabilities of the used graphics accelerator determine the rendering speed of the virtual endoscopy. If a large volume dataset is used and consequently a large polygonal organ model is generated, this can easily lead to non-interactive frame rates of the virtual endoscopic inspection of the organ.
4.10. J-Vision – TIANI

Starting from the developed systems at Technical University of Vienna\textsuperscript{61}, TIANI developed the J-Vision system that integrates regular PACS-based 2D exams with 3D visualization on a plugin basis. The 3D plugins also include a virtual endoscopy application that is based on a ray casting rendering engine in Java. Based on the specified thresholds (transfer functions), the first sample of a ray that crosses the isocontour of the threshold is rendered (first hit). Due to the used traversal scheme (first hit) and the exploitation of image/object space coherence, J-Vision achieves near interactive frame rates on a state-of-the-art laptop/PC.

Also in contrast to the previously developed system, J-Vision allows a flexible navigation and is not limited to a specified path. It offers automatic, free, and guided navigation.

4.11. 3D Slicer – MIT and Brigham’s and Women’s Hospital

3D Slicer\textsuperscript{14} is a joined effort of the AI Lab at MIT and the Surgical Planning Lab at Brigham’s and Women’s Hospital in Boston. It is software for medical imaging, which performs segmentation of organ structures from volume data, and the respective 3D rendering of these structures. In addition, it provides the traditional 2D orthogonal cross-sections of the volume dataset. 3D Slicer itself is based largely on VTK\textsuperscript{32} and offers no additional acceleration techniques to improve the rendering performance beyond the offerings of the used graphics hardware. However, VTK also provides surface simplification mechanisms that can be used to generate a simpler model of the organ, which in turn also reduces the fidelity and accuracy of the generated surface model.

Nain et al.\textsuperscript{61} recently added a virtual endoscopy viewing mode to 3D Slicer, which uses a surface model of the segmented organ to render the endoscopic view. In addition, it provides the three orthogonal cross-sections of the current viewing position. As a special feature, these cross-sections are not necessarily aligned with the volume dataset, but can be reformatted into multi-planar representations (MPR) that are aligned with the current viewing orientation.

Three different modes of navigation are provided: two automatic navigation modes, and one free navigation mode. The first automatic mode is based on a key-frame interpolated path of viewpoints – called landmark by Nain et al.\textsuperscript{61}. The derived viewing direction depends on the travel direction. Unfortunately, automatic navigation usually suffers from the gimbal lock, since the roll of the virtual camera remains not specified\textsuperscript{14}. The second automatic navigation mode is based on a centerline generation, using temperature distribution functions and their finite-element-based numerical solution\textsuperscript{61}. While the authors claim that this centerline can be generated within minutes on a Sun Ultra 10 workstation for a dataset of approximately 100K triangles, the performance on recent datasets of more than a million triangles per dataset is unclear.

Finally, 3D Slicer provides a free navigation mode. While the authors describe the difficulties of freely navigating through a model similar to the FreeFlight system, they propose to use a 3D gyro structure to aid the user for accurate navigation\textsuperscript{14}. Furthermore, they provide an endoscope local reference frame that also improves the handling of the virtual camera. Collision avoidance is implemented by measuring the distance from the current viewpoint in view direction to the surface. If the user-specified threshold is reached, the appropriate reaction is calculated.

Overall, 3D Slicer provides a surface-based rendering model with a performance that completely depends on the polygonal complexity of the model and on the rendering capabilities of the used graphics hardware. The adopted free navigation approach only eases the problems of free navigation. The used 3D gyro and the local reference frame still appear to be more cumbersome than the submarine model used in VICON\textsuperscript{9} or VIVENDI\textsuperscript{14}.

5. Applications of Virtual Endoscopy

In this section, we present various virtual endoscopy applications of VIVENDI\textsuperscript{14}. Specifically, we will look into virtual colonoscopy (next Section), virtual ventriculoscopy (Section 5.2), virtual angioscopy (Section 5.4), and virtual bronchoscopy (Section 5.5).

5.1. Virtual Colonoscopy

Originally, virtual colonoscopy used the VICON system\textsuperscript{9, 46} with application specific algorithms for occlusion culling and volume rendering. Unfortunately, these algorithms depended on the tube-like topology of the colon which circumvented the utilization of VICON for other application areas. However, the VIVENDI system\textsuperscript{14} does not have these limitations. As described earlier, it uses an octree-based decomposition of the isosurface extracted from the volume dataset. The octree structure can be seen in Figure 1. The individual blocks of the colon of the patient dataset are rendered in different colors. In the remainder of this section, we repeat the results already reported in\textsuperscript{46} for the sake of completeness.

This time, however, we use the VIVENDI system which has a more flexible lighting model, which enables a spotlight at the camera position pointing in the view direction.

5.1.1. Motivation

Cancer of the colon and rectum is the second leading cause of cancer deaths in the USA. Approximately 150,000 new cases of colorectal cancer are diagnosed every year\textsuperscript{25}. Consequently, it is imperative that an effective diagnostic procedure is found to detect colonic polyps or tumors at an early stage. Currently, optical colonoscopy and barium enema are the major procedures available for examining the
Figure 1: Octree-based decomposition of colon dataset; the octree leaf blocks of the isosurface are represented with different gray shades. The left image shows a coronal view, the right image shows a sagittal view.

Figure 2: An 8mm polyp in the descending colon, close to the Sigmoid colon; left (a,c): optical colonoscopy, right (b,d): virtual colonoscopy.

entire colon to detect polyps larger than 5mm in diameter, which are clinically considered to have a high probability of being malignant. In optical colonoscopy, a fiber optical probe is introduced into the colon through the rectum. By manipulating the tiny camera attached to the tip of the probe, the physician examines the inner surface of the colon to identify abnormalities. This invasive procedure takes about one hour and requires intravenous sedation, resulting in high costs. Barium enema in contrast requires a great deal of physical cooperation from the patient when the X-ray radiographs of the colon are taken at different views. Additionally, its sensitivity can be as low as 78% in detecting polyps in the range of 5mm to 20mm.

Both methods are either too expensive or to circumstantial for prophylactic screening examinations – resulting in a low patient acceptance –, hence virtual colonoscopy was proposed to limit optical colonoscopy to cases in which either a suspicious polyp was found – which induced a biopsy or removal of the polyp – or which were inconclusive in virtual colonoscopy. The latter happens if (shape) defects of the graphical representation of the inner colon surface cannot be identified as polyps or residual stool. A study on the advantages of virtual colonoscopy compared to optical (or conventional) colonoscopy has been presented by Fenlon et al. The authors found that the performance of virtual colonoscopy is comparable to optical, as long as the data resolution is sufficient to detect polyps of the respective size. Problems arose from residual stool, which often was the cause of a false positive finding.

After cleansing and inflating of the colon (both actions are also required for optical colonoscopy), a CT scan (or alternatively an MRI scan) is performed. The resulting image stack is pre-processed and examined using the VIVENDI system.
5.1.2. Optical and Virtual Endoscopy

We compare the results of optical and virtual endoscopy based on polyps found in both procedures. In particular we compare snapshots of two polyps (see Fig. 2 and 3). The first polyp (Fig. 2) is located in the descending colon, close to the sigmoid colon. It is of a size of 8mm and hence of high clinically relevance. Figure 2a and c show the information provided by optical colonoscopy, while b and d show the information provided by virtual colonoscopy. The shape information of the polyp is well represented by the virtual technique. However, textual information is not available, while it is very helpful in optical colonoscopy (although not obvious in Fig. 2a or 3a).

The overview image of virtual colonoscopy (Fig. 2d) provides much better information than for optical colonoscopy, which is just a rough sketch of the general shape of a colon (Fig. 2c). In particular the position information of the polyps can be misleading – optical colonoscopy estimates the position of the polyp in the sigmoid colon (see Fig. 2c), while it is accurately reconstructed in virtual colonoscopy – locating the polyp between the sigmoid and descending colon.

The second polyp (Fig. 3) is of a size of 4mm and it is located in the transverse colon (Fig. 3d, please magnify to see white A marker), not too far away from the hepatic (right) flexure. Similar to the previous polyp, the actual location is quite different from the rough estimation in the overview image of optical colonoscopy, which locates the polyp in the ascending colon (Fig. 3c).

To summarize, virtual colonoscopy is an alternative procedure for the diagnosis of polyps in the human colon. However, it does not replace optical colonoscopy, which is still required once a found polyp has to be removed or a tissue sample needs to be taken (ie., for an histological examination). Furthermore, the identification of suspicious structure may require additional information (ie., texture or color), which is generally not available by means of volume scanning methods.

Other applications of virtual colonoscopy include teaching, planning of optical colonoscopy procedures, and of intra-operative navigation.

5.2. Virtual Ventriculoscopy

The focus of (optical and virtual) ventriculoscopy is the ventricular system of the human brain, where the CSF (cerebrospinal fluid) is produced and resorbed (Figure 4a). Specifically, the CSF is produced in the lateral (upper two) ventricles. Due to respiration and other metabolistic activity, the CSF flows through the foramen of Monro into the third ventricle (which is also producing CSF), and via the narrow connection of the ventricular (cerebral) aqueduct to the lower fourth ventricle. From this ventricle, the CSF is distributed to other cavities inside of the skull.

5.2.1. Motivation

The drain of the third ventricle into the fourth ventricle is often blocked, due to occlusion or a stenosis of the aqueduct. This can be caused by a tumor, an accident, meningitis, or a congenitally defect. The result of such a blockage is a serious disturbance of the natural flow of the CSF, which frequently leads to a dangerous increase of pressure inside the skull and can damage the brain severely (Fig. 4b).

The standard procedure for this hydrocephalus is the external drainage of the ventricular system into the abdominal cavity.
cavity using a shunt. Unfortunately, this external drainage system is frequently the cause of complications – such as obstructions and degenerative processes – which result in the needed neurosurgical replacement of the shunt. Furthermore, the missing natural flow of CSF leads to degenerative processes of CSF producing structures and the resolving of the septum between the lateral ventricles. The treatment of the basic cause of the occlusion is usually not possible, because of the inaccessibility of the aqueduct for neurosurgical instruments. Recently, a new endoscope – small enough to pass through the foramen of Monro and with enough luminous intensity – was developed which allows interventions inside the ventricular system. In particular the access to the foramen of Monro to the floor of the third ventricle is possible. Movement of the endoscope – guided by video-control via the small field of view of the endoscope – is limited by the tube and the surrounding tissue. Micro-instruments, introduced through an additional canal inside the endoscope, can then be used to perform the actual minimally-invasive procedure, i.e., removing accessible mass lesions. In the case of a ventriculostomy, the thin membrane of the lamina terminalis is perforated, thus realizing a new CSF perfusion balance.

Other indications for minimally-invasive procedures include the formation of a CSF-filled cyst which also introduces pressure on blood vessels, nerves, or the ventricular aqueduct. To avoid these dangerous increases of pressure inside of the skull, the cyst is drained using the endoscope.

5.2.2. Virtual Endoscopy of the Ventricular System

The major problem of procedures as described above is the limited view and orientation throughout the intervention which increases the necessary time of the intervention and consequently, the inherent risks of serious complications. To overcome these drawbacks, we propose the use of a virtual endoscopy system to improve the planning of and orientation during this procedure.14,16

Based on pre-operatively acquired MRI/3D CISS (Constructive Interference in Steady States) scans of the patient’s head, the respective ventricular system is reconstructed and examined by the VIVENDI system. In particular the access ways to the target areas – i.e., the floor of the third ventricle – are explored to optimize the optical neuroendoscopic procedure. Besides the planning of neuroendoscopic interventions, virtual neuroendoscopy can also be applied to explore the stenosis of the ventricular aqueduct, an area which is not accessible with the endoscope. Figure 5 shows various snapshots from virtual ventriculoscopy; the position and orientation of the virtual camera is represented in the lower row of Figure 5. Each snapshot visualizes important anatomical structures, such as the choroid plexus, which is responsible for the production of CSF, and the choroid plexus vein, which is supplying the choroid plexus in Figure 5a. The entry point for the endoscope into the third ventricle is shown in Figure 5b. The pipe-like structure of the adhesio interthalamica connects the thalamus through the third ventricle. The upper bending of the foramen of Monro contains the fornix, which belongs to the limbic system. The limbic system is involved in the learning process which makes the fornix a very sensitive part of the body. If the fornix is injured by the endoscope while the latter enters the third ventricle, a severe learning disability can be the result. The mamillary bodies in the floor of the third ventricle, also belong to the limbic system. Figure 5c shows a view from a viewpoint which is already not accessible for an optical endoscope. It visualizes another important structure in the floor of the third ventricle, the lamina terminalis, which is a thin membrane between the third ventricle and the basal cistern (or sometimes also referred to as cistern of the lamina terminalis). This membrane is the target area for the new CSF drain of the ventricular system.

Another application for virtual endoscopy is as a 3D navigation aid to complement the current slice based navigation which tracks the tip of the endoscopic instruments and maps their registered position into the MRI dataset. The position and orientation derived from this navigation system can be loaded into VIVENDI to synchronize optical and virtual endoscopy. If a complicated anatomical situation is experienced, the area can be virtually explored using VIVENDI to determine the appropriate action. Figure 6 shows the (manually) matched display of optical (a, c) and virtual (b, d) endoscopy of two different datasets. Only the geometric shape information is captured by the MRI scan; all texture information, such as blood vessel color, surface color, is not available to virtual endoscopy.

5.3. Multi-modal Visualization for Neuroendoscopic Interventions

One of the most dreaded complications of minimally-invasive neurosurgery are lesion of blood vessels. Even if only a small blood vessel is injured, the resulting bleeding (“red-out”) causes a sudden loss of optical visibility through the endoscope which introduces severe difficulties for obtaining the desired results of the interventions. A more dangerous situation arises if a major blood vessel is injured. A
Figure 5: Virtual Ventriculoscopy; upper row – endoscopic view, lower row – MRI/3D CISS orientation slice. (a/d) Left lateral ventricle, approach from posterior horn via pars centralis (PC) to anterior horn (AH); (b/e) foramen of Monro, approach via right lateral ventricle; (c/f) foramen of Monro, approach from third ventricle; CP = choroid plexus, CPV = choroid plexus vein, F = fornix, AI = adhesio interthalamica, MB = mamillary bodies, LT = lamina terminalis, LLV = entrance to left lateral ventricle, RLV = entrance to right lateral ventricle.  

lesion of an artery results in a fatal mass bleeding, a usually lethal outcome of an intervention.

Unfortunately, the major basilar artery is located directly below the floor of the third ventricle without an optical visibility from the third ventricle. To avoid traumas of such blood vessels, we modified the VIVENDI framework to represent multiple anatomical information of the patient data using several 3D scanning techniques. For the rendering of this multiple anatomical patient data, VIVENDI provides frame-rates of more than 25 fps on an HP J7000/visualize fx6 workstation, and about 20 fps on an HP P-class/visualize fx6 PC running LINUX.

5.3.1. Matching Different Data Modalities

To visualize different anatomical structures, different scanning modalities and protocols are required. The associated volume datasets vary in terms of orientation, resolution, voxel dimensions, translations, and rotations. For a combined visualization of these datasets matching parameters need to be found, which is a very difficult procedure. To minimize the necessary matching expenditure, we conducted several experiments to determine an appropriate scanning protocol, based on CT and MRI scans. For the targeted application, two anatomical structures need to be identified: the CSF-filled ventricular system and cysts, and the blood-filled major arterial blood vessels in proximity to the CSF-filled target areas.

The (contrast agent-enhanced) CT scan provided a good contrast and a high resolution for the vascular system within the region of interest. However, this CT scan did not produce a sufficient contrast between the brain tissue and the CSF-filled cavities, while still preserving the complete inner surface of the cavities (Fig. 7a and b). Furthermore, CT inherently introduces radiation, an additional drawback compared to MRI. Blood-flow induced MRI angiography (Time of Flight/TOF, Fig. 7c) also reconstructs the vascular system with good quality, although the resolution is slightly lower than with a CT scan. However, it is not usable for the segmentation of CSF-filled cavities, since the ventricular system cannot be separated from the space surrounding the skull. Therefore, we perform a second MRI scan that focuses on these cavities right after the MRI angiography. We previ-
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Figure 6: Manually matched views from optical and virtual ventriculoscopy. (a, b) show the thalamostriate vein (V) and choroid plexus (P) from the right lateral ventricle. (c, d) show the right foramen of Monro, including the choroid plexus vein (Fig. 5a) and the choroid plexus structure.

Figure 7: Upper row: CT axial slice with the posterior horns of the lateral ventricles and middle cerebral artery with two contrast windows (a, b). Lower row: MRI axial slice with the inferior horns of the lateral ventricles and middle cerebral artery (left and right). (c) MRI angiography sequence, (d) MRI TSE sequence.

Figure 8: (a) Close-up to internal carotid artery. (b) View downwards on the “carotid siphon”, below the carotid T junction.

MRI data is different, and so is the covered scanning area. This difference requires a manual slice matching step that is performed by a neuroradiologist or neurosurgeon. The calculated axial translation generates an error which is at most the distance between two slices in the data volumes. A manifestation of this error can be found in Figures 8 and 9, where the red/dark, as opaque rendered artery geometry (reconstructed from the MRI angiography sequence) penetrates the geometry of the as transparent rendered CSF-filled cavity geometry (The depth sorting of the geometry for correct transparent rendering).
**Figure 9:** Temporal arachnoid cyst dataset: (a) View on to carotid T junction, where the internal carotid artery branches into the lateral middle cerebral artery and the frontal anterior cerebral artery. The red vascular geometry – extracted from MRI angiography – penetrates through the visible vascular geometry extracted from MRI TSE. (b) Frontal and top overview of temporal arachnoid cyst.

**Figure 10:** Ventriculostomy dataset: (a) Frontal view from the center of the lateral ventricles (first two ventricles); the septum between the lateral ventricles is dissolved. The white line marks the default camera path from the left lateral ventricle through the foramen of Monro into the third ventricle. (b) Frontal and top overview of ventricular system.

**Figure 11:** Ventriculostomy dataset: (a) Frontal view from the cerebral aqueduct entrance in the third ventricle. The floor of the third ventricle – the potential location for a new CSF drain – is bounded by the arterial circle of Willis, a potential cause for mass bleeding. (b) Frontal and top overview of ventricular system.
rendering is obtained by the view-frustum culling; all subdivision entities are sorted according to their closest depth values). Especially in Figure 9a, the “original” position of the blood vessel is also visible in the geometry extracted from the MRI TSE sequence. Fortunately, the maximum error (if the matching step is correct) is always sufficiently below a critical threshold, where the “clearance area” would also cover the proposed target area of the endoscope. Figures 10 and 11 show a different dataset of a patient who was subject of a ventriculostomy.

Currently, the VIVENDI system is now providing the vascular topography combined with the information of the anatomical structure of the CSF-filled ventricular cavities. This information is successfully used to represent the location of the blood vessels to carefully plan the neuroendoscopic intervention. Lesions of the respective arteries can be avoided, resulting in a substantial reduction of the risk of serious complications.

5.4. Virtual Angioscopy

The blood circulation system is of special interest for physicians, since many injuries and diseases of this organ system can result in serious, potentially life-threatening conditions. Many of the diseases cause stenosis or aneurysms of the blood vessels. Both developments can be assessed using virtual endoscopy methods. These methods can be particularly useful in diagnostic applications where interior explorations using “real” endoscopic tools are not possible.

5.4.1. Data Acquisition

Currently, the major method for the visual representation of the angio-architecture is by 2D angiography, where a contrast agent is injected via an endovascular catheter. A subsequently taken X-ray radiograph (DSA or fluoroscopy) acquires a 2D projection of the vessels, which are of high resolution but lack spatial information.

Alternatively, other non-invasive techniques are available to visualize vessel trees in 3D. CT angiography techniques also require the injection of a contrast agent. The major drawbacks of this method are the limited resolution in Z (slice distance) and motion artifacts due to patient movements. These problems are reduced or even eliminated with the new CT multi-slice technology (ie., Siemens SOMATOM Volume Zoom) which enable isotropic data volumes and less motion artifacts due to faster scanning, possibly triggered by a heart monitor for cardio-vascular imaging.

MRI angiography is based on the flow-induced data and hence, it does not require the injection of a contrast agent. Furthermore, it does not introduce radiation in contrast to CT-based angiography. However, the lower resolution and the relatively long scanning time of 20 minutes make MRI-based angiography sensitive to patient movement and virtually impossible to use for fast moving organs, ie., the heart.

Additionally, some MRI angiography sequences might introduce fake stenosis, due to measuring artifacts.

Another advanced technique is rotational angiography, where up to 140 X-ray-based projections are taken from a rotation range of 200 degrees around the patients. Based on these individual projections, a 3D volume is reconstructed which represents the respective blood vessels (if a contrast agent is injected) and other anatomical structures in very high resolution. However, the relatively short scanning times of up to 13 seconds make rotational angiography still too slow for fast movements (ie., heart beat).

Currently in clinical practice, the examinations of the vascular systems are mainly performed using Maximum-Intensity-Projections (MIP) or slicing through the 3D dataset. In contrast, using virtual endovascular methods (virtual endoscopy) enables both quantitative and qualitative analysis of the blood vessels.

After a segmentation and classification operation, the visual reconstruction of the blood vessels in the scanned area can be generated from the volume data. However, due to venous reflux of the contrast agent (if used), occasionally more blood vessels of the respective area are selected than the vessels of interest. This can lead to a situation where the important information is hidden behind less important information. Two techniques are applied to solve this situation. The application of virtual clips limits the segmentation of the vessel tree to the part of the vessels the physician is interested in. The second technique applies methods from virtual endoscopy to generate an interactive environment for the vascular examination from a point of view which is inside the vessels.

5.4.2. Angioscopy of Cerebral Blood Vessels

A common procedure in neuroradiology is the examination of extra- and intracranial blood vessels. The major motivation behind these examinations is the diagnosis of cerebral aneurysms. Clinically, two major forms of aneurysms are distinguished: the fusiform aneurysm and the non-fusiform or other aneurysms. The fusiform aneurism is an expansion of an arterial blood vessel through all of its wall layers (see Fig. 12a). The basic criterion is that no neck of the aneurysm can be determined which renders the aneurysm effectively non-treatable. In contrast, a neck or exit can be identified for non-fusiform aneurysms (see Fig. 12b). From an anatomic point of view, other distinctions are possible according to the shape and location of the aneurysms. Furthermore, some aneurysms include a rupture of the inner arterial wall layers, the intima and media. The remaining adventitia layer forms a saccular deformation which is very sensitive to pressure. However, these differences cannot be easily identified which results in no clinical relevance of this distinction.

The expansion of the aneurysms can introduce pressure on other blood vessels – possibly resulting in the occlusion of...
that blood vessel –, or on surrounding commissures (nerve fibers). This pressure can result in severe headache, partial paralysis, or a stroke. Furthermore, strong blood flow vortices and swirls at the neck and in the aneurysms increase the risk of a highly dangerous rupture of the artery, in particular if the blood pressure is increasing due to physical exercises. This rupture in turn results in the serious destruction or necrosis of the surrounding brain tissue or in a lethal mass bleeding.

The usual procedures to treat aneurysms include neurosurgical and neuroradiological interventions. The major neurosurgical procedure is the exclusion of the aneurysm from the blood flow by positioning a clip on the neck of the aneurysm. In neuroradiology, tiny platinum spirals (“coils”) are introduced into the dome of the aneurysm using a micro-catheter, which is usually inserted via one of the femoral arteries of the legs. Together with the clotting of the thrombocytes, the coils close the aneurysm from the blood stream. All these interventions require the identification of the neck and exit of the aneurysms. However, these tasks can frequently not be achieved with standard 2D angiographies, MIPs, or slicing through the volume dataset. 3D geometry reconstructions using direct or indirect volume rendering techniques have been recently introduced into the clinical practice of research hospitals to provide a better understanding of the angi-architecture of aneurysms in complex blood vessel trees. In particular endovascular inspections of the blood vessel can provide valuable information on the position, orientation, and connection of the aneurysm.

We applied the VIVENDI framework for the endovascular identification of the neck, exit, and dome of cerebral aneurysms. The geometry representing the inner surface of the blood vessels is reconstructed using data from rotational angiography, which provides an isotropic volume dataset at a very high resolution with a voxel spacing in the sub-millimeter range.

The first patient dataset shows a fusiform aneurysm of the middle cerebral artery (see Fig. 12a). It is located close to the carotid T-junction, where the internal carotid artery branches into the anterior and middle cerebral arteries. Figure 13a shows the exit (entrance) of the fusiform aneurysm as seen from the anterior cerebral artery at the T-junction. Below is the entrance of the internal carotid artery. An endovascular view from the middle cerebral artery to the T-junction can be
Figure 14: Patient Two – (a) Exit of carotid aneurysm. (b) View from anterior cerebral aneurysm into anterior cerebral artery. (c) View from anterior cerebral artery into aneurysm. Measurements show the size of the aneurysm neck. (d) Anterior cerebral artery from outside.

seen in Figure 13b. To the left is the entrance to the frontal anterior cerebral artery, to the right is the entrance to the internal carotid artery. In Figure 13c and d, magnifications of the aneurysm from view-points outside of the blood vessels can be seen. Unfortunately, the fusiform nature of the aneurysm does not permit an effective treatment.

The second patient has several non-fusiform aneurysms; an aneurysm of the internal carotid artery (see Fig. 12b right) and an aneurysm of the anterior cerebral artery (see Fig. 12b left and Fig. 14d). Figure 14a shows the exit (entrance) of the carotid aneurysm. The neck is easily identified from the endovascular view. Similar, Figure 14c shows the neck of the anterior cerebral aneurysm. Measurements suggest that the approximate radius of the aneurysm’s head is 5mm. Figure 14b shows the respective view from inside of the aneurysm to the anterior cerebral artery. Finally, Figure 14d shows the aneurysm from an outside view. The visualizations of the anterior cerebral aneurysm show that all three branches of the anterior cerebral artery are closely located to the aneurysm. However, clipping allows the exclusion of the aneurysm without occluding one of these branches. This result was confirmed by the neurosurgical examination and treatment which applied a clip to the anterior aneurysm. The smaller carotid aneurysm was coiled during a successful interventional neuroradiologic procedure.

5.4.3. Angioscopy of Coronary Blood Vessels

Figure 15: Contrast media filled cavities of the heart: (a) Front/top view, (b) left/top view.

The heart of the human body is responsible for circulating the blood through the blood vessels of the human body. It is organized into four chambers, the atria and ventricles of the heart (see Fig. 15). One atrium and one ventricles belong to the right heart, or left heart respectively. The heart is connected with the blood vessel system through veins (leading towards the heart) and arteries (leading away from the heart). The venous blood from the various body parts arrives in the right atrium through the great veins, the superior and inferior vena cava. It enters through the right atrioventricular valve, the tricuspid valve, into the right ventricle, where it is pumped via the pulmonary valve into the pulmonary artery to the lungs. After the refreshing of the blood with oxygen in the lungs, it arrives through the pulmonary veins in the left atrium. It passed via the left atrioventricular valve, the mitral valve, into the left ventricle and is pumped via
the aortic valve into the aorta, which distributes the blood to all body parts. Directly after the aortic valve are the entrances to the left and right coronary arteries, which supply the heart muscle with blood. The left coronary artery bifurcates into the anterior interventricular branch and the circumflex branch, which supplies most of the left heart, and it is the main source of supply of the intervensticular septum – which separates the left and right ventricles –, that includes most of the conducting system of the heart. The right coronary artery extends over the right heart. It supplies this part of the heart, the interatrial septum – which separates the left and right atria –, and additionally the interventricular septum, including the sinuatrial and atrioventricular nodes, which are the major parts of the conduction system of the heart.

Cardiac diseases are among the number one causes of life-threatening diseases in Europe and North-America. Usually, the under-supply of the heart muscle with oxygen through the blood leads to severe arrhythmia. This arrhythmia can cause an electro-mechanic decoupling of the conduction of the heart, resulting in a dangerous reduction of the pumping performance, in a possible collapse of the blood circulation, and finally the death of the patient. In any case, the the missing supply of oxygen leads to the necrosis of that part of the heart muscle, if necessary medical procedure are not applied in time. The actual cause of the under-supply of the heart muscle is usually a stenosis or an occlusion of a coronary artery. Other reasons for arrhythmias are direct injuries of the heart muscle by force, failure of the valves of the heart, or infectious diseases.

For the diagnosis of these malfunctions, several clinical and laboratory tests are applied. For imaging, echo cardiology, coronary angiography, or nuclear medicine methods are used. However, only 3D scanning methods are able to generate volumetric data of the heart. Unfortunately, most modalities are too slow to avoid motion artifacts of the fast moving heart. More or less only ECG-triggered (Electro-Cardio-Gramme) spiral CT provides scanning which captures volumetric data of the heart that is widely motion artifact free. With the introduction of multi-slice CT, enough spatial resolution is also available for 3D coronary angiography.

Based on an anisotropic dataset from multi-slice CT coronary angiography, we explore the use of virtual endoscopy for virtual angioscopy of the heart. The dataset consists of 150 slices at a slice distance of 1.25mm. Each of the slices has a resolution of 512 × 512 pixels at a pixel distance of 0.59 mm. Outside views on the reconstructed, contrast media filled cavities of the heart can be seen in Figure 16. The reconstructed geometry of the heart is very complex. From more than two million polygons, more than 80% of the geometry was culled by our visibility driven rendering, thus obtaining a frame-rate with an average of 4.2 fps on a typical path through the right heart. The low culling and frame-rate are a result of the deep visibility within the chambers of the heart which reduces possible culling benefits.

The coronary valves, which open and close at a high speed, cannot be reconstructed completely, due to motion artifacts in the scanned dataset (see Fig. 16c and d). In particular the right atrium of the heart is subject to artifacts which are due to the injection of the contrast agent and they can be seen in the respective slices of the CT dataset. However, other important features of the anatomy of the heart of the patient are visible, such as the aorta, the pulmonary artery, the great veins, the pulmonary veins, and the coronary arteries. Of special interest are the latter one’s, since most of the cardiac emergencies result from a stenosis of these arteries. Figure 16a and b show such a stenosis of the right coronary artery, which supplies the right heart and important parts of the conduction system of the heart. Measurements of the diameter of the blood vessel at the stenosis provide a quantitative evaluation of the stenosis. Additionally, measurements of the volume of the ventricles provide information of the performance of the heart.

5.5. Virtual Bronchoscopy

5.5.1. Motivation

Among the most important organ systems of the human body are respiratory system. They transports air into the body (inhaling) and remove exhausted air from the body during the
exhale. The exchange of the air takes place in the lungs, which are a complementary system of airways and blood vessels. Both systems are supplied through large pipe-like structures which split successively into smaller ones, thus creating the tracheo-bronchial (airways) and blood vessel tree.

The tracheo-bronchial tree is connected to the outside through the trachea which splits into the main bronchi (left and right lungs) at the main bifurcation. The inhaled air is distributed through the bronchial tree down to the alveoli where the oxygen/carbon-dioxide exchange takes place between air and blood. The exhaled air (enriched with carbon-dioxide) is then transported back up to the trachea during the exhale. The tracheo-bronchial tree is complemented by a system of pulmonary venous and arterial blood vessels which transports the blood to and from the heart into the lungs.

Several pathologies can jeopardize a sufficient lung function. Among them are tumors, pulmonary embolism, collapse of the lungs (atelectasis), pneumonia, emphysema, asthma, and many more. For a proper diagnosis and treatment, the respective pathologies need to be identified and in some cases quantified. In the case of lung-surgery, this information is necessary for the intervention planning where the anatomical relation of diseased bronchi to non-diseased areas is required pre-operatively, i.e., to provide a safe distance to essential structures and to determine resectability. However, the usage of virtual bronchoscopy as a diagnostic tool is limited, since detailed information on the mucosa is not available, thus tumors limited to that areas cannot be detected easily\(^6\).

The current gold-standard to identify the respective lung parenchyma and airways is computed tomography (CT) that is performed prior to a bronchoscopy, a tool for inspections of the trachea and central bronchi and deriving tissue samples. Due to recent technical developments that improved resolution and scan velocity, multi-slice CT – in connection with virtual bronchoscopy – became a promising alternative to bronchoscopy, if tissue samples are not required. This is amplified by the fact that optical bronchoscopy is limited by smaller, lower airways (third generation and up) or by obstructions. Nevertheless, even smaller structures of the lower airways are extremely difficult to segment from CT datasets, due to leakages, caused by the notorious partial volume effect and due to the lack of sufficient contrast to surrounding tissue or air. We presented a segmentation approach\(^12\) that enables also the segmentation of small airways. Here, we concentrate on the virtual endoscopy of the airways, the virtual bronchoscopy to visualize airways, blood vessels, and tumors.

5.5.2. Methods for Virtual Bronchoscopy

Virtual bronchoscopy requires data of a high spatial and temporal resolution, since the structures of interest can be quite small. Furthermore, breathing artifacts can reduce the quality of the data. Therefore, we are using a multi-slice CT scanner to acquire approximately 250-300 images of 512 × 512 voxels of a sub-millimeter spacing. Based on these data and a provided segmentation of the airways, blood vessels, and possible tumors\(^12\), we reconstruct a surface representation of the lungs.

After the segmentation, we explored a subset of the datasets interactively using the virtual endoscopy software\(^14\). In the full opaque mode, a Linux PC equipped with an P4 CPU running at 2.8GHz and an ATI Radeon 9700Pro graphics accelerator rendered more than 1.1M triangles (tracheo-bronchial tree is visible only) at 53fps. In the semi-transparent mode, it achieved 36fps rendering the tracheo-bronchial and the pulmonary artery trees of almost 2M triangles. All geometry is arranged in triangle strips, compiled in OpenGL display lists.

The exploration exposed a high quality reconstruction, even of small structures throughout the dataset. In Figure 17, we show two snapshots from a regular virtual bronchoscopy. The left image (Fig. 17a) shows the end-view from the trachea looking down to the main bifurcation, where the tracheo-bronchial tree splits into the left and right lungs. Figure 17b shows the limits of the currently possible segmentation; the virtual endoscope is located approximately in the seventh generation of the lower airways. Due to the high zoom-factors, the typical diamond-shape interpolation artifacts of trilinear interpolation on the voxel cell grid are exposed. Blood vessels were visualized to provide more context information (Fig. 17c).

In Figure 18, we show a more complex situations, where the surrounding arterial blood vessels are visible through the inner surface of the tracheo-bronchial tree. Figures 18b and c show a tumor in the left lung in green. At the same time, poor contrast and beam hardening artifacts of the voxels of the pulmonary arteries expose segmentation difficulties; the blood vessel tree is only incompletely segmented (Fig. 18c).

6. Discussion of Virtual Endoscopy

In Section 5, we presented several applications of virtual endoscopy. The different objectives of the applications impose specific requirements on the virtual endoscopy system. An educational objective focuses more on the visual quality that demonstrates the general topological and geometric aspects of the specific patient anatomy. In contrast, the accuracy of fine details is only of limited importance, if the details are not the subject of the examination. However, this is different for a clinical objective where the accurate rendering is one of the major factors that determine the usability, where an incorrectly represented blood vessel connection might have a fatal impact on the medical intervention. If virtual endoscopy is used for planning an intervention, it is important that relevant anatomical structures are represented.
Figure 17: Virtual endoscopy: (a) View in trachea down to main bifurcation, (b) approximately the seventh generation of the lower airways, mainly segmented by 2D template matching. The diamond shape interpolation artifacts are due to the high zoom factor in this close-up. (c) shows an annotated outside representation with the tracheo-bronchial tree (grey) and pulmonary arteries (red) from a view behind the patient body (left image side is left patient side).

Figure 18: Virtual endoscopy: (a) Semi-transparent rendering of view in trachea at main bifurcation. The pulmonary arteries (red) are visible through the inner surface of the tracheo-bronchial tree (same dataset as in Fig 17). (b) shows a similar situation farther down the left bronchi. Straight ahead is a large tumor (green) of the left lungs, which eventually will obstruct the left bronchi (same dataset as in Fig. 18c). (c) shows an annotated outside representation of another dataset with the tracheo-bronchial tree (grey), pulmonary arteries (red), and a tumor (green) in the left lung (view from behind the patient).
appropriately, since otherwise the planned access path (i.e., in virtual ventriculoscopy) might be occluded in the “real world” anatomy. Similarly Even if the arrhythmia is not leading to a fatal decoupling of the conduction, the missing supply of oxygen leads to the necrosis of that part of the heart muscle, if necessary medical procedure are not applied in time, the visual representation must be highly accurate for intra-operative navigation to provide usable information to the surgeon.

There are several sources of errors that can lead to an inaccurate visual representation of anatomical structures in virtual endoscopy. Most notorious are partial volume effects and undersampling which generate “fake” connections between the various caverns that are actually not connected. Furthermore, motion artifacts can reduce the visual quality severely or distort the actual anatomical geometry. These artifacts are generated by movement of the patient during a (long) medical scanning procedure. Another example is scanning of fast moving body parts, i.e., the valves of the heart, which cannot be traced by modern volumetric scanners.

Even if these effects do not reduce the accuracy of the volumetric representation, the quality of the visualization depends heavily on the quality of the segmentation process. Isovalues that are not selected with sufficient particularity lead to holes in surfaces, if the isovalue is too low, or existing holes in the surface are closed and vice versa. In Figure 19, the hole in the ventricular septum between the two lateral ventricles varies in size, depending on the isovalue. However, the question of which isovalue is correct is not easy to answer in this case, because the volume data in that area is inconclusive (Fig. 19c); due to partial volume effects, it is not clear exact what size the hole is. In Bartz19, I provide a more detailed discussion of the various sources of artifacts.

Besides visual quality, interactivity is a major issue for virtual endoscopy. A rendering speed significantly below interactive rendering (10 fps) is usually not well accepted in the medical community. If virtual endoscopy is used for intra-operative navigation, no measurable rendering lag is acceptable. The virtual endoscopy system must deliver real-time rendering performance to represent the geometry of the current view of the endoscope immediately with every movement of the endoscope. These requirements are usually not met with most virtual endoscopy systems. Even the VIVENDI system does not provide sufficient performance for all applications; virtual angioscopy of the heart provides only a few frames per second. The widely visible inner geometry of the left and right ventricles of the heart allows only a culling rate of 80%, which leaves a high polygonal complexity for rendering. For all other applications however, VIVENDI meets the requirements for interactive exploration and in particular for intra-operative real-time navigation of ventricular MRI datasets.

Virtual Endoscopy versus Optical Endoscopy

The more general question of whether virtual endoscopy provides more scientific or medical insights, more patient safety or comfort, or an economic benefit is more difficult to answer. As for most scientific problems, the answer depends on the actual goal of the procedure, the qualities of alternative medical procedures, and various costs of the procedures.

In all procedures that require a histological examination of a tissue sample under a microscope, virtual endoscopy is not able to compete. The data resolution of modern 3D scanners does not reach into the resolution of a microscope, although it is already in a sub-millimeter range for rotational angiography. Furthermore, texture information, such as structure, color, and reflections is also not captured by 3D scanners. All applications that heavily depend on this information will not succeed with virtual endoscopy. Similarly, if the medical procedure includes the removal of tissue (i.e., lesions or tumors), or other objects, invasive or minimally invasive procedures cannot be replaced by virtual endoscopy, since it does not interact with the actual body of a patient.

However, if the relevant information can be represented as geometric shape – i.e., a polyp of virtual colonoscopy –, virtual endoscopy can be used for diagnostic purposes. Furthermore, it provides insights into body parts that might not be accessible to current medical procedures. The virtual representation based on scanner data provides access to virtually all scan-able body parts. Physical limitations of optical endoscopes – i.e., the limited flexibility and navigation of the endoscope used for ventriculoscopy, the insuperable obstruction of folds in a colon for optical colonoscopy – are not shared with virtual endoscopes. Similarly, virtual endoscopes do not share the frequent unpleasantness of optical endoscopes. The patient interaction is limited to the scanning procedure, and is therefore providing much more patient comfort and acceptance. In addition, data acquisition and the actual virtual procedure are not necessarily at the same location. This geographical decoupling allows tele-medical procedures, which are not possible with optical endoscopy, where data acquisition and procedure are inseparably combined.

From an economic point of view, virtual endoscopy does produce fewer costs than the optical or conventional counterpart, since usually no sedation, patient preparation (not for all virtual endoscopic procedures), or even hospitalization is required. The necessary computational expenses can be seen as additional post-processing of the volume reconstruction of the scanner. However, procedures, which combine virtual and optical methods, i.e., ventriculoscopy, do not benefit from these costs; the goal of this combination was to reduce the risk of complications and to increase the success of the intervention.

??? New NEJM study

A study on the accuracy of virtual colonoscopy compared
to conventional colonoscopy has been presented by Fenlon et al.\textsuperscript{34}. The authors found that the performance of virtual colonoscopy is comparable to optical colonoscopy, as long as the data resolution is sufficient to detect polyps of the respective size. Only polyps with a size close to the sampling rate were not as easy detectable as larger ones. Problems arose also from residual stool, which often was the cause of a false positive finding. Techniques like digital cleansing in the acquired datasets\textsuperscript{50} might help to reduce the number of these false positives.

7. Conclusions

In the report, we have discussed several virtual endoscopy systems that are used in research and clinical environments. These systems address different objectives and are using henceforth different rendering techniques and adopt different camera navigation paradigms.

I also presented several applications of virtual endoscopy in the clinical practice. While some of these applications aim at support for “traditional” interventions, some try to replace their real world counterpart, ie., colonoscopy. However, it still remains to be shown in most applications that virtual endoscopy actually provides an added value, a fact that holds for most advanced medical imaging techniques.
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