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Abstract

Image and geometry registration algorithms are an essential component of many computer graphics and computer vision systems. With recent technological advances in RGB-D sensors, such as the Microsoft Kinect or Asus Xtion Live, robust algorithms that combine 2D image and 3D geometry registration have become an active area of research. The goal of this course is to introduce the basics of 2D/3D registration algorithms and to provide theoretical explanations and practical tools to design computer vision and computer graphics systems based on RGB-D devices. To illustrate the theory and demonstrate practical relevance, we briefly discuss three applications: rigid scanning, non-rigid modeling, and realtime face tracking. Our course targets researchers and computer graphics practitioners with a background in computer graphics and/or computer vision. An up-to-date version of the course notes as well as slides and source code can be found at http://lgg.epfl.ch/2d3dRegistration
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1 Introduction

Recent technological advances in RGB-D sensing devices, such as the Microsoft Kinect, facilitate numerous new and exciting applications, for example in 3D scanning [24] and human motion tracking [20] [19] [6]. While affordable and accessible, consumer-level RGB-D devices typically exhibit high noise levels in the acquired data. Moreover, difficult lighting situations and geometric occlusions commonly occur in many application settings, potentially leading to a severe degradation in data quality. This necessitates a particular emphasis on the robustness of image and geometry processing algorithms. The combination of 2D and 3D registration is one important aspect in the design of robust applications based on RGB-D devices. This lecture introduces the main concepts of 2D and 3D registration and explains how to combine them efficiently. An up-to-date version of these course notes as well as slides and source code can be found at http://lgg.epfl.ch/2d3dRegistration.

2 2D/3D Registration

In the first part of the course we introduce the theory of 2D/3D registration algorithms suitable for processing RGB-D data. We focus on pairwise registration to compute the alignment of a source model onto a target model. This alignment can be rigid or non-rigid, depending on the type of object being scanned. We formulate the registration as the minimization of an energy

\[ E_{\text{reg}} = E_{\text{match}} + E_{\text{prior}}. \] (1)

The matching energy \( E_{\text{match}} \) defines a measure of how close the source is from the target. The prior energy \( E_{\text{prior}} \) quantifies the deviation from the type of transformation or deformation that the source is allowed to undergo during the registration, for example, a rigid motion or an elastic deformation. The goal of registration is to find a transformation of the source model that minimizes \( E_{\text{reg}} \) to bring the source into alignment with the target. For data acquired with RGB-D devices, registration can utilize both the geometric information encoded in the 3D depth map, as well as the color information provided by the recorded 2D images. We show that Equation 1 provides a unified way to formulate both 2D and 3D registration, which simplifies their integration.

2.1 3D Registration

In 3D registration we want to align a source surface \( \mathcal{X} \) embedded in \( \mathbb{R}^3 \) to a target surface \( \mathcal{Y} \) in \( \mathbb{R}^3 \). To formalize this problem, we introduce a surface \( \mathcal{Z} \) that is a transformed or deformed version of \( \mathcal{X} \) that eventually aligns with \( \mathcal{Y} \). To solve the registration problem numerically, we represent the continuous surface \( \mathcal{X} \) by a set of points \( X = \{ x_i \in \mathcal{X}, i = 1 \ldots n \} \) and define their corresponding points on the deformed surface \( \mathcal{Z} \) as \( Z = \{ z_i \in \mathcal{Z}, i = 1 \ldots n \} \). Different sampling strategies have been presented by Rusinkiewicz and Levoy [21].
2.1.1 Matching energy

The matching energy measures how close the surface $Z$ is to the surface $Y$ and is defined as

$$E_{\text{match}}(Z) = \int_Z \varphi(z, Y) dz,$$

(2)

where $z \in \mathbb{R}^3$ is a point on $Z$. The accuracy of the registration is evaluated by the metric $\varphi$ that measures the distance to $Y$. For simplicity, we will first use the squared Euclidian distance as metric. Robust metrics [17] could be use instead to increase the robustness of the registration to noise and outliers and will be presented later on. Using the set of points $Z$, we can discretize the matching energy as

$$E_{\text{match}}(Z) = \sum_{i=1}^{n} \|z_i - P_Y(z_i)\|^2_2.$$

(3)

where $P_Y(z_i) : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ returns the closest point (using Euclidian distance) on the surface $Y$ from $z_i$. $P_Y(z_i)$ can also be seen as the orthogonal projection of $z_i$ onto $Y$.

2.1.2 Prior energy

In this section we present several prior energies that can be used for registration. These energies can also be combined to build more sophisticated priors. Priors encode properties of the scanned objects. For example, when scanning rigid objects, a global rigidity
prior can be used to limit the allowed transformations to rotations and translations. For
deforming objects, for example a human body, geometric priors are often employed that
try to mimic physical behavior such as an elastic deformation. We describe a simple
local rigidity prior that approximates elastic deformations and facilitates efficient imple-
mentations. More complex deformation behavior can be captured using a data-driven
approach. One popular method is based on a collection of sample shapes that represents
the space of allowed deformations. Using dimensionality reduction, for example
principal component analysis, efficient linear models can be derived that are suitable for
realtime registration algorithms.

Global rigidity. The global rigidity of the 3D registration can be measured as

\[ E_{\text{rigid}}(Z, R, t) = \sum_{i=1}^{n} \| z_i - (Rx_i + t) \|_2^2, \] (4)

where \( R \in \mathbb{R}^{3 \times 3} \) is a rotation matrix and \( t \in \mathbb{R}^3 \) a translation vector. In this case, the
deformed surface \( Z \) tries to follow a rigid transformation of the original surface \( X \).

Local rigidity. The local rigidity energy, following [22, 4], can be expressed as

\[ E_{\text{arap}}(Z, R_i | z_i) = \sum_{i=1}^{n} \sum_{j \in \mathcal{N}_i} \| (z_j - z_i) - R_i (x_j - x_i) \|_2^2, \] (5)

where the \( R_i \in \mathbb{R}^{3 \times 3} \) are rotation matrices and \( \mathcal{N}_i \) is the set of indices of the neighboring
points of \( x_i \). In this case, each local neighborhood on the surface \( Z \) tries to follow a rigid
transformation of its corresponding local neighborhood on the surface \( X \). Other local
rigidity energies can also be used as prior, see for example [3, 23].
Linear model. A 3D linear shape model can be defined using a matrix $P$ containing the shape model basis, and a mean shape vector $m$. A new shape $s$ can be defined as

$$s = Pd + m,$$

where $d$ is a vector containing the basis coefficients. A linear model prior energy can be formulated as the deviation of the vertices from the linear model

$$E_{\text{prior}}(Z, d) = \sum_{i=1}^{n} \|z_i - (P_i d + m_i)\|_2^2,$$

where $P_i$ and $m_i$ are the part of $P$ and $m$ corresponding to the vertex $z_i$.

2.1.3 Optimization

How to best optimize the registration energy depends on the prior energy. In this section we show, as an example, how to optimize a registration energy for two applications: rigid scanning and non-rigid modeling.

In-hand rigid scanning. Since single depth maps acquired with the RGB-D sensor exhibit high noise levels and do not cover the whole surface of the 3D object, an aggregation procedure is typically applied to obtain a complete model with reduced noise level. In order to aggregate multiple scans over time, different methods can be used \cite{28, 29, 18}. The classical approach is to perform a 3D rigid registration of the currently acquired scan of the object with the already accumulated 3D data. The pairwise 3D alignment can be formulated as

$$E(Z, R, t) = w_1 E_{\text{match}} + w_2 E_{\text{rigid}}$$

$$E_{\text{match}} = \sum_{i=1}^{n} \|z_i - P_Y(z_i)\|_2^2$$

$$E_{\text{rigid}} = \sum_{i=1}^{n} \|z_i - (Rx_i + t)\|_2^2$$

where the matching energy is combined with a global rigidity prior. To optimize $E(Z, R, t)$ we linearize the rotation matrix \cite{20} approximating $\cos \theta$ by 1 and $\sin \theta$ by $\theta$

$$R \approx \tilde{R} = \begin{bmatrix} 1 & -\gamma & \beta \\ \gamma & 1 & -\alpha \\ -\beta & \alpha & 1 \end{bmatrix}.$$  

The alignment is computed by solving iteratively

$$\min_{Z^{i+1}, R, t} \sum_{i=1}^{n} w_1 \|z_i^{i+1} - P_Y(z_i^i)\|_2^2 + w_2 \|z_i^{i+1} - (\tilde{R}(Rx_i + t) + \tilde{t})\|_2^2,$$
where $t$ is the iteration number and $z_i^0 = x_i$. As $P_Y(.)$ is a non linear function that is difficult to optimize with, we use in the optimization the previous estimate $P_Y(z_i^t)$. This correspond to the point-to-point matching error $[1]$. To speed up the convergence of the optimization one can linearize $\|z_i^{t+1} - P_Y(z_i^t)\|_2$ at $P_Y(z_i^t)$ which gives $n_i^T(z_i^{t+1} - P_Y(z_i^t))$, where $n_i$ is the normal of the surface $\mathcal{Y}$ at $P_Y(z_i^t)$. This leads to the point-to-plane matching error $[8]$. The optimization can be reformulated as

$$\arg \min_{z^{t+1}, R, t} \sum_{i=1}^{n} w_1(n_i^T(z_i^{t+1} - P_Y(z_i^t)))^2 + w_2\|z_i^{t+1} - (\tilde{R}(R^t x_i + t^t) + \tilde{t})\|^2_2.$$ (11)

Both Equation 10 and Equation 11 are quadratic, and therefore, can be optimized by setting the partial derivatives to zero by solving a linear system. During the optimization, it can be advantageous to apply a Tikhonov regularization to the parameters of the rigid motion as linearizing the rotation matrix assumes that the angles are small.

**Rigidity as a hard constraint.** It is interesting to note that when $w_2 = +\infty$ then $z_i$ can be replaced into the matching energy by $Rx_i + t$ leading to a registration energy

$$E(R, t) = \sum_{i=1}^{n} \|(Rx_i + t) - P_Y(Rx_i + t)\|^2_2.$$ (12)

This energy can be minimized in a similar spirit by linearizing the rotation matrix and iteratively solving a linear system. Other approaches can be found in [11].

![Figure 1: Registration of a morphable model towards the scanned face.](image)

**Non-rigid registration.** Registering a shape template towards a scanned 3D object allows to obtain a complete and clean 3D mesh [15]. An example is given below in the context of face modeling. In this case, the morphable model of Blanz and Vetter [2] that represents the variations of different human faces in neutral expression is registered to a
scan of a face. Non-rigid modeling using a morphable model can be formulated as

\[
E(Z, d, R_i, t) = w_1 E_{\text{match}} + w_2 E_{\text{rigid}} + w_3 E_{\text{model}} + w_4 E_{\text{arap}}
\]

\[
E_{\text{match}} = \sum_{i=1}^{n} ||z_i - P_{y}(z_i)||^2_2
\]

\[
E_{\text{rigid}} = \sum_{i=1}^{n} ||z_i - (Rx_i + t)||^2_2
\]

\[
E_{\text{model}} = \sum_{i=1}^{n} ||z_i - (P_i d + m_i)||^2_2
\]

\[
E_{\text{arap}} = \sum_{i=1}^{n} \sum_{j \in N_i} ||(z_j - z_i) - R_i (x_j - x_i)||^2_2
\]

A local rigidity energy is added to the optimization in order to get an accurate result, as the morphable model represents the large-scale variability but might not capture small scale details. As previously, we solve iteratively

\[
\arg \min_{Z, t, d, R_i, t} \sum_{i=1}^{n} w_1 (n_i^T (z_i^{t+1} - P_{y}(z_i^t)))^2 + w_2 ||z_i^{t+1} - (\hat{R}(R^t x_i + t^t) + \hat{t})||^2_2 + w_3 ||z_i^{t+1} - (P_i d + m_i)||^2_2 + w_4 \sum_{j \in N_i} ||(z_j^{t+1} - z_i^{t+1}) - \hat{R}_i R_i^t (x_j - x_i)||^2_2,
\]

which corresponds to solving a linear system.

### 2.2 2D Registration

In 2D registration we want to register a source image \(I\) to a target image \(J\). During the registration process, the 2D pixel grid of the source image \(X = \{x_i \in \mathbb{R}^2, i = 1 \ldots n\}\) is deformed to \(Z = \{z_i \in \mathbb{R}^2, i = 1 \ldots n\}\) to match the target image.

\[
\begin{array}{c}
\text{X} \\
I \\
\rightarrow \\
\text{Z} \\
\end{array}
\]

#### 2.2.1 Matching energy

We define \(I(x)\) as the pixel value of the image \(I\) located at the position \(x\). The matching energy measures the color similarity between the source image and the target image.
wrapped onto the deformed grid $Z$.

$$E_{\text{match}}(Z) = \sum_{i=1}^{n} \|I(x_i) - J(z_i)\|_2^2. \quad (16)$$

### 2.2.2 Prior energy

Similarly to 3D geometry registration, we can use different prior energies that can be combined to build more complex priors.

**Lucas-Kanade.** In the Lucas-Kanade algorithm [16] the deformation is assumed to be constant within a patch around each pixel. This corresponds to the prior energy

$$E_{\text{LK}}(Z) = \sum_{i=1}^{n} \sum_{j \in N_i} \| (z_j - x_j) - (z_i - x_i) \|_2^2, \quad (17)$$

where $N_i$ is the set of indices of the neighbors of $x_i$.

**Horn-Schunck.** In the Horn-Schunck algorithm [14] the smoothness of the flow is defined using a Laplacian operator

$$E_{\text{HK}}(Z) = \sum_{i=1}^{n} \| (z_i - x_i) - |N_i|^{-1} \sum_{j \in N_i} (z_j - x_j) \|_2^2, \quad (18)$$

where $|N_i|$ is the cardinality of $N_i$. This energy measures for each grid vertex the deviation of its deformation from the mean deformation of its neighbors.

### 2.2.3 Optimization

In this section we show, as an example, how to optimize the matching energy combined with the laplacian smoothness energy. This is similar to the method presented in [14]. Our optimization energy is

$$E(Z) = w_1 E_{\text{match}} + w_2 E_{\text{HK}} \quad (19)$$

$$E_{\text{match}} = \sum_{i=1}^{n} \|I(x_i) - J(z_i)\|_2^2$$

$$E_{\text{HK}} = \sum_{i=1}^{n} \| (z_i - x_i) - |N_i|^{-1} \sum_{j \in N_i} (z_j - x_j) \|_2^2$$
To solve this optimization we linearize $J(.)$ at the current estimate and solve iteratively

$$
\arg \min_{Z^{t+1}} \sum_{i=1}^{n} w_1 \| I(x_i) - J(z_i^t) - \nabla J(z_i^t)^T (z_i^{t+1} - z_i^t) \|^2_2 + \\
w_2 \| (z_i^{t+1} - x_i) - |N_i|^{-1} \sum_{j \in N_i} (z_j^{t+1} - x_j) \|^2_2.
$$

(20)

where $\nabla J = [\nabla J_x \ \nabla J_y]^T$ is the image gradient, with $\nabla J_x$ the image gradient in $x$ direction and $\nabla J_y$ the image gradient in $y$ direction. As previously, the minimization can be computed by setting the partial derivative to zero, which corresponds to solving a linear system.

2.3 2D/3D Registration

We show how to combine 2D image registration and 3D geometry registration to best utilize the data provided by the RGB-D sensor. More specifically, we want to register a surface $X \subset \mathbb{R}^3$ with color information $I$, i.e. a texture mapped surface, to a 3D surface $Y$ with corresponding color image $J$. As previously, the source $X$ is deformed to a surface $Z$.

We sample the continuous surface $X$ to obtain a set of points $X = \{x_i \in X, i = 1 \ldots n\}$. We define their corresponding points on the deformed surface $Z$ as $Z = \{z_i \in Z, i = 1 \ldots n\}$. The color information of sample point $x_i$ is given by $I(x_i)$.

2.3.1 Matching energy

We formulate the energy measuring the quality of the 2D and 3D alignment as follow

$$
E_{\text{match}}(Z) = \sum_{i=1}^{n} w_1 \| z_i - P_Y(z_i) \|^2_2 + w_2 \| I(x_i) - J(f(z_i)) \|^2_2.
$$

(21)

The first term is the matching energy presented in Section 2.1. The second term is similar to the 2D matching energy presented in Section 2.2. The only difference is the additional function $f : \mathbb{R}^3 \rightarrow \mathbb{R}^2$ that projects a 3D point $z_i$ to the 2D image $J$. For example this function could be a perspective projection of the form $f(z_i) = \left[ \frac{f_{x_i,x}}{f_{x_i,z}} \frac{f_{x_i,y}}{f_{x_i,z}} \right]^T$.

2.3.2 Optimization

We illustrate 2D/3D registration in the context of a face tracking system that combines the 2D/3D matching energy with a 3D blendshape prior. A blendshape representation is a linear model defined as a set of blendshape meshes $B = [b_0^b, ..., b^n]$ where $b_0$ is the rest pose and $b_i, i > 0$ are different expressions. A new expression can be generated as $T = b^0 + B d$, where $B = [b^1 - b^0, ..., b^n - b^0]$. The blendshape model shown below is inspired from Ekmans Facial Action Coding System[12]. Realtime face tracking using
Figure 2: A blendshape model composed of 48 expressions.

an RGB-D device can be formulated as a 2D/3D registration of the blendshape model to
the 2D and 3D data [27]. The registration energy can be formulated as

\[ E(Z, d, R, t) = w_1 E_{\text{match geometry}} + w_2 E_{\text{match color}} + w_3 E_{\text{model+rigid}} \]  

\[ E_{\text{match geometry}} = \sum_{i=1}^{n} \|z_i - P_y(z_i)\|^2 \]

\[ E_{\text{match color}} = \sum_{i=1}^{n} \|I(x_i) - J(f(z_i))\|^2 \]

\[ E_{\text{model+rigid}} = \sum_{i=1}^{n} \|z_i - (R(B_i d + b_i^0) + t)\|^2 \]
To solve this optimization we linearize $J(f(\cdot))$ at the current estimate

$$\sum_{i=1}^{n} ||I(x_i) - J(f(z_{i}^{t+1}))|| \approx ||I(x_i) - J(f(z_{i}^{t})) - \nabla J(f(z_{i}^{t}))^T \frac{\partial f(z_{i}^{t})}{\partial z_{i}} (z_{i}^{t+1} - z_{i}^{t})||^2. \quad (23)$$

For a perspective projection $f(z_{i}) = \left[ f_{z_{i},x} \quad f_{z_{i},y} \quad f_{z_{i},z} \right]^T$ we have

$$\frac{\partial f(z_{i})}{\partial z_{i}} = \left[ \begin{array}{ccc} f_{z_{i},x} & 0 & f_{z_{i},y} \\ 0 & f_{z_{i},z} & f_{z_{i},y} \\ \end{array} \right]. \quad (24)$$

In [27], the global rigidity is decoupled leading to a two steps optimization procedure. In a first step, a 2D/3D alignment of the blendshape model is computed

$$\arg \min_{Z_{t+1},d_{t+1}} \sum_{i=1}^{n} w_1 (n_i^T (z_{i}^{t+1} - P_0(z_{i}^{t})))^2 +$$

$$w_2 ||I(x_i) - J(f(z_{i}^{t})) - \nabla J(f(z_{i}^{t}))^T \frac{\partial f(z_{i}^{t})}{\partial z_{i}} (z_{i}^{t+1} - z_{i}^{t})||^2 +$$

$$w_3 ||z_{i}^{t+1} - (R^{t}B_{i}d^{t+1} + b_{i}^{0}) + t^{t+1})||^2, \quad (25)$$

in a second step, a 3D rigid alignment is performed

$$\arg \min_{R^{t+1},t^{t+1}} \sum_{i=1}^{n} ||z_{i}^{t+1} - (R^{t+1}B_{i}d^{t+1} + b_{i}^{0}) + t^{t+1})||^2. \quad (26)$$

These two steps are repeated alternatively until convergence. The first step can be computed by solving a linear system. The second step can be solved using [11] or by linearizing the rotation matrix. For tracking, another 2D matching energy can be added to the system:

$$E_{\text{match}}(Z_{t+1}) = \sum_{i=1}^{n} ||J_{t}(f(z_{i}^{t})) - J_{t+1}(f(z_{i}^{t+1}))||^2. \quad (27)$$

This optical flow energy enforces color consistency over time by measuring the variation of color from the previous image frame $J_{t}$ to the current frame $J_{t+1}$ for each $z_{i}$. 

12
3 Robust Registration

In registration, outliers are not only introduced by corrupted sensor measurements, but also by partial overlaps - many samples on the source simply do not have an ideal corresponding point on the target shape. To address this problem, various techniques rely on a set of heuristics to either prune or downweigh low quality correspondences. Typical criteria include discarding correspondences that are too far from each other, have dissimilar normals, or involve points on the boundary of the geometry; see [21] for details. As we will see next these heuristics are related to the optimization of robust functions. In this section we will consider robust functions as alternatives to the Euclidean metric and introduce a suitable optimization technique to use them efficiently.

In previous sections, we always considered an energy composed by terms like $\varphi(\epsilon(p))$, where $\varphi(\epsilon) = \epsilon^2$ and $\epsilon(p)$ is the euclidean norm of the residual vector with parameters $p$. This squared Euclidean distance metric is ideal for the data corrupted by Gaussian noise as it is the maximum-likelihood solution of the problem [7, Sec. 7.1.1]. However, it is not robust to outliers which are common in real world data acquired by RGB-D devices.

![Figure 3: (top) The robust norms $\varphi$. (bottom) The associated weight functions $w$.](image)

In registration, robustness can be obtained by exploiting robust functions [17]. In this framework, $\varphi(\epsilon)$ acts as a “penalty” function – a function measuring the influence that a certain residual has in the optimization. Given one of these functions, our robust optimization can be expressed as

$$\arg \min_p \sum_{i=1}^{n} \varphi(\epsilon_i(p)).$$

(28)

In Fig. 3 we show a few examplar commonly used penalty functions, note how these all posses properties like radial monotonicity and symmetry [13]. This optimization problem in Equation 28 can be solved using Iteratively Re-Weighted Least Squares (IRLS).
by solving a sequence of problems of the form

$$\arg \min_{\mathbf{p}} \sum_{i=1}^{n} \alpha_i \epsilon_i(\mathbf{p})^2.$$  \hspace{1cm} (29)

To understand how to compute the weights $\alpha_i$ first notice that the optima of Eq. 28 can be obtained by vanishing its gradient, which can be computed by a simple application of the chain rule (note we only look at one element of the sum)

$$\frac{\partial \varphi(\epsilon(\mathbf{p}))}{\partial \mathbf{p}} = \psi(\epsilon(\mathbf{p})) \frac{\partial \epsilon(\mathbf{p})}{\partial \mathbf{p}} = w(\epsilon(\mathbf{p})) \epsilon(\mathbf{p}) \frac{\partial \epsilon(\mathbf{p})}{\partial \mathbf{p}},$$ \hspace{1cm} (30)

where $\psi(x) = \partial \varphi(x) / \partial x$ for compactness of notation and $w(x) = \psi(x) / x$ is the so called \textit{weighting function}. Interestingly, the gradient of Eq. 29 is

$$\frac{\partial \alpha \epsilon(\mathbf{p})^2}{\partial \mathbf{p}} = \alpha \epsilon(\mathbf{p}) \frac{\partial \epsilon(\mathbf{p})}{\partial \mathbf{p}}.$$ \hspace{1cm} (31)

We can now see that by setting $\alpha = w(\epsilon(\mathbf{p}))$ the two gradients become equal. However, as the optimal weights $\alpha_i^* = w(\epsilon_i(\mathbf{p}^*))$ are not available, we use an iterative approach where at each iteration the weights are computed using the previous iteration

$$\arg \min_{\mathbf{p}^{t+1}} \sum_{i=1}^{n} w(\epsilon_i(\mathbf{p}^t)) \epsilon_i(\mathbf{p}^{t+1})^2.$$ \hspace{1cm} (32)

This scheme is known as \textit{Iteratively Re-Weighted Least Squares (IRLS)} and is related to majorization-minimization. The basic idea of majorization-minimization is to iteratively minimize a function always larger or equal to the objective function and with at least one point in common. If these requirements are fulfilled the algorithm converges to a minimum [25].

**Trimmed Metrics.** Discarding unreliable correspondences is undoubtedly the simplest and most common way of dealing with outliers [21]. This can as well be formulated by Eq. 28 as it corresponds to a weight function like the one in Fig. 3 (bottom-middle) whose corresponding penalty function is a truncated squared euclidean norm Fig. 3 (top-middle). Even though this is trivial to implement, the local support of the weight function is problematic: if the source surface is too far from the target surface the registration process will not proceed as all the weights would be zero valued. A possible solution is to \textit{dynamically} adapt the threshold value by analyzing the distribution of residuals. For example, when the ratio of outliers versus inliers is known a priori, then the threshold can be readily estimated [9].

**Sparse Metrics.** The shortcomings of trimmed metrics can be overcome by considering sparse metrics. The penalty functions for sparse metrics take the form $\varphi(\epsilon) = |\epsilon|^p$, see Fig. 3 (bottom-right). An important observation is that the weight functions of $p$-norms tend to infinity as we approach zero giving a very large reward to inliers. Moreover, contrary to trimmed metrics, $p$-norms weakly penalize outliers leading to a more stable approach when target and source are far apart. This metric has been demonstrated successful in [5].
4 Conclusion

In this course, we introduced 2D/3D registration algorithms and show their applications for data captured with RGBD devices, such as the Microsoft Kinect or Asus Xtion Live. Image and geometry registration algorithms are an essential component of many computer graphics and computer vision systems. With recent technological advances in RGB-D sensors, robust algorithms that combine 2D image and 3D geometry registration have become an active area of research. The goal of this course was to introduce the basics of 2D/3D registration algorithms and to provide theoretical explanations and practical tools to design robust computer vision and computer graphics systems based on RGBD devices. We have shown that 2D and 3D registration can be expressed and combined in a common framework. Numerous application based on RGB-D devices can benefit from this formulation that allows to combine different priors in an easy manner. To illustrate the theory and demonstrate practical relevance, we briefly discuss three applications: rigid scanning, non-rigid modeling, and realtime face tracking.
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