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Abstract
For twenty years, it has been clear that many datasets are excessively complex for applications such as real-time display, and that techniques for controlling the level of detail of models are crucial. More recently, there has been considerable interest in techniques for the automatic simplification of highly detailed polygonal models into faithful approximations using fewer polygons. Several effective techniques for the automatic simplification of polygonal models have been developed in recent years. This report begins with a survey of the most notable available algorithms. Iterative edge contraction algorithms are of particular interest because they induce a certain hierarchical structure on the surface. An overview of this hierarchical structure is presented, including a formulation relating it to minimum spanning tree construction algorithms. Finally, we will consider the most significant directions in which existing simplification methods can be improved, and a summary of other potential applications for the hierarchies resulting from simplification.

1. Introduction
Advances in technology have provided vast databases of polygonal surface models, but these models are often very complex. Surfaces containing millions of polygons are not uncommon. Laser range scanners, computer vision systems, and medical imaging devices can produce models of intricate physical objects. Many companies now design products using computer-aided design (CAD) systems, resulting in very complex, highly detailed surfaces. Models produced by surface reconstruction and isosurface extraction methods can often be very densely sampled meshes with a uniform distribution of points on the surface. Applications in areas ranging from distributed virtual environments to finite element methods to movie special effects rely on polygonal surface models generated by these kinds of systems.

In all these applications, a tradeoff exists between the accuracy with which a surface is modeled and the amount of time required to process it. To achieve acceptable running times, we must often substitute simpler approximations of the original model. A model which captures very fine surface detail may in fact be desirable when creating archival datasets; it helps ensure that applications which later process the model have sufficient and accurate data. However, many applications will require far less detail than is present in the full dataset.

Consequently, there has been considerable interest in techniques for the automatic simplification of highly detailed polygonal models into faithful approximations using fewer polygons. Several effective techniques have been developed in recent years, and they provide valuable tools for tailoring large datasets to the needs of individual applications and for producing more economical surface models. Consider the model shown in Figure 1 at three different levels of detail. The original surface (a), containing nearly a half million triangular faces, is very densely over-sampled. By comparison, approximation (b) contains 86% fewer triangles, but its appearance is virtually identical to that of the original. For many applications, including interactive rendering, this approximation would be a suitable replacement. Approximation (c) contains a mere 1000 faces. While most of the fine detail of the surface is gone, the overall structure remains. An application trying to measure some gross property of the surface, say volume, could arrive at a reasonable initial estimate from this very simple model.

Techniques for controlling the run-time level of surface detail are also very important in real-time rendering systems. For any given system, available hardware capacity — such as frame buffer fill rates, transformation and lighting throughput, and network bandwidth — is essentially fixed. But the complexity of the scene to render may vary considerably. In order to maintain a constant frame rate, of say 30 Hz, we need to keep the level of detail in the scene from exceeding the available hardware capacity. This need arises at the
low end, where computer games and distributed virtual environments must often operate on systems where available resources are highly constrained. The same need is present at the high end as well, where realistic simulation and scientific visualization systems typically have object databases that far exceed the capacity of even the most powerful graphics workstations.

In order to manage the level of detail of an object, we need to represent it as a multiresolution model — a surface representation which supports the reconstruction of various approximations which can accommodate a wide range of viewing contexts. As an example, consider a surface model such as the one shown in Figure 2b, containing about 100,000 triangular faces. Suppose the viewer is closely examining the surface as in Figure 2a; the screen is filled by a small portion of the total surface. Under these conditions, the area being examined may well have too few triangles while the rest of the model, which falls beyond the field of view, can be ignored. Now consider a view like that in Figure 2c; the model appears as a few small dots. In this case, the model has far too many polygons for the number of pixels being rendered. Not only must a multiresolution model allow us to extract approximations suitable for these three diverse circumstances, but it must also allow us to change the level of detail without excessive overhead. If the time necessary to switch to and render a lower level of detail exceeds the time necessary to simply render a higher level, we would gain no advantage from the multiresolution model.

This report begins with an overview of the problem of surface simplification. Following this is a survey of the algorithms which have been developed. Simplification algorithms based on iterative contraction are of particular interest because they have been used to construct multiresolution surface representations, and we will consider these described in the subsequent sections. Finally, the most important directions in which existing techniques can be extended and improved are explored.

2. Polygonal Surface Simplification

A polygonal model $M$ is composed of a fixed set of vertices $V = (v_1, v_2, \ldots, v_r)$ and a fixed set of faces $F = (f_1, f_2, \ldots, f_n)$. It provides a single fixed resolution representation of an object. Without loss of generality, we can assume that the model consists entirely of triangular faces, since any non-triangular polygons may be triangulated in a pre-processing phase. To streamline the discussion, I will assume that models do not contain isolated vertices and edges which are not part of any triangle. For best results in practice, they should be maintained during simplification and rendered at run time. For most algorithms, the only effect of isolated vertices and edges is to complicate the implementation; the underlying algorithms remain the same.

Suppose we have a polygonal model $M$ and we would like an approximation $M'$. While this approximation will have fewer polygons than the original, it should also be as similar as possible to $M$. The goal of polygonal surface simplification is to automatically produce such approximations. User supervision is generally not feasible. Simplification is naturally targeted towards large and complex datasets which would be very cumbersome to manipulate manually.

A common application of simplification is reducing the complexity of very densely over-sampled models. Models generated by scanning devices and isosurfaces extracted by algorithms such as marching cubes often benefit from simplification. Such models are often uniformly tessellated — an artifact of the nature of most reconstruction algorithms. Triangle density is the same in both flat and highly curved regions. It is usually preferable to be more economical with triangle coverage; local triangle density should adapt to local curvature. The number of triangles can often be reduced by 50 percent or more, and the result will be nearly identical to the original.

More generally, we may want to produce an approximation which is tailored for a specific use. For instance, we might want to produce an approximation of the dragon model in Figure 2 suitable for viewing conditions such as
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A multiresolution model is a model representation which captures a wide range of approximations of an object and which can be used to reconstruct any one of them on demand. The cost of reconstructing approximations should be low because we will often need to use many different approximations at run time. It is also important that a multiresolution representation have roughly the same size as the most detailed approximation alone, although a small constant factor increase in size is acceptable. Since rendering systems are of primary concern here, the appropriate surface approximation for a particular model will depend upon current viewing conditions (e.g., distance to the viewer). The appropriate level of detail may also vary considerably over the surface. As we will see, surface simplification algorithms can be used to construct multiresolution representations from the initial surface geometry.

3. Evaluating Surface Approximations

The primary aim of simplification is to produce a surface approximation which is as similar as possible to the original. In order to assess the quality of an approximation, we need some means of quantifying the notion of similarity. Given a polygonal model $M$ and an approximation $M'$, we would like an error metric for which the value $E(M,M')$ measures the approximation error of $M'$.

In general, the preferred similarity criteria will be application-dependent. Rendering systems are one of the primary application areas of interest in the simplification literature, and similarity of appearance is the natural choice for rendering applications. However, in almost all cases, researchers in the field of simplification have chosen to use similarity of shape as the primary criterion for evaluating approximation quality. Not only do shape-based metrics appear to be more computationally convenient, but they are also more appropriate in non-rendering applications such as finite element analysis. Nevertheless, since similarity of appearance is often what we would like to achieve, it is important to consider how we might define it.

3.1. Similarity of Appearance

For a given view, the appearance of a model is determined by the corresponding raster image which a renderer would produce. If $I_1$ and $I_2$ are $m \times m$ RGB raster images of models $M_1$ and $M_2$, we can define the difference between them as the average sum of squared differences between all corresponding pixels

$$||I_1 - I_2||_{img} = \frac{1}{m^2} \sum_{u=1}^{m} \sum_{v=1}^{m} ||I_1(u,v) - I_2(u,v)||^2$$

where $||I_1(u,v) - I_2(u,v)||$ is the Euclidean length of the difference of the two RGB vectors $I_1(u,v)$ and $I_2(u,v)$.

While there are many more elaborate metrics for comparing images, this very simple definition appears suitable for the simplification domain. If $M_2$ is a good approximation of $M_1$ for the given view, then $||I_1 - I_2||_{img}$ should be small. Given this image metric, we can characterize the total difference in appearance between two models by integrating these differences over all possible views. Naturally, we would expect in practice to merely sample these per-image differences over some finite set of viewpoints.

A simplification algorithm guided by an appearance-based metric of this type has several interesting characteristics. Its primary advantage is that it directly measures similarity of appearance, which is precisely what we are interested in preserving in rendering systems. It also allows us to discard occluded details. Suppose that we have some probability distribution on the possible viewpoints that will occur at run time. Any features which are occluded in all possible views can be immediately removed. For example, if we have a complex model of a submarine and we know that the viewpoint will always be outside the hull, we can remove all
polygons on the interior without introducing any error into the approximation.

While appearance-based metrics have some appealing benefits, they also raise some difficult issues. In particular, the foremost problem is the need to adequately sample the possible viewpoints. If we neglect some important part of the viewpoint space, we may very well remove perceptually significant features. And since each sample may involve an expensive rendering step, we cannot make many samples. Indeed, rendering the models for comparison is likely to be quite expensive; simplification is generally performed on models which are prohibitively expensive to render in the first place.

3.2. Geometric Approximation Error

While similarity of appearance is the foremost goal for approximations used in rendering systems, it is generally easier to consider geometric measures of error instead. We can use geometric similarity as a proxy for visual similarity. By striving to produce geometrically faithful results, we can also produce approximations that will be useful in application domains other than rendering.

3.2.1. Function Approximation

Before considering the full problem of measuring approximation error for polygonal models, let us examine a much simpler case: function approximation. This area of study has a long history in the mathematics literature, and it will provide us with some intuition which will carry over into the polygonal domain.

The two most commonly used error metrics are the \( L_{\infty} \) and \( L_2 \) norms. Suppose a real-valued function \( f(t) \), an approximation \( g(t) \), and an interval of interest \([a, b]\) are given. The \( L_{\infty} \) norm, which measures the maximum deviation between the original and the approximation is defined by

\[
\| f - g \|_{\infty} = \max_{a \leq t \leq b} | f(t) - g(t) | \tag{2}
\]

The \( L_2 \) norm defined by

\[
\| f - g \|_2 = \left( \int_a^b (f(t) - g(t))^2 \, dt \right)^{1/2} \tag{3}
\]

provides a measure of the average deviation between the two functions. A piecewise-linear approximation \( g(t) \) composed of \( n \) segments is called optimal if there is no other \( n \)-segment approximation having a smaller error. The \( L_{\infty} \) norm is generally regarded as a stronger measure of error in the function approximation literature. Because it provides a global absolute bound on the distance between the original and the approximation, it is often easier to prove quality guarantees. However, the \( L_2 \) norm is somewhat more general. Certain functions, such as \( f(t) = t^{-1/3} \) on the interval \([0, 1]\), have a well-defined \( L_2 \) norm but no \( L_{\infty} \) norm.

The \( L_{\infty} \) norm is most useful because it provides absolute distance bounds which are a useful error guarantee. However, it can be overly sensitive to any noise that might be present in the original model. In contrast, the \( L_2 \) norm better reflects overall fit, but may discount large, but highly localized, deviations. For example, consider the curves shown in Figure 3.

![Figure 3: Two approximations to the same base curve.](image)

Figure 3. The two approximations (b) and (c) have the same \( L_{\infty} \) error, namely the distance \( h \). However, curve (c) certainly seems to be a better overall approximation. The \( L_2 \) norm would assign a higher error to curve (b) than curve (c). Now consider the curves shown in Figure 4. The base curve (a) and the approximation (c) are the same as before. We can choose the size of the tent in approximation (c) such that both (b) and (c) have the same \( L_2 \) error. However, there are certainly cases in which (b) is a preferable approximation given that (c) deviates significantly further from the base curve. Also, suppose that we allow the width \( \varepsilon \) of the tent in (c) to approach 0. The \( L_2 \) error of (c) will also approach 0, while its \( L_{\infty} \) error will remain \( h \).

3.2.2. Surface Approximation

We can formulate surface-based analogs of both the \( L_2 \) and \( L_{\infty} \) function approximation norms. First, we need to generalize the notion of deviation between the original and the approximation. In the functional case outlined in the previous section, we measured deviation as the vertical distance \( | f(x) - g(x) | \). When comparing general surfaces, there is no single distinguished direction along which to measure distances. Instead, we will measure distances between closest pairs of points. The distance from a point \( v \) to the model \( M \) is defined to be the distance to the closest point \( w \) on the model:

\[
d_s(M) = \min_{w \in M} \| v - w \| \tag{4}
\]

where \( \| \cdot \| \) is the usual Euclidean vector length operator.

One commonly used geometric error measure is the Hausdorff distance, an analog the \( L_{\infty} \) metric, which can be defined as

\[
E_{\max}(M_1, M_2) = \max_{v \in M_1} \left( \max_{w \in M_2} d_s(M_1), \max_{w \in M_1} d_s(M_2) \right) \tag{5}
\]

The Hausdorff error measures the maximum deviation between the two models. If \( E_{\max}(M, M') < \varepsilon \), then we know that every point of the approximation is within \( \varepsilon \) of the original surface and that every point of the original is within
\( \varepsilon \) of the approximation. Along similar lines, we can define \( E_{\text{avg}} \), an analog of the \( L_2 \) metric, which measures the average squared distance between the two models as

\[
E_{\text{avg}}(M_1, M_2) = \frac{1}{w_1} \int_{v \in M_1} d_s^2(v) + \frac{1}{w_2} \int_{v \in M_2} d_s^2(v)
\]

where \( w_1, w_2 \) are the surface areas of \( M_1, M_2 \). Note the symmetric construction of both \( E_{\text{max}} \) and \( E_{\text{avg}} \). It is not sufficient to simply consider every point on \( M_1 \) and find the closest corresponding point on \( M_2 \). We must also do the same for every point on \( M_2 \).

In practice, these error metrics can be prohibitively expensive to compute exactly. It is common to formulate approximations of these ideal metrics based on sampling the distance \( d_s \) at a discrete set of points \( X_1, X_2 \) on the surfaces of \( M_1, M_2 \), respectively. These sets should, at a minimum, contain all the vertices of their respective models.

Some simplification algorithms have used these metrics to directly guide the construction of approximations. For instance, the \( E_{\text{avg}} \) energy term used by Hoppe et al.\(^{51,47}\) is very similar to \( E_{\text{avg}} \). It differs only in omitting the averaging terms and by measuring the asymmetric distance from \( M_1 \) to \( M_2 \). Most published results which attempt to assess the objective quality of approximations\(^9,63,31\) use one or both of these metrics, which can be conveniently calculated using the Metro\(^{10}\) model comparison tool.

To further reduce the cost of evaluating these error metrics, others\(^{68,57,7,90}\) define localized versions of the underlying distance function \( d_s \). As defined above, \( d_s(M) \) finds the distance of \( v \) to the closest point on \( M \). However, we can restrict our search to a small region \( R \) of \( M \) and evaluate the localized distance \( d_s(R) \). Many surface simplification algorithms produce a correspondence between vertex neighborhoods on the approximation and regions on the original surface. Thus, we can quite naturally define a localized error metric based on measuring distances to these corresponding regions.

4. Survey of Polygonal Simplification Methods

The problems of surface simplification and multiresolution modeling have received increasing attention in recent years. The underlying concept of multiresolution surface models is not particularly new; Clark\(^{31}\) discussed the general idea twenty-five years ago. However, with the exception of work done on simpler objects such as curves and height fields, most of the results in the field are fairly recent.

This section surveys some of the notable simplification algorithms. It is by no means exhaustive; rather, I have tried to select representative algorithms. The survey by Heckbert and Garland\(^{44}\) provides more complete coverage of several algorithms, particularly for height field simplification. Data on the relative performance of various simplification algorithms can be found in the survey of Cignoni et al.\(^9\) and elsewhere\(^{65,7,31}\).

The two most common methodologies in surface simplification are refinement and decimation. A refinement algorithm is an iterative algorithm which begins with an initial coarse approximation and adds elements at each step. Essentially the opposite of refinement, a decimation algorithm begins with the original surface and iteratively removes elements at each step. Both refinement and decimation share a very important characteristic: they seek to derive an approximation through a transformation of some initial surface.

An important distinction between algorithms is whether they perform topological simplification on the surface. Most methods fall into one of three categories. Some specifically prohibit any topological alteration\(^{13}\). The majority of algorithms simplify the topology implicitly. In other words, they make choices based on geometric criteria, but they may simplify the topology as a side-effect. Finally, some algorithms explicitly consider the simplification of surface topology\(^{42,23}\) along with geometric simplification.

Clearly, there are applications in which topological simplification must be prevented. For example, in some medical imaging applications, preserving a hole in the heart wall may be much more important than preserving the exact shape of the surface. However, in most rendering applications, not only can we safely simplify the topology of models, it is often desirable to do so. Consider a model of a sponge. When examined closely, the intricate structure of holes in the sponge is a visually important feature. However, when viewed from a distance, these holes are imperceptible. The entire sponge can be adequately approximated by a simple block, particularly if we can apply an appropriate texture image to the block that simulates the texture of the original.

Surface models are often assumed to be manifolds\(^{45}\) — surfaces for which all points have neighborhoods topologically equivalent to a disk. Many surfaces encountered in practice tend to be manifolds, and many surface-based algorithms require manifold input. It is possible to apply such algorithms to non-manifold surfaces by cutting the surface into manifold components and subsequently stitching them back together\(^{40}\). However, it can be advantageous for simplification algorithms to explicitly allow non-manifold surfaces, particularly when topological simplification is allowed. Imagine a model of a metal plate with many small holes drilled in it. The common contraction-based approach for removing a hole from this model would begin by collapsing one end of the hole into a single point, resulting in a non-manifold vertex neighborhood. While it is possible to explicitly cut and re-stitch the surface during simplification\(^{65}\), this can add substantial complexity to the algorithm.

Before considering general surface simplification, let us briefly examine two lower-dimensional problem domains — the simplification of curves and height fields.

4.1. Curves and Functions

Not surprisingly, the simplification of functions and curves has the longest history. Within this area, the work on the simplification of piecewise-linear curves is most closely related
to the problem of simplifying polygonal surfaces. It has developed in, among other fields, cartography (under the name “generalization”), computer vision, and computer graphics.

Suppose that we have a piecewise-linear curve with \( n \) vertices, and we would like an approximation with \( m < n \) vertices. For these simple geometric objects, we can actually construct optimal approximations — those which use the minimum number of vertices necessary to achieve a given error tolerance. Algorithms have been developed for constructing \( L_\infty \)-optimal approximations of functions\(^53\), plane curves\(^53\), and 3-D space curves\(^52\). However, finding these optimal solutions quickly becomes expensive. While the algorithm for finding optimal approximations of functions has a time complexity of \( O(n) \), the algorithms for plane curves and space curves have much higher complexities of \( O(n^2 \log n) \) and \( O(n^2 \log n) \), respectively. This makes them rather impractical for very large datasets.

Perhaps the most widely used algorithm for curve simplification is a simple refinement algorithm, commonly referred to as the Douglas–Peucker\(^20\) algorithm. This algorithm begins with some minimal approximation, normally a single-line segment from the first to last vertex. This segment is split at the point on the original curve which is furthest from the approximation. Each of the two new subsegments can be recursively split until the approximation meets some termination criteria. This is evidently a rather natural algorithm for curve approximation, since it was independently invented by a number of people\(^44\).

Decimation algorithms, which in essence are the Douglas–Peucker refinement algorithm in reverse, have also been developed\(^4 \) \(^61\). While the quality of their results is at least as good, they tend to be less efficient. Broadly speaking, the time and memory requirements of these iterative algorithms depend on the size of the current approximations being tracked through successive iterations. The refinement approach begins with a minimal approximation and gradually refines it, rather than starting with the full model and gradually simplifying it. Therefore, the intermediate approximations which it constructs tend to be fairly small, particularly if the target approximation is only say 10% or less the size of the original.

4.2. Height Fields

Height fields are among the simplest types of surface. They can be defined as the set of points satisfying an equation of the form \( z = f(x, y) \) where \( x \) and \( y \) range over a subset of the Cartesian plane.

In contrast to curve simplification, it is not feasible to construct optimal approximations of height fields. Agarwal and Suri\(^2\) have shown that computing an \( L_\infty \)-optimal approximation of a height field is NP-Hard\(^14\). In other words, an optimal approximation cannot be computed in less than exponential time. Polynomial time approximation algorithms have been developed\(^2^1\) which can generate approximations with some \( L_\infty \) error \( \varepsilon \) using \( O(k \log k) \) triangles, where there are \( k \) triangles in the optimal approximation. However, their running time is at best \( O(n^2) \) for a height field with \( n \) input points — too high for practical use on large datasets.

Refinement is the most popular approach for terrain approximation, as it was in the case of curves. One particularly common algorithm begins with a minimal approximation and iteratively inserts the point where the approximation and the original are farthest apart. This greedy insertion technique has received significant attention and has been independently rediscovered repeatedly\(^44\). Incremental Delaunay triangulation\(^41\) is often used to triangulate the selected vertices, but other data-dependent triangulations can produce approximations with lower error\(^25 \) \(^32\).

Decimation algorithms for simplifying height fields have also been proposed\(^60 \) \(^82\). However, as was the case with curves, they do not seem to be as widely used as refinement methods. Depending on the exact algorithms chosen, decimation may produce higher quality results than refinement. But the greater speed and smaller memory requirements of refinement seem to have made it the more common choice.

4.3. Surfaces

Successful algorithms for simplifying curves and height fields were developed twenty years ago\(^20 \) \(^27\), but the work on more general surface simplification is much more recent. Note that, since height fields are a special case of general surfaces, optimally approximating a surface is NP-Hard.

4.3.1. Manual Preparation

The traditional approach to multiresolution surface models has been manual preparation. A human designer must construct various levels of detail by hand. Manual techniques have been in use in the flight simulator field for decades\(^15\), and similar techniques are in use today by game developers\(^80\). While this process may be aided by a specially designed surface editor\(^28\), it can still be a time-consuming and difficult task. The general goal of the work done on surface simplification has been to automate this task.

4.3.2. Polyhedral Refinement

Only a small number of algorithms for progressively refining polygonal surfaces have been proposed\(^25 \) \(^18 \) \(^19\). While refinement has traditionally been the method of choice for approximating curves and height fields, decimation has been much more widely used for simplifying more general surfaces. Perhaps the primary difficulty with refinement in this case involves actually constructing the base approximation. If we limit ourselves to refining via simple subdivision rules, then the initial approximation must necessarily have the same topology as the original model. However, not only does this prevent us from simplifying the topology, but it is not always easy to discover the topology of the input surface.
### 4.3.3. Vertex Clustering

Vertex clustering methods\textsuperscript{79, 66, 83} spatially partition the vertex set into a set of clusters and unify all vertices within the same cluster. They are generally very fast and work on arbitrary collections of triangles. Unfortunately, they can often produce relatively poor quality approximations.

The simplest clustering method is the uniform vertex clustering algorithm described by Rossignac and Borrel\textsuperscript{79}. A simple example of uniform clustering is shown in Figure 5. The vertex set is partitioned by subdividing a bounding box on a regular grid, and the new representative vertex for each cell is computed using cheap heuristics based on criteria such as edge length. This process can be implemented quite efficiently. The algorithm also tends to make substantial alterations to the topology of the original model. Looking at Figure 5, we can see that the triangle in the upper left corner is reduced to a point, and two separate components along the top are joined together. Note that, much like uniform subsampling of images, the results of this algorithm can be quite sensitive to the actual placement of the grid cells. It is also incapable of simplifying features larger than the cell size. A planar rectangle consisting of many triangles all larger than the cell size will not be simplified at all, even though it can be approximated using two triangles without error.

The most natural way to extend uniform clustering is to use an adaptive partitioning scheme such as octrees\textsuperscript{67}. Centering cells around important vertices, rather than merely partitioning space, can also lead to improved approximations\textsuperscript{66}.

Clustering methods tend to work well if the original model is highly over-sampled and the required degree of simplification is not too great. They also tend to perform better when the surface triangles are smaller than the cell size. Since no vertex moves further than the diameter of its cell, clustering algorithms provide guaranteed bounds on the Hausdorff approximation error sampled at the vertices of $M$ and $M'$. However, to achieve substantial simplification, the required cell size increases quite rapidly, making the error bound rather weak. In particular, at more aggressive simplification levels, the quality of the resulting approximations can quickly degrade.

#### Figure 5: Uniform clustering in two dimensions.

### 4.3.4. Region Merging

A handful of simplification algorithms\textsuperscript{54, 46, 37} operate by merging surface regions together. For example, the “superfaces” algorithm of Kalvin and Taylor\textsuperscript{54} partitions the surface into disjoint connected regions based on a planarity criterion. Each region is replaced by a polygonal patch whose boundary is simplified, and the resulting region is retriangulated. These algorithms are generally restricted to manifold surfaces, and do not alter the topology of the model. The algorithms of Hinker & Hanson\textsuperscript{46} and Gourdon\textsuperscript{37} appear to be best suited for smooth surfaces that are not highly curved. However, Kalvin and Taylor’s algorithm seems to produce good quality results, and it provides bounds on the approximation error.

Region merging techniques do not seem to have become widespread. This may well be because they are somewhat more complicated to implement in comparison to other algorithms without offering superior approximations. And in contrast to iterative edge contraction, they do not produce a natural multiresolution representation.

### 4.3.5. Wavelet Decomposition

Wavelet methods\textsuperscript{91} provide a fairly clean mathematical framework for the decomposition of a surface into a base shape plus a sequence of successively finer surface details. Approximations can be generated by discarding the least significant details. They have been used quite successfully for producing multiresolution representations of signals and images\textsuperscript{66, 91}.

Lounsbery et al.\textsuperscript{65} developed a method for generating a wavelet decomposition of surfaces with subdivision connectivity. Consequently, the resulting approximations may be relatively far from optimal because they may use a large number of triangles simply to preserve subdivision connectivity. Wavelet decompositions are also generally unable to resolve creases on the surface unless they fall along edges in the base mesh; Hoppe\textsuperscript{47} provides a good illustration of this effect. Eck et al.\textsuperscript{22} developed a procedure for producing a subdivision mesh from a surface with arbitrary connectivity. However, this pre-process introduces some level of error into the base shape, although this error can be limited by a specified tolerance value. Like other subdivision-based schemes, wavelet methods cannot easily construct approximations with a topology different from the original surface.

### 4.3.6. Vertex Decimation

One of the more widely used algorithms is vertex decimation, an iterative simplification algorithm originally proposed by Schroeder et al.\textsuperscript{86}. In each step of the decimation process, a vertex is selected for removal, all the faces adjacent to that vertex are removed from the model, and the resulting hole is retriangulated (see Figure 6). Since this retriangulation requires a projection of the local surface onto a plane, these algorithms are generally limited to manifold surfaces. The fundamental operation of vertex deletion is also incapable of simplifying the topology of the model.
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4.3.7. Iterative Contraction
The original vertex decimation algorithm used a fairly conservative estimate of approximation error. More re-
cent methods use more accurate error metrics, like the localized Hausdorff error. They maintain links between points on the original surface and the corresponding neigh-
borhood on the approximation, and the distances between these points and the associated faces define the approxima-
tion error.

The algorithm of Schroeder et al. is reasonably efficient, both in time and space, but it seems to have some difficulty preserving smooth surfaces (c.f. Schroeder Fig. 9). The body of the turbine blade is initially smooth, but becomes quite rough during simplification. While the other vertex decimation algorithms produce higher quality results, they are substantially slower and consume more space.

This methodology of vertex decimation is in fact closely related to iterative contraction (discussed in the next section). In particular, note that the vertex removal pictured in Figure 6 can just as easily be accomplished by contracting the bottom edge. Removing a vertex by edge contraction is generally more robust than projecting the neighborhood onto a plane and retriangulating.

4.3.7. Iterative Contraction
The final major class of algorithms is based on the iterative contraction of vertex pairs. Some algorithms have been formulated using face contraction, but since a face can be contracted by contracting two of its edges, the distinction is minor. Contraction algorithms have become increasingly popular in recent years, and I will focus on them in greater detail.

A vertex pair contraction, denoted \((v_i, v_j) \rightarrow v\), modifies the surface in three steps:
1. Move the vertices \(v_i\) and \(v_j\) to the position \(v\);
2. Replace all occurrences of \(v_j\) with \(v\);
3. Remove \(v_j\) and all faces which become degenerate — that no longer have three distinct vertices.

The first step modifies the geometry of the surface, and the second step modifies the connectivity of its mesh. Unless the topology is explicitly preserved, this may also implicitly alter the topology of the surface (e.g., by closing holes). The final step simply removes elements of the surface which are no longer needed.

When an edge is contracted, its end points are replaced by a single point and triangles which degenerate to edges are removed (see Figure 7). Also note that the fundamental op-
eration of contraction does not require the immediate neigh-
borhood to be manifold. In fact, contraction can be applied to any simplicial complex. Thus contraction-based algorithms can more conveniently deal with non-manifold surfaces than vertex decimation algorithms.

General pair contractions, where the vertices \(v_i, v_j\) need not be connected by an edge, have been proposed to provide a means of merging separate topological components during simplification. The effect of an edge contraction such as the one pictured in Figure 7 is to remove one vertex and one or more faces from the model. In contrast,contracting a non-edge pair will remove one vertex and join previously unconnected regions of the surface (see Figure 8). In general, performing topological simplification via pair contractions requires the algorithm to support non-manifold surfaces. At the instant when two separate components are joined together, a non-manifold region will almost certainly be created. For instance, the resulting neighborhood pictured in Figure 8 is non-manifold because the faces surrounding \(v\) form two separate fans.

To perform the contraction \((v_i, v_j) \rightarrow v\), we must choose a target position \(v\). Subset placement, where we select one of the endpoints as the target position, is the simplest strategy that we can adopt. We can often produce better approximations using optimal placement where \(v\) is allowed to float freely in space in order to minimize some error metric. This will generally result in higher quality approximations, but as we will see, the storage requirements for multiresolution representations will be higher.
Most of the iterative contraction algorithms which have been developed follow a simple greedy procedure to select a sequence of edge contractions. Each pair being considered for contraction is assigned a “cost”. The way in which this cost is determined is the primary differentiating factor between algorithms of this type. Generally, this cost of contraction is meant to reflect the amount of error introduced into the approximation by the contraction of the pair in question. At each iteration, the lowest cost pair is contracted. Once a contraction is added to the sequence, it is never reconsidered.

Figure 9 illustrates the simplification of a small model by a series of edge contractions. The original model \( M^0 \) is a square with a hole cut through it; the total model consists of eight triangular faces. By contracting the highlighted pair of vertices \( (v_6, v_8) \), we produce the approximation \( M^1 \). Now, by contracting the highlighted pair \( (v_6, v_7) \), we arrive at the approximation \( M^2 \); notice that the hole is now closed. Assuming that contractions were selected based on purely geometric criteria, this example illustrates how the topology of the model may be implicitly simplified by iterative contraction.

Hoppe’s algorithm\(^7^7\) for constructing progressive meshes is based on minimization of an energy function. One of its primary components is a geometric error term very much like \( E_{avg} \). The algorithm maintains a set of sample points on both the original surface, and the distances between these points and the corresponding closest points on the approximation determine the geometric error. This algorithm produces some of the highest quality results even currently available methods. However, the price of this precision is a very long running time. Hoppe reports\(^4^8\) running times of around an hour for a model of about 70,000 faces. The original algorithm could simplify topology by closing holes in the surface, and the extension by Popović and Hoppe\(^7^2\) can join unconnected regions. The mesh optimization algorithm of Hoppe et al.\(^5^1\) is an earlier form of the progressive mesh construction algorithm\(^7^7\). It performs explicit search rather than simple greedy contraction. Consequently, it exhibits even longer running times, but may produce the highest quality results.

The algorithm developed by Guéziec\(^3^8,3^9\) maintains a tolerance volume around the approximation such that the original surface is guaranteed to lie within that volume. The volume itself is defined by spheres located at each vertex of the approximation. The convex combination of these spheres over the faces of the model creates so called “fat triangles” which comprise the tolerance volume. Vertices of the approximation are positioned to preserve the volume of the object. While this algorithm appears somewhat slow, it is faster than Hoppe’s algorithm, and it appears to generate good quality results.

In the algorithm of Ronfard and Rossignac\(^7^2\), each vertex in the approximation has an associated set of planes, and the error at that vertex is defined by the maximum of squared distances to the planes in this set. These sets are merged when vertices are contracted together. While it is necessary less precise, Ronfard and Rossignac\(^7^8\) show that localized Hausdorff error bounds can be derived from their metric. The resulting approximations appear to have generally good quality, and the algorithm is fairly efficient compared to the more exact algorithms.

The quadric error metric developed by Garland and Heckbert\(^3^1,3^3\) also defines error in terms of distances to sets of planes. However, it uses a much more efficient implicit representation of these sets. Each vertex is assigned a single symmetric \( 4 \times 4 \) matrix which can measure the sum of squared distances of a point to all the planes in the set. Under suitable conditions, the eigenvectors and eigenvalues of a quadric accumulated over a smooth surface region are determined by the principal directions and principal curvatures of the surface\(^3^5\). While the quadric metric sacrifices some precision in assessing the approximation error, the resulting algorithm can produce quality approximations very rapidly. For example, only 7 seconds are required to simplify a model containing 70,000 triangles.

The “memoryless” algorithm recently developed by Lindstrom and Turk\(^6^3\) is interesting in that, unlike most algorithms, it makes decisions based purely on the current approximation alone. No information about the original shape is retained. They use linear constraints, based primarily on conservation of volume, in order to select an edge for contraction and the position at which the remaining vertex will be located. In fact, the “volume optimization” component of this metric is identical to a variation on the quadric error metric\(^3^1\). The reported results suggest that it can generate good quality results, and that it is fairly efficient, particularly in memory consumption. By way of comparison, simplifying a 70,000 triangle model requires about 2.5 minutes.

One of the major benefits of iterative contraction is the hierarchical structure that it induces on the surface. This quite naturally leads to a useful multiresolution surface representation which we will explore in subsequent sections.

### 4.4. Material Properties

Much of the work done on simplifying surfaces has focused exclusively on the geometry of the surface. But in practice, models may often have various material properties. For example, models intended for use in rendering systems might often have color and texture attached to the surface.

Certain et al.\(^5\) outlined a technique for adding surface color to a wavelet surface decomposition. Hoppe\(^4^7\) explicitly included attributes in his error metric which supports both per-vertex (or scalar) attributes and per-face (discrete) attributes. As was the case with geometric fidelity, this algorithm seems to produce high quality results at the cost of rather high running times. The quadric error metric can also be generalized\(^4^4\) to consider material properties.

An alternative approach is to treat attributes as maps on the surface. In this case, we would focus on reparameterizing the maps rather than preserving actual attribute values.
Cohen et al.\textsuperscript{12} developed an algorithm capable of reparameterizing both texture and normal maps as a surface is simplified. Others — including Maruya\textsuperscript{69}, Soucy et al.\textsuperscript{87}, and Cignoni et al.\textsuperscript{8} — decouple attributes and geometry even further. They first compute a simplified surface, without regard for the surface attributes. Given the final approximation, they resample the attributes of the original into a texture map on the approximation.

The primary attraction of this approach is that texturing is widely supported in rendering systems, and it decouples the resolution of the geometry (vertex count) from the resolution of the attributes (texture dimensions). If the target rendering system supports bump mapping or normal mapping, this can be an effective technique for retaining high levels of visual fidelity\textsuperscript{8,12}. However, current approaches for generating this mapping into texture space produce highly fragmented textures — neighboring triangles on the surface will not occupy neighboring regions in the texture. The unfortunate consequence is that we cannot construct image pyramids for the resulting textures because neighboring texels may be mapped onto entirely separate parts of the model. It also makes this approach ill-suited for multiresolution modeling applications, since each level of detail would require its own individual texture map.

5. Discrete Multiresolution Models

The simplest method for creating multiresolution surface models is to generate a set of increasingly simpler approximations. For any given frame, a renderer could select which model to use and render that model in the current frame\textsuperscript{29}. For any given frame, a renderer could select which model to use and render that model in the current frame\textsuperscript{29}. For any given frame, a renderer could select which model to use and render that model in the current frame\textsuperscript{29}.

In this case, we would be using a series of \textit{discrete levels of detail}; our multiresolution model would consist of the set of levels — such as in Figure 10 — and the threshold parameters to control the switching between them. The simplicity of the discrete multiresolution approach is its primary attraction. If we can produce good surface approximations, we can produce discrete multiresolution models.

5.1. Level of Detail Blending

Simply switching levels of detail between frames by substituting one whole discrete model will often incur negligible overhead at display time. Many systems are designed to transmit all the geometry of the world to the graphics subsystem at each frame. Thus, ignoring external factors such as paging the relevant geometry into main memory, switching levels of detail simply involves transmitting different geometry for the current frame. If the graphics subsystem supports caching several levels of detail in pre-compiled display lists, we might not even have to transmit any new geometry at all. However, it can potentially cause significant visual artifacts. In most cases, the number of polygons in the two models will differ significantly, and this may cause their appearances in the output image to be significantly different as well. Making such a substantial change in appearance between two consecutive frames can lead to “popping” artifacts. This effect can be mitigated by extending the level of detail transition over several frames and using alpha blending to perform a smooth cross-dissolve between the images of the two models\textsuperscript{30}. Visual artifacts are still evident, but are much less objectionable. Unfortunately, this technique causes the overall rendering cost to increase during transitions since the system must render two levels of the model at the same time.

5.2. Geomorphing

Another alternative is to smoothly interpolate between the geometries of two consecutive levels over several frames. This \textit{geomorphing} technique has been used in line-based\textsuperscript{20} and terrain-specific\textsuperscript{15,26} systems for some time. Provided that we have a correspondence between the vertices of successive levels of detail, we can also apply geomorphs to general polygonal surfaces\textsuperscript{47}. Suppose that we are transitioning between a model $M$ and a simpler model $M'$ and that every vertex $v \in V$ corresponds to a vertex $\phi(v) \in V'$. Iterative contraction algorithms generate exactly this sort of correspondence. During the transition, the model will have the same mesh connectivity as the more complex model $M$, but its geometry will vary continuously between that of $M$ and $M'$. For each vertex $v$ in $M$, we substitute an interpolated position $tv + (1-t)\phi(v)$. At $t = 0$, the model will have exactly the same shape as $M$, and at $t = 1$, the model will have the shape of $M'$. By moving $t$ between 0 and 1 over several successive frames, we can smoothly transition between the two.
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\caption{Simplification of a simple planar object.}
\end{figure}
models. Unlike the alpha blending approach, the geometric complexity of the object being rendered is the same as \( M \). While this is less than ideal, because we have determined that the required level of complexity is only that of \( M' \), it is certainly lower than the combined size of both levels. However, there is the additional overhead of interpolating the vertex positions for each frame. Whether this is less expensive than blending the images of \( M \) and \( M' \) may depend on the hardware architecture.

The principal drawback of discrete multiresolution models is that the levels of detail available at run time are rather limited. A renderer would be forced to pick one of our pre-generated models, even if it needed an intermediate level. Thus, the renderer would either have to pick a model without sufficient detail (and sacrifice image quality) or choose a model with excess detail (and waste time). Unless the model is divided into interchangeable blocks, the renderer would also be unable to vary the level of detail over different parts of the model. Suppose, for example, that we are standing near the corner of a building looking down one side. At the corner nearest the viewpoint, the renderer needs a high level of detail to maintain image quality. However, as the walls recede into the distance, the renderer could potentially use less and less detail. If the renderer is forced to use the same level of detail over the whole model, it must again choose to use an insufficient level and sacrifice quality or use an excessive level and waste time.

Despite this limitation, discrete multiresolution models can be quite useful in certain situations. If an object is displayed such that the entire surface is at roughly the same scale, then discrete multiresolution models are an effective means of controlling level of detail. For instance, the discrete method seems to have been effective in the walkthrough system described by Funkhouser and Séquin\(^29\). Support for discrete levels of detail has also been included in a number of commercial rendering systems, including RenderMan\(^{94}\), Open Inventor\(^{95}\), and IRIS Performer\(^{76}\). The RenderMan interface provides for “mixing” successive levels of detail together, but leaves the exact mechanism undefined. Performer provides explicit support for both alpha blending and geomorphing. Discrete levels of detail have also been used for accelerating the computation of radiosity solutions\(^{81}\).

6. Continuous Multiresolution Models

As we have just seen, discrete multiresolution models are sufficient in some circumstances, but there are other cases in which they are inadequate. A large surface, such as a terrain, being viewed at close range from an oblique angle is particularly problematic. Consider the example shown in Figure 11. The viewpoint is positioned just above the surface, looking out towards the horizon. Notice how the screen-space density of the triangulation increases as the surface recedes into the distance. An approximation with a constant level of detail would either be too dense in the distance (as in Figure 11) or too sparse near the viewpoint. We would prefer an approximation where the level of detail is allowed to vary continuously over the surface. In particular, we would like the level of detail of a particular neighborhood to be viewpoint dependent. Figure 12 demonstrates the results. While the approximation shown in Figure 11 contains many distant triangles whose projected screen size is minute, the approximation shown in Figure 12 uses a much lower level of detail for distant surface regions. The result is an approximation which is specifically tailored to the current viewpoint. Thus, we are looking for a multiresolution representation that con-
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continuously adapts the surface at run time based on viewing conditions. Run-time adaptation can be combined with the blending and geomorphing techniques described earlier to produce smooth transitions.

The need for adaptive level of detail control is particularly pronounced in the case of terrains, and continuous multiresolution models have been in use by flight simulator systems for twenty years\(^{15}\). Several effective adaptive terrain techniques are available\(^ {21,62}\). Many are based on a regular subdivision (e.g., quadtrees) of the terrain surface. Using regular subdivisions helps to minimize the run-time overhead incurred by maintaining an adaptive level of detail.

There has been comparatively less work on continuous multiresolution representations for general triangulated surfaces. Multi-triangulations\(^ {17,16}\) provide a fairly general framework that can describe most commonly used multiresolution representations. Vertex hierarchies\(^ {48,50,67,97}\) are a particular multiresolution representation that have received considerable attention. An important feature of vertex hierarchies is that they can be constructed as a by-product of contraction-based simplification algorithms. While the associated overhead is often acceptable, it is certainly higher than that of discrete multiresolution models. For instance, Hoppe\(^ {48}\) reports that model adaptation consumed 14% of the frame time for his implementation.

Depending on the application at hand, discrete or continuous multiresolution models may be more appropriate. Discrete methods are simpler and require less overhead. Continuous methods are more flexible but have higher overhead. This flexibility is important for models such as terrains, but may not be necessary for objects such as chairs in a room. Indeed, the best solution is to support different multiresolution representations which are tailored to different classes of model.

7. Incremental Representations

Starting with the original model \(M^0\), iterative simplification algorithms generate a sequence of approximations

\[
M^0 \rightarrow M^1 \rightarrow M^2 \rightarrow \cdots \rightarrow M^k
\]

arriving at the final approximation \(M^k\). Note that this differs from the progressive mesh notation used by Hoppe\(^ {47}\) where \(M^0\) is the base mesh which, by a sequence of refinements, is transformed into the original mesh \(M^k\). An incremental representation is one which encodes the original model \(M^0\), the final model \(M^k\), and all the intermediate approximations \(M^1, \ldots, M^{k-1}\). This is a multiresolution representation because it allows us to extract a fairly wide range of levels of detail. However, the available approximations are restricted to exactly those which were generated during simplification.

7.1. Simplification Streams

The direct by-product of iterative contraction is an incremental representation which I will term a simplification stream. During the process of simplification, we generate the sequence of models

\[
M^0 \rightarrow \phi^1(M^0) \rightarrow \phi^2(M^0) \rightarrow \phi^3(M^0) \rightarrow \cdots \rightarrow \phi^k(M^0)
\]

where each step \(\phi^{i-1} \rightarrow \phi^i\) corresponds to the application of a single contraction \(\phi\). Thus each intermediate approximation \(M^i\) can be expressed as the result of applying some prefix of the total sequence of contractions

\[
M^i = (\phi^1 \circ \cdots \circ \phi^i)(M^0)
\]

Suppose that along with the original mesh \(M^0\) we store a representation of each contraction \(\phi^i\). By simply applying (7), we can reconstruct any intermediate model \(M^i\) in addition to the original and final models. In essence, by storing a record of the simplification process, we can re-apply the same contraction sequence but choose an earlier stopping point.

At a minimum, the pieces of information that must be recorded for a contraction \(\phi^i\) are

1. identifiers for the vertices \((v_j, v_k)\) being contracted, and
2. the final position \(v\).

Note that the actual size of this data may vary. If we are using an optimal placement strategy, \(v\) might require as much as 3 floating point numbers to determine the new vertex position. And if the vertices have associated material attributes, further data will be required for each attribute. On the other hand, with a fixed placement strategy, \(v\) can be encoded implicitly by the order of the vertices \((v_j, v_k)\).

Simplification streams do provide an incremental representation of the surface. By applying some prefix of the contraction sequence, we can reconstruct any of the intermediate approximations generated during simplification. However, their practical utility is limited. Lau et al.\(^ {59}\) used simplification streams of bounded size as a cache of recently generated approximations for run-time simplification. Recording the last \(k\) contractions allows their system to refine the current approximation by at most \(k\) steps. If further refinement is required, simplification begins again from the original model. For certain limited applications, this might yield acceptable results, but simplification streams are unsuitable for representing a wide range of approximations. Since we store the entire original model \(M^0\) plus the contraction sequence, the resulting representation is necessarily larger than the original model. If we assume that our original model is very large and our desired approximation is quite small, certainly a common case, we are faced with a more significant problem. In order to reconstruct a small approximation, we must apply a large number of contractions to a large model. Thus, the smaller the approximation the greater the time required to extract it. We would clearly prefer reconstruction cost to be proportional to the desired approximation size. Fortunately, a closely related representation can solve both of these problems.

7.2. Progressive Meshes

The progressive mesh (PM) structure, originally introduced by Hoppe47–49, provides the same functionality as a simplification stream. However, it has two important advantages. First, the resulting representation can actually be smaller than the original model. Second, reconstruction time is proportional to the desired approximation size.

A progressive mesh is, in essence, a reversed simplification stream. It exploits the fact that the contraction operator is invertible. For each contraction \( \psi \), we can define a corresponding inverse \( \psi' \). This operation, called a vertex split, is an inverse of \( \psi \) such that \( \psi'(M^i) = M^{i-1} \). Thus, we begin with the final approximation \( M^i \) and produce a sequence of models

\[
M^i \xrightarrow{\psi^i} \cdots \xrightarrow{\psi^2} M^2 \xrightarrow{\psi^1} M^1 \xrightarrow{\psi^0} M^0
\]

terminating at the original model. The model \( M^0 \) is called the base mesh. Along with this base mesh, we can store the vertex split sequence \( \psi^1, \psi^2, \ldots, \psi^i \). Each item in the sequence must encode the vertex being split, positions for the two resulting vertices, and which triangles to introduce into the mesh47. We can reconstruct some intermediate approximation \( M^j \) by applying a prefix of the vertex split sequence:

\[
M^j = (\psi^{j+1} \circ \cdots \circ \psi^i)(M^0)
\]

Not only does this encode many different levels of detail of the original model, but Hoppe demonstrated that progressive meshes are also an effective technique for compressing the input geometry.

Progressive meshes are generally developed as the result of iterative edge contraction. Naturally, they can also be used with alternative contraction primitives. For instance, a progressive mesh based on face contraction has exactly the same structure as one based on edge contraction. However, because edge contraction is the finest-grained contraction primitive, it generates progressive meshes with the largest number of intermediate models. Simplification by pair contraction, and hence progressive meshes, can also be generalized to operate on arbitrary simplicial complexes47.

8. Simplification and Spanning Trees

As outlined in the previous section, the sequence of contractions computed during simplification can be used to construct an incremental multiresolution representation of the model. But the process of iterative contraction actually induces further structure on the surface. In this section, we shall see that iterative edge contraction is a close analog of a minimum spanning tree algorithm.

Let us consider a model \( M \) as a graph. A spanning tree is an acyclic subgraph of \( M \) which connects all the vertices of \( M \). A spanning forest is a collection of disjoint trees which collectively cover all the vertices of \( M \). Suppose that every edge \( i \) has an associated weight, or cost, \( w_i \). The weight of a graph is the sum of the weights of its edges, and a minimum spanning tree is a spanning tree whose total edge cost is minimal.

Figure 14 provides a simple illustration of the connection between iterative contraction and spanning trees. In the right-hand column is a sequence of approximations \( M^2, \ldots, M^i \). In this example, we are using a fixed placement strategy; in other words, each contraction is of the form \( \{v_i, v_j\} \rightarrow v_i \). I will indicate this by writing the contraction in the more compact form \( v_j \rightarrow v_i \). For each model, the edge being contracted to produce the next model is drawn as an arrow indicating the contraction in the same manner. Note that I have labeled the initial model \( M^i \) because it corresponds to the final model shown in Figure 9.

Each vertex in a given approximation corresponds to some set of vertices in the original model. In particular, it corresponds to itself plus all the vertices which have been contracted into it. These sets are disjoint and they completely partition the original set of vertices. In the original model \( M^2 \), each vertex \( v_i \) corresponds to the singleton set \( \{v_i\} \). After the contraction \( v_i \rightarrow v_j \), the vertex \( v_i \) corresponds to the set \( \{v_i, v_j\} \) in the original model. In the left-hand column of Figure 14, I have indicated the structure of these sets by enclosing them in shaded regions.

It is easy to show inductively that the construction of these sets is equivalent to the construction of a spanning forest. In the initial model, each set contains a single vertex. The set of all vertices is clearly a spanning forest. In general, a single edge contraction joins exactly two sets together. Assuming that each set is already a spanning forest, connecting these trees by a single edge (the edge being contracted) results in a larger spanning tree. Notice, however, that there is not one unique spanning tree corresponding to the simplification process. When two regions are merged, any duplicate edges connecting them to the same region are removed. Thus, an edge connecting two vertices in the approximation corresponds to multiple edges in the original graph. For example, when producing the tree for \( M^6 \) in Figure 14, there are three different edges which connect the corresponding parts of the spanning forest.

This view of iterative contraction is very similar to the minimum spanning tree algorithm of Cheriton and Tarjan10. The primary difference is that in their algorithm each edge is assigned a constant weight, but in the simplification algorithm the weights assigned to the edges change over time. For example, the quadric error metric13 assigns the weight of an edge as a function of the quadrics associated with its endpoints.

We can construct a directed graph by creating an edge \( v_j \rightarrow v_i \) whenever we perform the corresponding contraction. Figure 13 illustrates the resulting graphs for models \( M^k \) and \( M^j \). By starting at a node and following the arcs, we arrive at the currently active vertex which has accumulated the node at which we began. This structure is a common representation for disjoint sets14–16; it is often referred to as a disjoint-set (or union-find) forest. In fact, these structures are exactly those used by Cheriton and Tarjan to track
disjoint sets of vertices in their minimum spanning tree algorithm. When using these graphs to simply track disjoint sets, it is common practice to apply a path compression heuristic — whenever we traverse a path, we update all the nodes encountered to point directly to the root of their tree. Consequently, all nodes will ultimately point directly to the root. Path compression leads to more efficient set membership queries; however, the additional structure of the uncompressed graph has some very useful multiresolution applications.

Edge contraction has also been used explicitly for constructing minimum spanning trees by Karger et al. This technique is similar to the algorithm of Xia and Varshney, which simplifies the surface by iteratively contracting maximal independent sets of edges.

9. Vertex Hierarchies

Progressive meshes provide a useful multiresolution structure, but they are somewhat restrictive. They only allow us to reconstruct models which were generated during the original simplification process. This is because we always perform contractions in the order in which they were discovered, but this total ordering of contractions is not necessary. By using a less restrictive partial ordering, we can achieve a much more flexible continuous multiresolution representation which will allow us to generate novel approximations that were never constructed during simplification.

Let us return to the simplification sequence pictured in Figure 14. Consider the contraction \( v_5 \rightarrow v_1 \) (which produces \( M^3 \)) and the contraction \( v_6 \rightarrow v_3 \) (which produces \( M^4 \)). With a progressive mesh, we would always perform these two contractions in this order, because that is the order in which they were initially performed during simplification. However, by inspection, we can see that they are independent. We can just as easily perform them in the opposite order, and the resulting meshes would be just as valid as the ones shown in the figure.

These two contractions are interchangeable because the sets of vertices involved in the contraction are disjoint. We can see this fact reflected in the structure of the graphs shown in Figure 13. There is no path which includes both contractions \( v_5 \rightarrow v_1 \) and \( v_6 \rightarrow v_3 \). If we interpret these disjoint-set forests as dependency graphs, we can determine whether any given pair of contractions can be performed independently or not.

The construction pictured in Figure 13 is only applicable when we are using a fixed placement scheme. In general, we would like to perform contractions \( (v_i, v_j) \rightarrow v'_i \) where \( v'_i \neq v_i \). In order to accommodate such general placement, we can treat \( v'_i \) as a new vertex instance and link both \( v_i \) and \( v_j \) to it. This structure is illustrated in Figure 15.

The result of applying this rule over the entire simplification process will be a binary forest. Assuming that we simplify a model completely to a single vertex, we will have a binary tree. The resulting graph is a vertex hierarchy; Figure 16 illustrates the hierarchy resulting from the simplification in Figures 9 and 14. This vertex hierarchy structure was developed independently by several authors.

In a vertex hierarchy, cuts through the tree correspond to allowable approximations. Figure 16 shows the three different cuts corresponding to models \( M^2 \), \( M^5 \), and \( M^7 \). Any given cut divides the tree into some number of components. The component containing the root remains a tree, essentially a pruned version of the original. I will call the leaves of this pruned tree active vertices. Each active vertex is the root of some subtree in the hierarchy. For every active vertex, we can perform all the contractions described by that subtree, and we can perform contractions in separate subtrees in any order. The result is a valid approximation of the
Figure 14: Simplification process and corresponding spanning tree.
original model. However, it is not guaranteed to be free of artifacts such as mesh fold-over. To prevent such degeneracies, we must either perform run-time consistency checks or encode further dependencies in the hierarchy itself.

9.1. Adaptive Refinement

The primary application for which vertex hierarchies have been used is view-dependent refinement of models for real-time rendering48, 50, 67, 97. Suppose that we have a large surface, such as a terrain, that we would like to render using a continuously varying level of detail. Furthermore, let us assume that there is generally a high degree of frame-to-frame coherence in the viewpoint, such as we would expect in a flight simulator. Now, imagine that our model is represented using a vertex hierarchy, and that we have selected a cut through the tree. Any change in this cut, either up or down the tree, will result in a new, closely related approximation. By maintaining an active cut through the tree, and incrementally adjusting it for each frame, we can adapt the current model to the new viewing conditions.

Vertex hierarchies can also accommodate further synthetic refinement of the model past the original level of detail. Any mesh refinement which can be implemented by edge splitting can be added into the hierarchy. An edge split, such as the one shown in Figure 17, can be directly encoded as a vertex split operation on the vertex \( v_i \). The leaves of the vertex hierarchy represent the original vertices, but we can add temporary levels below the leaves corresponding to further refinement of the initial mesh. Consider the example of modeling a large terrain surface. By extracting some information from the input data, we might synthesize additional detail, consistent with the form of the surface, using fractal-based edge subdivision.

Figure 17: Refining a mesh with a single edge split.

Naturally, vertex hierarchies are not required to be binary trees. If we allow generalized contraction operations, each node may have an arbitrary number of children95. A very deep hierarchy has the disadvantage that many adaptation steps are required to smoothly transition from the bottom of the hierarchy to the top, or vice versa. In some cases, it may be desirable to reduce this cost by compressing entire subtrees so that all the leaves point directly to the root of the subtree and all internal nodes are eliminated. An extreme example of this strategy would be to pick a small number of cuts through the tree, and remove all internal nodes separating them so that each level was linked directly to the next. This sort of stratified vertex hierarchy corresponds directly to the discrete multiresolution models discussed earlier.

10. Future Directions

Recent research in the field of surface simplification has produced several effective techniques for constructing approximations and multiresolution representations. Several commercial packages have begun to include simplification facilities. The spectrum of algorithms now available offers several possible tradeoffs between efficiency and quality. At one end are very high quality, very slow algorithms such as mesh optimization51. At the other are the very fast, but low quality vertex clustering algorithms79. Between these extremes are a number of algorithms, such as the quadric error metric33 or vertex decimation86, which provide various compromises between speed and approximation quality. However, there are a number of areas in which current simplification methods could be improved. The following avenues appear particularly important or promising.

10.1. Broader Applicability

Most recent work has focused on the simplification of triangulated surface models. However, there are other model classes where simplification techniques would also be quite valuable. Like scanned surface models, tetrahedral volume models are often very complex and can benefit from simplification53, 89. For the same reasons we might like to reduce the number of triangles in a polygonal surface model, we might like to reduce the number of patches in a piecewise-polynomial model84, 36.

All current simplification methods assume that the surface being simplified is rigid. This covers a large class of models used in practice, including those composed of many individual moving, yet rigid, parts such as an engine model. However, there are many other applications where surfaces are changing over time. For example, many animation systems represent characters as surfaces attached to articulated skeletons. As the skeletal joints bend, the surface is deformed. Current simplification methods must be extended to handle this more generalized class of models.

The hierarchical structures resulting from simplification (e.g., vertex hierarchies) have been used primarily for viewpoint-dependent refinement. However, they have many potentially important applications. There are a large class of problems for which the structure itself, which we can think of as a hierarchy of regions on the surface, is useful. Rather than extracting a single approximation from the hierarchy, we can perform computations on the hierarchy. For example, these hierarchical regions can be used to construct a hierarchy of bounding volumes for applications such as collision detection or ray tracing. Instead of partitioning space around the model, these bounding volumes are intrinsically linked to the surface. Many kinds of simulation problems rely on hierarchies of successively larger surface regions. Radiosity methods, for instance, can be significantly accelerated by employing simplification techniques96.
10.2. More Effective Simplification

There are several areas in which current simplification methods could be made more effective. One obvious goal is to devise an algorithm which can produce approximations (for general surfaces) which are provably close to optimal. An algorithm which could preserve higher level surface characteristics, such as symmetry, would also be quite useful. Current simplification methods all seem to perform poorly at extremely low levels of simplification, of say less than 50 triangles. This may very well be a weakness of their shared approach: almost all algorithms derive approximations by repeated transformation (e.g., edge contraction) of the original. At these very low levels, a human could presumably do a substantially better job. This suggests that semi-automatic tools which could incorporate some human interaction in the final stages of simplification could be quite useful.

It would also be desirable for simplification systems to incorporate better control over topology simplification. Most methods that allow topological simplification perform it only implicitly. It would seem that explicit topological simplification might require a more volumetric approach to surface models, and early methods have moved in this direction. This may also lead to more effective aggregation of separate components. The method of aggregation via pair contraction has not been entirely successful. For instance, it would appear to be overly dependent on the placement of the vertices on the original surface.

New methods for measuring approximation error are also needed. For rendering applications, similarity of appearance is the ultimate goal. It would be helpful to have an appearance-based metric for reliably comparing the visual similarity of two models. Even if we are primarily concerned with preserving the shape of an object, the error metrics $E_{\text{max}}$ and $E_{\text{avg}}$ have some drawbacks. They do not directly address the measurement of attribute error. We can treat surface properties (e.g., color) as points in a Euclidean space and thus incorporate attributes into these metrics. But this is not a strictly accurate way of assessing attribute error; color space is not Euclidean, for example. It is also unclear whether metrics like $E_{\text{max}}$ and $E_{\text{avg}}$ adequately reflect the similarity of an approximation whose topology has been simplified.

10.3. Decoupling Analysis and Synthesis

Another promising avenue for improving the quality of automatically generated approximations may well be to decouple the analysis and synthesis phases of the simplification process. As an example, consider the quadric error metric algorithm. A particular vertex begins with a quadric constructed from its immediate neighborhood. As other vertices are repeatedly contracted into this vertex, it accumulates a quadric that represents ever larger regions of the surface. In some sense, this is a shape analysis process. The algorithm is constructing information about ever larger regions of the surface. However, the current algorithm actually performs a contraction on the mesh immediately after accumulating the quadrics for the endpoints — it immediately synthesizes a new approximation.

Now imagine that we were to decouple these processes into two separate phases. The first phase would be an analysis phase, gaining information about the structure of the surface at ever coarser levels of detail. This might involve accumulating quadrics over progressively larger regions, constructing face cluster hierarchies, or some completely different technique. After this phase is completed, we could begin simplifying the surface. The current algorithm, when considering the contraction of an edge, can only consider the shape of the immediate neighborhood of this edge, represented by the quadrics of the endpoints. It suffers from a certain shortsightedness because it can only assess the local and immediate effect of a contraction. However, if an earlier analysis phase had already been performed, it could consider the effect of a contraction at several levels of detail, from the immediately local to the more global.

10.4. Non-Greedy Frameworks

Many simplification methods are based on the same framework: greedy application of simplification operators. In the case of iterative contraction, this naturally produces a sequence of edge contractions which lead to multiresolution representations such as progressive meshes and vertex hierarchies. However, greedy decimation can limit the quality of the final result. Since it only iteratively picks what appears to be the best local operation to perform, a bad decision at some point can lead to results that are far from optimal.

Alternative frameworks are possible. For instance, mesh optimization uses a simulated annealing-like process. Other search techniques, more general than greedy decimation, could also be applied. However, this type of search algorithm generally does not produce a single sequence of contractions that transform the original object into the final result. Consequently, they cannot be used to construct progressive meshes and related multiresolution representations.

Another interesting possibility is an algorithm based on graph partitioning, which has been used in several areas, including sparse matrix computations, often in conjunction with contraction-based coarsening algorithms. Suppose we have an algorithm based on iterative edge contraction. Notice that not only do we know where simplification begins (with the original model), but we also know the final configuration which it will reach. In the end, every connected component will have collapsed to a single vertex. Let us consider a single connected component. The last operation before the final state of a single vertex must have involved the contraction of two vertices together. These two vertices correspond to two disjoint sets of vertices in the original mesh: the set of vertices which were contracted into the remaining vertices. In other words, we can partition the entire mesh into two separate regions, one for each vertex. Now, each one of these vertices was formed by the contraction of two earlier vertices. This leads to a recursive binary partitioning of the mesh. At each phase, all the vertices within a single partition
are collapsed into a single representative vertex. In essence, this computes a sequence of contractions in reverse, from last to first.
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