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Abstract

Traditionally, computer graphics strived to achieve the technically best representation of the scenario or scene. For rendering, this lead to the preeminence of representations based on the physics of light interacting with different media and materials. Research in virtual reality has focussed on interactivity and therefore on real-time rendering techniques that improve the immersion of users in the virtual environments. In contrast, visualization has focused on representations that that maximizes the information content. In most cases, such representations are not physically-based, requiring instead more abstract approaches.

Recently, the increasing integration of the extensive knowledge and methods from perception research into computer graphics has fundamentally altered both fields, offering not only new research questions, but also new ways of solving existing issues. Against this backdrop of an increasing importance of perceptual research in all areas related to computer-generated imagery, we discuss the state of the art of perception in computer graphics.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]: User Interfaces, Evaluation/Methodology I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism J.4 [Social and Behavioral Sciences]: Psychology and Perception

1. Introduction

Traditionally, computer graphics strived to achieve the technically best representation of the scenario or scene. For rendering, this lead to the preeminence of representations based on the physics of light interacting with different media and materials. Research in virtual reality has focussed on interactivity and therefore on real-time rendering techniques that improve the immersion of users in the virtual environments. In contrast, visualization has focused on representations that that maximizes the information content. In most cases, such representations are not physically-based, requiring instead more abstract approaches.

Recently, the increasing integration of the extensive knowledge and methods from perception research into computer graphics has fundamentally altered both fields, offering not only new research questions, but also new ways of solving existing issues. In rendering, for example, the integration can lead to the targeted allocation of computing resources to aspects of a scene that matter most for human observers [OHM*04b]. In visualization, the manner in which information is presented is now often driven by knowledge of low-level cues (e.g., preattentive features). Assumptions about how to best present information are evaluated by a psychophysical experiment. This same trend towards perceptually driven research has perhaps had the longest tradition in virtual reality, where the user’s response to specific interaction and rendering techniques is examined using a variety of methods.

Here, we will discuss how perception is used in the three major subfields of computer graphics to improve representation and interaction quality or provide a better resource consumption. The STA-report is organized into four parts (see Table 1. After the introductory part (Section 2) on the fundamentals of psychophysics, three application areas in computer graphics are discussed. In particular, we will discuss virtual reality (Section 3), rendering and animation (Section 4), and finally visualization (Section 5).
Imagine closing your eyes, inserting earplugs, and then trying to use a computer mouse to navigate through an unfamiliar virtual room or to pick up a virtual object. It is very unlikely that you will be successful. Without being able to see, hear, smell, taste, and feel the world around us, it would be nearly impossible to effectively interact with it. Indeed, without any input from the world, you would not be able to acquire new information. This has lead some philosophers to consider whether perception might be the source of all knowledge (e.g., [Kan03]). Regardless, it is clear that perception is central to the survival of most organisms. The goal of perception research, in general, is to understand how organisms (anything from flies to humans) process physical variations in the world to extract different patterns, and then subsequently interpret and use that information.

After over 150 years of systematic, empirical research on perception, it is clear that no organism has a perceptual system that tries to create an exact representation of the world. All perceptual systems make a number of sometimes extreme shortcuts. As a result, organisms often perceive things to be very different than they really are. This is particularly true when the perceptual systems are placed in unusual circumstances (i.e., where the heuristics are no longer appropriate). In other words, perceptual reality is not the same thing as physical reality.

Perception researchers have a long tradition of using visual illusions to demonstrate the different shortcuts and assumptions that the visual system uses. Here, we highlight three specific characteristics, focusing on how perceptual and physical reality differ. First, humans often see something in a manner that completely contradicts the physics of a scene. The classic example of this is the Café Wall Illusion, originally discovered by Gregory and Heard [GH79] (see Fig. 1). Most people insist that the lines are not parallel, when they in fact are.

Second, humans often see things that are not there. One classic example of this comes from illusory contours, originally reported by Kanizsa [Kan55, Kan79]. Notice that in Figure 2 a triangle can be clearly seen in front of 3 circles. Physically, however, the image only contains 3 partial circles. Sharp, clearly defined contours can be seen between the circles, in a region that is in fact physically homogeneous. In other words, perception can add to reality.

Third, the act of processing visual input can add structure or organization. The concept of perceptual organization was critical to the Gestalt Psychologists, who formulated a number of laws describing how we perceptually structure information [Kof35, Köh29]. One classic example of this is how we group items in a regular grid (see Fig. 3). In Figure 3(a), the items that are closest together are grouped, giving the impression of a series of columns. When every other square in a column is changed to a circle (Fig. 3(b)), the items are grouped by similarity, giving rise to the impression of a series of rows. This type of addition to an image is often referred to as an “emergent property”, since none of the elements in the image contain, by themselves, any aspect of the addition. A clearer example of emergent properties can be seen in Figure 4, where a triangle (made up of a series of circles) can clearly be seen. Critically, none of the individual circles have anything “triangle like” about them. The triangle is an emergent property, caused by the interaction of elements. In other words, perceptual processing can combine neighboring elements into objects or effects that may or may not have been intended.

The number of recognized illusions is very large, and new ones are discovered every year. Different illusions point out different heuristics, assumptions, and shortcuts. Failure to pay attention to the innate properties of a perceptual system will almost guarantee that any synthetic image or simulation will produce unintended perceptual effects.
2.1. Perception Research and Psychophysics

In the mid 1800’s a physicist by the name of Gustaf Theodor Fechner developed a set of techniques, resting a some very strict assumptions, that allow one to systematically and objectively study the hidden mechanisms of perception [Fec60]. This methodology is called “psychophysics”, and has as its central goal the empirical study and mathematical description of the functional relationships between physical stimulation and sensory or perceptual responses. Since its introduction, the success of psychophysics has lead to a natural evolution of the techniques. Moreover, some of the assumptions have been relaxed, expanded, or ignored, giving rise to the more general field of perception research.

In order to infer the non-observable properties of perception processes from the observable patterns of stimulation and behaviour, psychophysics requires absolute control over as many factors as possible. Without this degree of rigour, the results end up not only being extremely difficult to model, they are often not even (uniquely) interpretable. One needs, then, to know exactly what is shown, when and how it is shown, and to whom it is shown. One also needs to design the task so that only the processes one is interested in are involved. In particular, the tasks should not be influenced by higher mental functions (like the application of strategies).

It should not be surprising, then that perception research has traditionally been conducted using rather abstract stimuli (such as simple lines or isolated objects). There are at least four critical advantages such stimuli:

- They can be exactly reproduced as often as one wishes. This allows one to test different people’s responses to identical stimuli, as well as to retest anyone’s response.
- They can be perfectly described mathematically. This allows one to construct exacting mathematical models of the stimulus-perception-response function.
- They can be easily and systematically varied. This allows one to determine which factors affect different perceptual processes.
- The variations can be perfectly described mathematically, allowing proper modeling.

In perceptual experiments, it is important that the participant sees only the information we present to them. Thus, in classic psychophysical experiments, the images are shown in an otherwise completely dark room. In order to prevent searching or other interactive behaviours, the stimuli are presented for extremely brief periods of time (e.g., 20 ms), and the participant’s head is held in place (which also helps to ensure that the briefly presented stimuli are always presented to the same area of the retina). Finally, to ensure the accuracy and stability of the results, traditional psychophysical experiments consist of thousands or tens of thousands of repetitions (i.e., the exact same stimuli are seen repeatedly). The rigour required by psychophysics meant that the stimuli were originally presented on custom designed machines. Later, the precision and reliability computers offer made them ideal tools for generating and presenting even simple stimuli, and have thus become deeply entrenched within standard perception research.

In modern psychophysics, as well as perception research in general, some of these traditions are no longer common. In particular, head stabilization and the large number of repetitions are no longer used. The desire for near absolute control over an experiment is, however, still critical. Thus, most perception research continues to use simple, abstract stimuli. As James J. Gibson pointed out, however, it is not clear if the results found in such studies generalize to the real world, which is vastly more complicated [Gib79]. The increasingly
common desire to study perception in real-world-like situations requires careful adaptation of the research methodology to deal not only with the high-dimensional nature of natural stimuli, but also to allow tasks that more directly address everyday issues (e.g., “closed loop”, or interactive, tasks).

At the extreme, one might imagine using the real world itself in experiments. Unfortunately, events in the real world cannot be exactly reproduced, can not be exactly described mathematically, and can not be easily or systematically varied. Thus, the fundamental requirements for perception research are not met. The tremendous advances in computer simulations of physical reality, however, seem to offer an elegant compromise. Computerized imagery and simulations can be very realistic, solving the generalization problem. They can be exactly reproduced as often as one wishes. They can be systematically varied (although it is not always easy to produce the exact perceptual change one is interested in [GCWB07]). They can be described mathematically. It is important to note that mathematical descriptions of naturalistic stimuli tend to be painfully complex. This makes the task of describing the functional relationship between stimuli and perception considerably harder. Fortunately, the variations in the stimuli are generally easy to describe, allowing one to at least describe the functional dependence of a given perceptual process on specific dimensions. Unfortunately, the high dimensionality of naturalistic scenes means that many different factors can be involved, and thus a complete understanding of which factors contribute to perception (and how they contribute) requires a lot of experiments.

The remainder of this section will provide an overview of the five specific aspects of any perceptual experiment: what gets shown (stimulus generation), who gets to see it (participant selection), how they get to see it (stimulus presentation), what they do with it (task design), and how we analyse the responses (data analysis). For a full account of some of the modern elements of classical psychophysics see [Ges97].

2.2. Stimulus Selection

Although the choice of which images to show in an experiment might seem obvious, it is often the cause of many difficulties. The primary goal in stimulus design is to make sure that any change within the image set is due solely to the factor of interest.

If one is interested in whether a specific dimension or factor can, in principle, affect perception, then one will probably use a “reductionist” approach: reduce the stimuli to the point where nothing except the dimension one is interested in is present. For example, let’s say we are interested in how the spacing of the inducing elements (i.e., the partial circles) affects the strength of the illusory triangle in Figure 2. Thus, one might take that figure, and systematically move the inducing elements closer together and farther apart (see, e.g., Fig. 5). Note that the base figure contains only the minimal information necessary to induce the triangle, and that the variations in that image contain changes in a single dimension: inter-element spacing. Thus, the changes in illusory contours strength seen in the image must be due to the changes in inter-element spacing.†

Knowing that a given dimension can, in principle, affect perception, does not necessarily mean that it will when the full complexity of a real world scene is present. To answer this type of question, one might choose an “eliminative approach”: take a natural scene and eliminate or vary the dimension of interest. For example, imagine that we are interested in facial expressions. Most research on faces is done with static photographs of faces. Previous research has shown that degrading the shape quality of a face (i.e., blurring the geometry) makes it much harder to recognize expressions [WBCB07]. Real faces, however, are rarely static. Just because shape quality can affect the perception of an expression, does not mean it does so in real-world contexts. To address this question, one would need to compare the effect of degrading shape information for both static and dynamic versions of the same expression. If we get the same pattern of performance drop with decreasing shape quality for dynamic faces as we do for static faces, then we know that the effect of shape quality generalizes to more naturalistic expressions. Interestingly, [WBCB07] performed this comparison, and found that changes in shape quality do not, in fact, affect the expression recognition for dynamic faces [WBCB07]. The information produced by a moving face seems to compensate for the information lost due to shape degradation.

† Note that [KS91] performed a set of experiments along these line, albeit much more complex, and found that the strength of the illusory edge is determined by the ratio of length of the illusory part to the length of the entire edge (illusory and real).
2.3. Participant Selection

In order to know how all people would react to a given set of images, one would ideally have to show the images to all people. In practice, this is not possible. Thus, the goal of an experiment is to generalize from a subset of a population to the whole population. There are two issues which are critical here. The first is sample size. The more people there are in the subset, the more certain one can be that the effects will hold for the whole population. A corollary of this is that larger number of participants enables one to reliably detect smaller effects. In other words, one can find large effects with, for example, 2 people (e.g., can people see color), but smaller effects (e.g., what types of color blindness are there) require a much larger sample size.

Second, the sample should be representative of the population. If one were to study color perception using only female participants, the prevalence of certain deficiencies would be drastically underestimated. Likewise, if all of the participants are computer graphics experts, it is not necessary clear that the results will generalize to people who have never seen a computer. This latter example also serves to show the importance of the research question as possible until after the experiment is over.

2.4. Stimulus Presentation

Once we have a set of images and a group of people to show them to, we need to decide who gets to see what and how they will see it. The most obvious answer is that each participant gets to see every image (a "within-participants" design), and that the images are presented in order (i.e., "the method of limits"). For example, in the illusory contour experiment described above, one might show the images in order of decreasing inter-element spacing. This gives rise to potential order effects: The specific pattern of responses might be due either to the actual stimuli or to the presentation order. For example, participants might base their answer to the current stimulus on their previous answer (e.g., the participant might, after saying "really strong" three times in a row, decide that they should probably say "weak" regardless of what the stimulus looks like). In such a case, we can not conclude that our manipulation had an effect. Furthermore, the image a participant just saw might bias how they interpret subsequent images. For example, the presentation of a high-quality image makes it much easier to recognize a subsequently presented low-quality version of the same image [NCWB05].

There are three ways to deal with order effects. The first solution is to avoid the problem entirely: Each person sees only the images from one condition. This is referred to as a "between-participants" design. Of course, if only one or two people see the images in any given condition, we can not be very sure that their results will generalize to the whole population. In other words, while a between-participants design avoids order effects, it introduces group effects: The responses from different conditions may be caused by the differences in the stimuli or by the differences between the groups. This can, of course, be mitigated (but not eliminated) by using a lot of participants.

A second solution is to explicitly manipulate order as a factor. A "latin squares design", for example, is a hybrid design where each person sees every image (a within-participants design for the stimulus manipulations), but each possible order of the conditions is shown to a different group of participants (a between-participants design for order). The fact that each person sees each image avoids group effects regarding the stimulus manipulation. Since each order is seen by only one group, however, the group sizes need to be large enough to ensure generalizability. For an experiment with 1 factor of 4 levels (like the experiment with the illusionary triangles above), there are 24 possible orders, so 24 groups are needed. Obviously, the exceedingly large number of participants required even for simple experiments means this is generally not a practical solution. One can, however, run simple versions of the experiment using a drastically reduced number of conditions to determine the size (if any) of an order effect. If the size of the order effect is smaller than the effect one is interested in, it can be safely ignored.

Finally, one can use a within-participants design and randomize the trial order (also referred to as "the method of constant stimuli"). That is, each person sees each image, but different people get different orders. This is similar to a latin squares design, exact the order is randomized and order is not recorded. This means that it is quite possible that some orders are not shown, and there are not many people with any particular order. For this reason, one does not examine order as a specific factor, but pretends each person is in the same group. Order effects will still occur, but as long as each person gets a different (random) order, the amount and direction of the order effect will be different for different people, and the influence of the different order effects will be averaged. Thus the order effect will be weakened for the group as a whole, and may be thought of as "noise". If, of course, the order effect is larger than the effect one is interested in, the "noise" of the order effect will mask it.

2.5. Task Design

The task needs to be designed so that the results will allow us to answer a specific question. The range of tasks, then, is almost as large as the number of things people do. Once can, however, classify tasks into six rough categories: Ques-
The most obvious type of task is to simply ask people for their opinion. This is the general idea behind questionnaires and free description tasks. Questionnaires can be seen as asking for “meta-knowledge”: That is, knowledge about how a person thinks they might react in a specific type of situation. For example, if we want to know which facial animation technique will produce the best results, we could show people several different expressions created using several different animation styles and ask people which one they would allow them to recognize expressions best, which one they felt was most aesthetic, etc. One of the primary concerns with questionnaires is that changing even seemingly insignificant aspects of the wording of a question can lead to drastically different answers. There is a very large field of research dedicated to the issue of how one reliably generates valid questionnaires. Moreover, it is by no means clear that people’s opinion about how they would react bears any correlation to how they actually react. For example, people’s opinions on how well they thought different animation styles would allow them to recognize expressions was not even closely related to their actual performance on an actual recognition task [WBF’07].

In a free description task, one asks the participants to describe something in their own words. The main difficulty here lies in the interpretation of the results. Since we have a specific research question, we need to somehow map the wide range of responses the participants give us onto our specific categories. This is a highly subjective task. Imagine, for example, that we show participants an animation sequence of a person smiling. We want to know if they recognize the expression, so ask them to describe the expression. As response, we might see “Happy”, “Grimace”, “Sarcastic”, “Smile”, “lips curled upwards”, and “As if they just ate something nice”. Clearly these descriptions are not identical, but are the difference important? Did the all of the participants recognize the expression? While some people might consider the last response to indicate that the participant saw a smile, not everyone would. To avoid the problems involved in the subjective mapping from response to category, one usually has several people perform the mapping, and then looks at the consistency of their mappings. This can be very time consuming. Moreover, if one does not get a high (90% or better, usually) inter-rater reliability, then the mappings can usually not be used.

Another approach would be to employ a rating scale (these are sometimes referred to as “Likert” scales). For example, “On a scale of 1 to 7, how happy does this person look?”. There are a few difficulties with such scales. The first relates to the anchoring of the scale. How happy is a 7? Does 1 mean neutral or Sad? If there is no explicit information about what exactly a 7 and a 1 would look like, then the participants must somehow decide for themselves what the numbers mean. As a consequence, they generally require a number of trials before their mapping stabilizes. This means that the results from the first few trials cannot generally not be used. If one has used a number of repetitions of the images, this is not a problem. If one is only using one repetition, it means that not every participant will give a (useable) response to every condition, which is not good. It also means that different people may come up with very different mappings. Furthermore, the mapping may continue to change over the course of an experiment. Additionally, people tend to avoid using the extremes of any scale (in order to save them in case something more extreme shows up). This makes it very difficult to compare responses (either across participants, or within a participant over time). Thus, it is advisable to somehow anchor the scale whenever possible. Finally, it is not always easy to make reliable, exact numerical decisions. For example, how much happier must someone look to change from a 6 to a 7? This further serves to increase response variability. In general, then, the resolution, reliability, and sensitivity of likert scales can be limited, especially if the scale is not anchored.

An interesting variant on likert scales is the semantic differential, which was first introduced by Osgood [OST57]. Here, the ends of the scale are opposite terms, such as “good-bad” or “strong-weak”. The semantic differential technique has been extensively researched in a number of application domains, from marketing research [Min61] to determining the aesthetic dimensions of baroque music performances [SF06]. Three orthogonal dimensions can sufficiently describe most semantic judgements. The dimensions are often referred to as Evaluation (e.g., good-bad, heavy-light), Potency (e.g., strong-weak, powerful-powerless), and Activity (e.g., fast-slow, alive-dead). Most of the paired opposites scales that are traditionally used correlate very well with one of these dimensions, although some scales correlate with more than one dimension. To improve the reliability of the measurements, each of the three dimensions is measured more than once using similar (but not identical) scales.

The most traditional task is the forced choice task. Here, a limited range of options is given, and the participant must choose one of them. For example, one might be asked to recognize an expression by choosing the response from a list of expressions. This avoids the mapping problem of free description by providing the categories one is interested in directly to the participants. Limiting the responses a participants can use, however, results in the loss of useful information (e.g., the variation in the free descriptions one got about the Smile expression above may inform us about subtle aspects of either the expression or the perceptual process). More critically, the mere fact that the label for an expression is seen might increase the participant’s chance of thinking that that expression might be present (this can be thought of as a form of order effect). Forced choice tasks can also lead to inflated recognition rates in other ways. For example, if one is not certain what an express is, one can some-
times deduce the correct answer by a process of elimination (e.g., determining which of the available options the expression is not, and then choosing the answer that remains). This can sometimes be avoided by the inclusion of a “none of the above” option, although this might interfere with the definition of “chance” performance (the recognition rate we would expect if a person randomly guessed).

In designing forced choice tasks, it is advisable that the categories are equally probable. For example, one may wish to know if people can see the difference between a real and a synthetic image. If we were to present two images and ask if they are (a)same or (b) different, we would have asymmetric options. For any given image, there is only one image that would allow us to answer “same”. All other possible images fit into the “different” category. Statistically, then, the odds very high that the answer is “different”. Thus, if we are uncertain of the correct answer, the safe guess would be different. Unless we suspect that the experimenter is not using real-world probabilities, but has ensured that half of the trials are, in fact, “same”. At this point, however, the performance of the participants is less influenced by perception than by some strategy (specifically, their estimate of how they think the experiment arranged the probabilities in the experiment). One could, instead, present both images, and ask which one was real. Since one is real and one is synthetic, the probability of any given answer being correct is the always 50%. Thus, if the participants do not know the answer or can not tell the difference, than they should be correct 50% of the time.

All of the previous tasks require language. Since language is a rather high-level cognitive function, one might worry that it contaminates or biases perceptual responses. I may recognize an expression, and react to it properly, but have no idea what it is called. One way to avoid this is to find some physiological factor that varies with the task. For example, simulator sickness tends to affect heart rate, body temperature, and brain waves, so one might measure it using EKG, GSR, or EEG. Alternatively, we might ask the participants to directly perform some behavior. For example, rather than ask people if they think that falling snow will affect ability to keep a car in a given lane (questionnaire or free description method), we can simply ask them to drive a (virtual) car, alter the pattern of (virtual) snow and see what happens†.

2.6. Data Analysis

The exact method that is used to analyse the data depends strongly on the type of task and on the research question. In general, there are three types of analysis: Data reduction, descriptive statistics, and inferential statistics. For complex tasks, one might need to simplify the data to find patterns within it. The results of a semantic differential experiment, which consists of ratings along a number of paired-opposites scales, are usually subjected to factor analysis [Spe04] (which is related to PCA) in order to find out how the answers on the different scales relate to each other and to the stimuli. For other tasks, such as rating the similarity between a series of objects, one might run a Multidimensional Scaling [Ric38] on the data to get a mapping between the subjective space of perceptual responses and the physical space of parameter values. In other cases, one wishes to find a critical value or threshold. Thus, the tendencies of the data are extracted (e.g., mean, standard deviation, etc.). One might even perform some form of curve fit to better (such as a sigmoid curve for psychophysical functions, or linear regressions, etc.). Finally, there is in inferential statistics, which is the most common form of data analysis in perception research. Since there is some inherent variability in human behaviour, we wish to know whether a difference between two or more of the conditions in an experiment is reliable. That is, is the difference merely due to random chance, or did the differences in the stimuli cause it. Generally, if the difference is likely to occur only 5% of the time (or less) by pure chance, then we can assume that the difference was caused by our manipulation.

3. Perception in Virtual and Augmented Environments

Virtual reality (VR) systems use advanced modes of display, usually immersive projection technologies, in order to present computer-generated graphical content to the user [Vin95]. These advanced displays typically offer large perceived display areas, which sometimes surround the user, and stereoscopic rendering. Examples of VR displays are head-mounted displays [FMHR86], rooms made up of back-projected screens (CAVEs) [CS93], table-like display setups [KBF95], and domed projection systems [BAR08]. Fig. 6 depicts a head-mounted display. Virtual environments are typically used in specialized applications such as scientific and medical visualization and industrial design, but also in entertainment settings.

As an extension of classical virtual environments, mixed and augmented realities (MR/AR) combine computer-generated graphical elements with a view of the real surroundings of the user [ABB01]. A defining characteristic of MR/AR systems is the three-dimensional registration. This means that the virtual objects in the scene remain consistently positioned and oriented relative to the real environment. Registration can be achieved using some form of camera or head pose estimation, e.g., with the help of magnetic or optical tracking [KB99]. The actual overlay of computer-generated graphics over the real world is accomplished either by capturing a digital video stream of the real environment as background for the graphical output, or by using specialized semi-transparent display hardware. The two

† If the snow is not falling directly downwards, but instead to one side or the other, as if driven by the wind, people tend to drive into the direction from which the snow is falling [CCB00].
terms mixed reality and augmented reality are often used interchangeably. In the following, we will only use the term augmented reality.

There is a mutual relationship between virtual/augmented reality and perception research. On the one hand, immersive environments are utilized as tools for studying aspects of human perception. For instance, Riecke and Wiener have used a high-end virtual reality setup to demonstrate that visual cues are sufficient for the fast updating of the perceived self-localization of a human observer [RvB05]. In a recent experiment, Seward et al. examined time-to-contact judgments of pedestrians when crossing a street with the help of different VR display systems [SAB07]. Among other findings, they were able to conclude that the type of the oncoming vehicle as well as the pedestrian viewpoint are not significant for the time-to-contact judgement, and that the same results are obtained in a desktop VR system as when using a head-mounted display. Lenggenhager et al. used a VR-inspired setup based on a head-mounted display showing video images in order to study human bodily self-consciousness [LTMB07]. They found that under certain circumstances, participants in their experiment mislocalized themselves toward a virtual body seen from the outside.

As a complement to using virtual reality systems as a tool for perception research, findings from psychophysical studies are used to improve the technical design of virtual and augmented environments. The main interest in this line of research is the question which design aspects of a VR/AR setup have a strong impact on the user experience. The following two sections will discuss in more detail the perceptual optimization of virtual and augmented environments, respectively.

3.1. Virtual Environments

Insights gained through perception research have been used to evaluate and improve the fidelity of virtual environments. An overview of related research was for instance given by Bülthoff et al. [BCA05].

Luo et al. examined the visual factors influencing size perception in virtual reality [LKK07]. They used a single-sided cave (C-Wall) for their experiment. Subjects were shown a virtual representation of a familiar object (a coke bottle). They were asked to adjust its size so that it would correspond to the size of the analogous physical object placed at the same distance from the observer. For different trials, varying combinations of visual factors were enabled. Three factors were examined: the influence of stereoscopic versus monoscopic rendering, the influence of visually rich versus sparse virtual environments, and different types of motion parallax. Luo et al.'s results suggest that while stereo vision and scene complexity are significant factors for size perception, motion parallax might not be significant.

A related topic was examined by Interrante et al. [IRLA07]. They investigated how the subjects' estimation of the distance to a room wall was influenced by the accuracy of a virtual room model. Study participants were placed in an HMD-based virtual environment consisting of a virtual room scene modeled after a real room which they had been shown before. Different trials either used a virtual room model which corresponded exactly to the real room, or models being a little smaller or a little larger than the real room. The subjects' distance perception was measured by having them walk blindly (i.e., without visual cues) towards the wall. Interrante et al. found that participants underestimated the distance in both the larger and the smaller room models, while the distance estimation was reasonably accurate in the realistic model.

Lecuyer et al. studied methods for improving the sensation of walking in virtual environments [LBH06]. In their experiment, different navigation trajectories through a virtual scene were shown to subjects in a monoscopic desktop VR system. Two types of additional camera motion were examined in order to convey a stronger sensation of walking in the virtual environment to the study participants. The first type of added camera motion consisted of a periodical displacement of the camera location from the center line of the navigation trajectory. The second type also rotated the camera, emulating compensating human head motions. Lecuyer et al. concluded that the subjects strongly preferred an oscillating camera position versus a linear navigation, and on average preferred added compensating camera rotations compared to pure positional oscillation.

Like in other applications of computer graphics, the visual realism of the rendered images is one of the main factors for the quality of the user experience in virtual environments. Modern real time rendering systems rely on complex, programmable graphics pipelines in order to generate the output images. The hardware graphics subsystems found in professional workstations, as well as in commodity PCs have the capability to execute user-defined code at various stages of the image generation process. These geometry, vertex, and fragment shaders provide the flexibility and

\[ \text{Figure 6: Head-mounted display (HMD), shown here in a configuration with a camera for use in augmented reality.} \]
configurability required to make many advanced graphical effects possible in real time. The original principle of programmable graphics pipelines was described by Cook and Perlin [Coo84, Per85], and its realization in hardware for instance by Peercy et al. [POAU00].

In many scenarios, the computational complexity of the participating shaders effectively limits the rendering speed of a real time graphics pipeline. In virtual environments, short image generation times are essential, since high output resolutions and possibly stereoscopic rendering result in a high load on the graphics engine. Moreover, due to the highly interactive nature of many VR applications, short latencies between user input and graphical representation are desirable. Some researchers have investigated the automatic optimization of shader code for more efficient real time rendering. Examples of such work include the systems developed by Olano et al. [OKS03] and Pellacini [Pel05].

In a recently performed experiment, the connection between the computational complexity of shaders and the visual realism of the resulting renderings was investigated. Specifically, the perceived visual quality created by three different lighting models and varying accuracy levels of an image post-processing filter was examined. The so-called bloom image post-processing filter is inspired by high-dynamic range imaging and adds feathers of light around the bright areas in the rendered image.

In the experiment, the participants were shown various 3D objects textured with different texture and normal maps and rendered with different combinations of shader effects. They were asked to evaluate the subjective graphical quality of each rendering using a grade between 1 (worst) and 9 (best) with a key press. Fig. 7 shows screen shots of two trials shown in the study.

The results of this experiment indicate that lighting models with greater computational complexity do not necessarily lead to a greater perceived realism. Moreover, study participants seemed to like the bloom post-processing. However, the experimental results do not strongly suggest a significant improvement through greater accuracy in the post-processing stage. Studies such as this one can inform the design of virtual environments so that a better balance between image generation speed and perceived visual quality is achieved.

3.2. Augmented Reality

In augmented reality, a view of the real surroundings of the user is enriched by computer-generated elements. This principle poses a number of unique challenges for the development of augmented reality systems. Here again, insights from perception research can be used to inform and improve the design of such systems.

One of the main topics of interest in AR system design is the question how to visually integrate graphical augmentations into the output images. A relatively simple augmentation used in many AR and ubiquitous computing applications is the overlay of 2D text. When rendering text over an acquired video image, a good legibility is desired. At the same time, the portion of the video image covered by the text should not be too large. Gabbard et al. [GSH'07] performed a user study examining the legibility of various types of text display for AR overlays. In their experiment, different text colors and different text drawing styles were combined. Here, the term drawing style denotes the method used to create a transition between the text and the background image, e.g., with an opaque billboard, a drop shadow, or a thicker text outline. Moreover, they tested two methods for automatically determining a color resulting in a high contrast between the drawing style elements and the video image. The results of their experiment indicate that complex interactions between the background texture, text color, and text drawing style exist. Specifically, their data suggests that a drop shadow behind the text improves reading performance, and that a color selection maximizing the brightness contrast is more effective than using the HSV color space contrast.

Tönnis and Klinker have investigated the application of
graphical augmentations in an automotive context [TK06]. The development of augmented reality technology for the use in cars is a growing research area. Here, the effectiveness of an AR overlay for alerting drivers of imminent dangers was examined. For their study, Tönnis and Klinker placed a semi-translucent head up display in a car simulator in order to mirror graphical objects into the driver’s environment. They presented two different types of AR visualization to the participants of their study. In one visualization mode, a superimposed arrow indicated the direction of imminent danger in a schematic bird’s eye view of the car. Alternatively, a specially designed 3D arrow was shown, which pointed in the direction of the imminent danger relative to the car. Moreover, the use of sound as an additional cue was also investigated. The experiment showed that the 3D arrow visualization resulted in shorter reaction times, as well as a smaller error in the identification of the direction of the danger. The use of the sound cue seemed to lead to a slightly shorter reaction time.

Along with methods for displaying virtual content, user interaction mechanisms are an important component of AR system design. User interaction devices for augmented reality should be lightweight, ideally untethered, intuitive to use, and accurate. Thomas examined three different approaches to user interaction in wearable augmented reality [Tho06]. In this study, a handheld pointing device was compared with a purely gaze-directed method and an approach that combines gaze direction with a handheld pointing marker. The subjects were asked to use the pointing methods in order to select or annotate real objects in the environment. The results of this study suggest that the combined gaze-direction and pointing technique is the superior method for this type of task.

One central factor influencing human perception in augmented reality is the fact that the degrees of visual realism in the virtual and the real elements of an augmented environment are dissimilar. Virtual graphical objects typically lack natural lighting, as well as camera image effects such as motion blur and image noise, which are present in video images. This makes them easily distinguishable from the real environment. Recent approaches to image generation for augmented reality try to eliminate this difference in visual realism. In Stylized Augmented Reality, artistic or illustrative stylization methods are applied to the entire augmented video stream [FBS05c]. This way, both the real and the computer-generated objects are rendered in the same visual style, making them much more difficult to distinguish. Different types of stylized augmented reality have been explored: cartoon-like stylization [FBS05b, HLB05], an artistic representation with brush strokes [FBS05a], as well as a rendering style emulating technical illustrations [FBS06]. Fig. 8 - Fig. 10 illustrate the concept of stylized augmented reality using a conventional and two stylized representations of the same augmented scene.

A psychophysical study was performed in order to measure the decreased discernability of virtual objects in stylized augmented reality [FCB 06]. In this experiment, participants were shown recorded video clips and still images of various AR scenes containing either a real object or a virtual model at the center of the view. The recordings alternatively showed a conventional AR rendering or a cartoon-like representation. Subjects were asked to decide whether the central object is a physical object or a graphical model. Fig. 11 depicts a virtual model shown in the study in the conventional AR mode, and Fig. 12 shows its stylized representation.

The results obtained in the study indicate that virtual and real objects are significantly more difficult to distinguish in a stylized augmented reality environment. The subjects required a longer time to reach a decision, and a significantly higher error rate was recorded in the cartoon-like representation of the AR scene. (See [FCB 06] for more details.)

Different applications for stylized augmented environments have been proposed. These include the mo-
Figure 10: Brush stroke rendering of the AR scene depicted in Fig. 8.

Figure 11: Conventional AR rendering of a graphical coffee maker model shown in the psychophysical study.

Figure 12: Cartoon-like AR rendering of the graphical coffee maker model shown in the psychophysical study.

Figure 13: Selective stylization for augmented reality in a tangible user interface. This image shows an augmented urban planning application. The building model held by the user is a real object, while the city plan shown beneath the user’s arm is virtual.

4. Perception and Rendering/Animation

One of the primary goals of computer graphics is to produce realistic worlds. In this, computer graphics has so far largely relied on the physical modeling of object properties—examples range from the rendering equation [Kaj86] based on radiative heat transfer to facial animation based on physical simulation of muscles and skin tissue [SSRMF06]. Increasingly sophisticated algorithms together with an enormous increase in computing power have enabled researchers to produce amazing images of natural and artificial scenes and to set these into motion. A question that has emerged in recent years is, however: “How do we know when to stop?”, or “When is realism ‘realistic enough’”? In this section, we approach the question of realism from the viewpoint of human perception: What is needed in order to produce perceptually realistic environments? By asking this question we have thus chosen the human visual system rather than physical accuracy as our “gold standard”—after all, computer graphics produces images that humans look at and have to appreciate.

As a full treatment of perceptual issues in computer graphics is outside the scope of this STAR, we have restricted ourselves to four different topics. More specifically, in this section, we will focus on recent studies that have looked at perceptual issues in rendering and animation in the areas of image fidelity metrics, selective rendering, material rendering, and facial animation. We have chosen these particular areas as they roughly span a range from low-level perceptual concepts (such as the notion of “contrast” for fidelity metrics) to high-level perceptual concepts (such as the notion of “believable” expressions for avatar animations).
4.1. Fidelity Metrics and Selective Rendering

4.1.1. Fidelity Metrics

A strong focus of previous research has been on utilizing low-level properties of the human visual system for perceptually driven fidelity metrics (for a good overview, see [OHM04b]). Existing algorithms such as the Visual Difference Predictor (VDP, [Dal93], as well as its High-Dynamic-Range extension [MDMS05]) or the Structural Similarity (SSIM, [WBSS04]), however, usually result in a much too conservative estimate of rendering fidelity, as some image differences will not matter in quality judgements of human observers. In a recent study [RFWB07], this issue was addressed by the development of a visual equivalence predictor, which focuses on appearance-preserving rendering.

In [RFWB07], images are defined to be visually equivalent “if they convey the same impressions of scene appearance, even if they are visibly different”. In the study, several perceptual experiments were conducted in which the interaction of illumination transforms with object shape and material were investigated using simple, spherical shapes. Participants had to do four tasks in which they were asked whether images were the same, depicted the same shape, were made of the same material, or were lit similarly to a reference shape. The results of the first task showed that the two different kinds of illumination transformations (blurring and warping) introduced different levels of detectability. In general, however, performance did correlate well with a standard visual difference predictor [MDMS05]. The results of the remaining three tasks were used to derive visual equivalence predictors for the three properties of shape, illumination, and material - indeed, some parameter changes even though physically noticeable, were not distinguishable perceptually. These predictors were then used on novel objects in order to derive illumination transforms that could be applied to those objects without resulting in perceptually noticeable differences. Even though the VDP predicted clear physical differences, perceptual differences for those novel renderings were found to be minimal. As illumination calculations are rather costly, this approach can also be used to reduce rendering time.

4.1.2. Selective Rendering

Another important topic in perceptual graphics is the exploitation of limited human attentional resources for selective rendering purposes. The human visual system is not capable of spending equal amounts of processing power on all modalities and cues it receives from its sensory systems at any given time (leading also to well-known perceptual phenomena such as attentional, or change blindness). Instead, it relies on attentional mechanisms to highlight and select specific parts of the sensory input stream. In attention research, one generally divides between overt (that is, intentional, top-down controlled) and covert (that is, unconscious, bottom-up driven) attention processes. Overt processes are controlled by our conscious brain and often make use of task-dependent knowledge (for example, when asked to look for a specific item, I know where to search, what color to look for, etc.), whereas covert processes “grab your attention” based on input-driven properties (for example, a sudden flash in your peripheral vision will make you look in that direction). Much the same as the human brain, such resource management can also be leveraged in real-time computer graphics contexts, where limited resources (constrained by rendering speed, or input-output bandwidth, for example) force the system to compromise on rendering fidelity in order to enable real-time interaction with the system.

The framework proposed by [CDIS06] therefore uses both bottom-up importance maps, and top-down task maps to compute “realism in real-time”. Selective rendering in this case means to spend resources for rendering on those parts of the scene in which they will be perceptually most noticeable, rather than distributing rendering power equally across all objects. Of the three different selective renderers which are proposed in [CDIS06], we highlight two in the following: detection of key objects per frame, and selective component-based rendering.

The first approach is based on knowledge of important objects in an animation. The scene is first rendered to achieve a base quality (typically using one ray per pixel) - if present, the key object is detected by ray intersection in this step. In a second step, for frames containing the key object, the image is rendered using a gradually decreasing quality around the important objects. A data structure called the quality-buffer is then used to determine for each pixel how many additional rays need to be cast into the scene in order to achieve the desired fidelity. The second selective renderer extends this pipeline by being able to stop traversing cast rays depending on a pre-specified importance of each rendering component (such components are, for example, reflection, specular, and diffuse interaction). Light transport can then be stopped after a certain number of interactions with surfaces. Compared to the previous renderer, this framework was shown to scale better to lower time constraints due to the more fine-grained resource scheduling. In [MDCT05], this approach was extended to include multi-sensory influences motivated by the fact that due to the band-width limitation of the perceptual system, the brain cannot process all sensory modalities with the same fidelity. When presenting participants with animations played at different frame rates, animations containing sound effects were consistently rated as having a smoother motion than those which did not. By exploiting this fact and extending it to other modalities as well, one could potentially relax rendering requirements further.

4.2. Material Rendering

4.2.1. Perceptual Reparametrization

Research in computer graphics has spent a lot of time to develop efficient and at the same time realistic mod-
els for the interaction of light with materials. These models, however, are usually approximations of the physical laws rather than paying attention to how humans perceive materials. The relationship between the parameters of an algorithm and the resulting perceptual effect for most of these models is not straightforward which hampers the ability to produce specific effects for applications in visualization, art, and perception research. Following earlier studies by [PFG00, CWFS07] therefore pursued the idea of reparametrizing complex reflectance models in order to arrive at a perceptually uniform parameter space. The basic idea is to first gather similarity ratings between two images rendered with different model parameters. This similarity data can then be analyzed using Multi-dimensional Scaling (MDS) to recover the dimensionality and topology of the underlying perceptual space. In addition, semantic differentials (that is, rating properties of an object based on oppositions such as “hot - cold”, “transparent - opaque”) were used to investigate which semantic object properties were taken into consideration when viewing such renderings.

This approach was demonstrated on two datasets using state-of-the-art reflectance models which varied in two parameter dimensions, respectively. The first dataset consisted of glossy objects, for which MDS uncovered a two-dimensional similarity space and five primary semantic factors. The second dataset, transparent objects, was accurately described by a one-dimensional similarity map and six semantic factors. In both cases, roughly half of the factors represented aesthetic aspects of the stimuli, and the other half low-level material properties. By extending this approach to other reflectance models, it will become possible to enable more efficient interaction of users with the complex, physics-based models.

4.2.2. Perceptual Material Editing

In a similar context, perceptual judgments on material properties have been applied for suggesting more efficient user interfaces for material rendering [VLD07]. Here, the main motivation for the study was that in standard user interfaces for material editing, the material is usually previewed on a point-lit sphere. This geometry, however, might not be the best to illustrate the effects of different materials, as the shape is too regular and therefore cannot accurately visualize more complex material properties. Additionally, the interaction of lighting with the material properties is complex, suggesting that it might be hard to generalize from a point light source for the preview to the final scene which might have a much more complex illumination setup.

The study therefore set out to investigate material perception as an interaction of different object geometries, the scene in which the objects are depicted, different base materials, and small variations of each base material. The authors chose the WARD reflectance model [War92] as it was already used in an earlier study [PFG00] in which a perceptually uniform parametrization for glossiness was derived. In the experiments, two images selected from this space of stimuli were presented to participants who were asked whether the same material was depicted in both images or not. The results showed that accuracy of material perception was critically influenced by the geometrical shape: the sphere, for example, was the shape with one of the worst material discrimination thresholds suggesting that using it in material editors might not give correct impressions of the result. Going beyond this practical suggestion, the full set of results also extends our knowledge about the complex heuristics underlying material perception in humans [FDA03].

4.2.3. Changing Materials in Images

Perhaps one of the most extreme examples of the difference between “physically correct” and “perceptually correct” was given by [KRFB06] in which the material appearance of objects was changed dramatically (e.g., from opaque to transparent) by manipulation of simple image statistics. Usually, such a dramatic change would require an exact reconstruction of the three-dimensional object shape which could be rendered back into the image using a different Bi-directional Reflectance Function (BRDF). The core idea in this work, however, was to arrive at a reasonably exact estimation of the object geometry taking into account the so-called bas-relief ambiguity [BKYY99]. The ambiguity states that the human visual system cannot distinguish between surfaces that are affinely transformed along the line of sight and has been exploited by artists for centuries in bas-reliefs (for example, in wood and stone carvings in churches and temples). This means that for a perceptually correct estimation of object shape one needs only the distribution of the surface normals but not their absolute values. Such a shape reconstruction can be achieved by a simple 2D-filtering of the (isolated) object using a bi-lateral filter. The output of the filtering is then taken directly as the reconstructed depth map of the object. It is important to note that the scale of the filtering (i.e., the coarseness or fineness of the reconstructed depth map) needs to correspond to the desired material structure - mismatches here result in noticeable artifacts.

In order to turn an object transparent, it needs to reflect the background. A simple blurred pasting of the random bits of the surrounding background, however, was found to be enough to convey the impression of transparency. This filling-in procedure again only needs to pay attention to the distortions in the reconstructed shape rather than its physically correct depth values. Our visual system is apparently not able to do an inverse ray-tracing to derive the physically realistic reflections. This proof-of-concept work has shown that material judgements of an object seem to be made taking into account simple image and material statistics such as color and texture coarseness. This study provides an excellent example of a fusion of perceptual research and computer graphics which results in novel approaches and findings for both fields.
4.3. Facial Animation

The human face is capable of producing an astonishing variety of expressions—expressions for which sometimes the smallest difference changes the perceived meaning considerably [CKWB05]. Producing realistic-looking facial animations that are able to transmit this degree of complexity continues to be a challenging research topic in computer graphics. One important question that remains to be answered is: When are facial animations good enough? This section will discuss a series of recent studies that investigated both the perceptual evaluation of facial animations [WBCB07, WBF*07] as well as their use in highly controlled psychophysical experiments on perception of expressions [GCWB07, WBCB07]. One of these studies also compares and contrasts the effectiveness of behavioral (task-based) and introspective (questionnaire-based) approaches in the context of perceptual evaluation methods [WBF*07].

4.3.1. Perceptual Animation Fidelity

In [WBCB07] psychophysical experiments were used to systematically evaluate the perceptual quality of several different computer-generated animations with respect to real-world video sequences. In a first psychophysical experiment, several animation techniques were evaluated with respect to their recognizability, intensity, sincerity, and typicality in order to determine the task-dependent, perceptual quality of the animations. A highly realistic avatar [MBWCB03] (see Fig. 15a) was tested against several other, standard facial animation methods as well as against real-world video footage. The results demonstrated comparable performance for the avatar compared to the video footage showing that the facial animation was, indeed, perceptually valid. Furthermore, rigid head motion as well as internal facial motion were shown to critically affect all measures, exposing specific animation parameters that are important to achieve perceptual fidelity. Having access to a fully controllable, realistic avatar provides perceptual researchers with unprecedented possibilities for highly systematic experiments on the perception of facial expressions. In a second experiment, the benchmarked animations were therefore used to investigate the spatio-temporal characteristics in expression perception. This was successively degrading the fidelity of three different, fundamental properties of motion, shape, and texture in the experiments. A third experiment demonstrated how the perceptual measures developed in the first two experiments can be used to evaluate an improved version of the avatar. More specifically, it was shown that adding eyes (and teeth) results not only in an increase in recognition performance,
4.3.2. Using Animations for Perception Research

This research was extended in [GCWB07] in which the facial animations were used to investigate the importance of single facial regions (mouth, eyes, and eyebrows) and head motion in the context of facial expression recognition. In three psychophysical experiments, spatiotemporal properties of the computer animated face performing seven basic facial expressions were manipulated in a highly controlled manner. By successively allowing more and more of the regions to move (see Fig. 15b), the experiments shed light on which region needs to move in order for a face to be recognized as "happy", for example. Surprisingly, head, eye and mouth motion is sufficient to induce real-world recognition performance - large areas of the face apparently need not to move in order to recognize something as a believable facial expression. Furthermore, the results showed the interplay of individual facial regions for recognition: recognition performance of an animation consisting of moving eyes and mouth, for example, could not be explained by a simple addition of the single-region results. This non-linear interaction of information is an important result for perception research as it examines and models the cue integration strategies of humans in face processing.

4.3.3. Perceptual Evaluation of Stylized Animations

Going beyond the issue of perceptual realism, we now focus on abstraction in the context of animated facial expressions: a second series of experiments [WBF*07] aimed at characterizing the perceptual impact and effectiveness of three different stylization techniques (see Fig. 15c,d for two examples). The goal of stylization is to provide an abstract, focused representation of the visual information in an image. Many varieties of stylized imagery spanning a wide range of visual appearances can be rendered very efficiently with current computer graphics techniques, making stylization into a useful technique not only for artistic, but also for visualization and perceptual applications. Going beyond the usual questionnaire approach, the experiments compared and evaluated three different stylization techniques according to subjective preference, or task-dependent measures, thereby allowing the comparison of behavioral and introspective approaches. The differences between the experiments were striking: the introspective task based on questionnaires in which the effectiveness of the animations for recognition was queried, yielded very clear preference for the original, unstylized animation. Similar results were obtained for the direct comparison task, in which two animations were shown side-by-side, and participants had to indicate which of the animations resulted in the more effective recognition of the expression. In the behavioural task, however, in which participants directly had to recognize the depicted expression, differences between the stylized images and the original animations were less pronounced. On the contrary, the illustrative stylization (see Fig. 15c) actually turned out to give the best results in this experiment. The results therefore not only shed light on how stylization of image contents affects the perception but also shows that care should be taken when running perceptual validation experiments.

5. Perception and Visualization

Visualization as a discipline aims at the better understanding of abstract and scientific data. While a large number of techniques have been proposed, only a very small number of these techniques have been evaluated to see if they actually provide a measurable benefit for the users. Recently, van Wijk suggested how one might model the value of a visualization essentially based on the complexity involved in its development and application as well as how often it is actually successfully used [vW05].

An alternate approach, which an increasing number of research groups are using, is to use psychophysical experiments to show the added value of a method. This generally consists of an experiment that shows that a task is performed better (e.g., faster usage, higher percentage of correct interpretations). In this part, we will look into this class of approach, which either employ knowledge from perception for better understanding [Int05, HE96, HBW05, KSTE05], or which use psychophysical methods to show if a method is performing better than another one [KHI’03, LKJ’05, WT05, RHD’06, BHW06, AL06, BH07].

Most psychophysical experiments focus on rather simple features to examine their influence on a visualization, since the respective experiments are easier to control and easier to analyze if there is a significant effect. Among those features are the choice of color, size and orientation of the features (glyphs), and the density and regularity of texture elements. In the focus of these experiments are questions if features with certain attributes generate "pop-out" effects that are detected by the lower level of the human visual system (HVS), and are hence detected much faster than features that require more processing like searching for those specific elements. Earlier work described the perception of these effects as "preattentive" processing, although more recent work (still disputed though) indicates that this awareness is through non-cognitive processing and does not affect the user’s attention.

Current perceptual issues in visualization were discussed in the 2005 panel at IEEE Visualization [HIL’05] and an overview was recently presented by Livingstone [Liv07]. Experimental design in the context of visualization was outlined by Kosara et al. [KHI’03] and discussed in more depth by Swan [Swa07]. A good introduction into perception and (information) visualization is provided in Colin Ware’s book on information visualization [War00].
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5.1. Color, Glyphs, and Textures for Scientific Visualization

Early work in the context of perception and visualization basically dates back to the mid-nineties, when Healey et al. discussed the effects of certain perceptual features and low-level processing. These features in particular included color, textures, and glyphs [HBE96, HE96, HE98, HE99, Hea00]. Subject of the investigations was how quickly these features are processed and if they perceptually interact (or interfere) with each other, thus making the visual task more difficult. Note that perceptual interactions are often not symmetric, so that a problematic combination is less or no longer problematic if permuted. In essence, color was identified as a very strong cue, which “pops-out” immediately, if chosen appropriately [HBE96]. Healey et al. showed that the linear separation in the CIE LUV color model was an important factor to allow quasi immediate low-level processing [HE96]. Furthermore they showed that orientation of glyphs is more difficult to use, if the deviating angle is too small [HBE96].

More problematic are combinations of color and orientation, if the relevant information is encoded in the orientation of the glyph, since color strongly interferes (or perceptually interacts) with orientation, thus making the interpretation of the relevant information very difficult [HBE96]. Interestingly, this is not a symmetric effect, and hence, orientation does not interfere with color. Therefore, a good representation should choose color as main cue over orientation. In 1998, Healey et al. extended this work to the generation of “perceptual textures” and examined the influence of height, density, and regularity of the placement of texture elements [HE98]. They determined a significant low-level effect of the height (vertical size of the elements), with no significant interference with the other feature parameters (density, regularity). In contrast, the information was difficult to see using density or regularity as parameter, which furthermore had a strong interference with the other parameters. The relationship between texture and color was examined in [HE99], which showed that color is a stronger cue, while texture suffers of interference with color. A closer examination of the role of orientation was presented Weiskopf [Wei04]. Six different vector field visualization methods using different glyph styled primitives for three different tasks were compared by Laidlaw et al. [LJK05]. Although no method was the clear winner for all tasks, one method, GSTR, performed well for most tasks and better than most methods. Laidlaw et al. credited this to the clear representation of the flow structure and the direction of the represented streamlines. The role of the perceptual interaction or interference between different glyph parameters was examined by Acevedo and Laidlaw [AL06]. The described a framework to quantify interference between brightness, size, and spacing [AL06, ACL07].

Several researchers examined the effective visualization of layered surfaces using texture, colors, and glyphs. Bair et al. discussed in a series of experiments different configurations of textured surface visualizations to improve the interpretation of surface orientation of two nested surfaces [BHW05, BHW06, HBW06, BH07] and suggested good combinations of texture hatch orientation, density, and opacities for the upper and lower surface. Similar, Weigle et al. discussed methods to visualize intersecting surfaces using surface glyphs, shadows, and color, where glyphs demonstrated the strongest effect [WT05].

The question of a perceived uniform color space – where changes in the color diagram correspond to the perceived distance – is an important question for visualization. Rheingans et al. [Rhe92] discussed various color spaces for that property. The above mentioned CIE LUV space – where $L$ represents luminance, and $a$ and $b$ together represent chromaticity – defines such a perceived uniform color space, in particular when $L$ is kept constant [HE96]. However, the specification of isoluminant colors still remains difficult. Kindlmann et al. suggested to exploit face recognition abilities to specify two equal luminant colors [KRC02]. In their experiment, they could show that the face-based method product similar results as the competing method, but with a higher robustness or accuracy (lower standard deviation). Neumann et al. proposed a perceptually motivated approach to transform a color map into a gray map, and to resolve conflicts in a way to preserve good contrast [NCN07].

Other techniques to improve the perception of the shape of an object include shading methods to emphasize this information. Stewart used vicinity shading – taking into account neighborhood and distance information – to improve the perception of volumetric data [Ste03]. Interrante discussed the use of shape halos to improve the shape perception of 3D flow visualization primitives [IG98].

Finally, stereoscopic rendering and transparency (opacity) were explored for improving depth perception. Kersten et al. observed in their experiment for volume datasets interpreted with pure absorptive media a significant correctness effect for stereoscopic rendering, but none for opacity or spatial
frequency. Furthermore, no significant acceleration (time) effect was discovered with any method [KSTE05]. In the context of picture interpretation, Gooch and Gooch suggest to use matting to improve depth impression [GG05].

5.2. Illustrative Visualization (NPR)

Illustrative visualization represents a direction in visualization that uses methods inspired from illustrators or artists to present meaningful information. In particular in rendering, this kind of techniques are called non-photorealistic rendering, or NPR. Since most visual representation methods in visualization are non-photorealistic, while not being illustrative, many researchers propose the name illustrative visualization instead. In this paper, we adopt this terminology.

Illustrative visualization methods aim at extracting the relevant information from the vast quantity of information in large datasets. To validate the success of this objective requires the application of psychophysical experiments, which in particular for illustrative visualization are largely missing, or are based only on questionnaire-based experiments. This, however, is different in other application fields of illustrative techniques, such as stylized augmented reality (see Section 3).

One of the first studies to qualify the benefit of illustrative visualization was presented by Tietjen et al., who examined the use of illustrative visualization techniques for liver surgery planning [TIP05]. They concluded that surgeons tend to prefer de-emphasized context information with silhouettes for the focus objects. Ritter et al. studied the effects of four visualization techniques for the perception of blood vessel trees [RHD06] and showed that distance-based methods could be used effectively, while no significant improvement was shown for specific hatching techniques emphasizing the shape of the blood vessels. In contrast to these medical settings, Tateosian et al. proposed a painterly rendering scheme for weather visualization, mapping stroke size, stroke orientation, and stroke density of physical properties [THE07]. While their approach was motivated by perception, they did not conduct a psychophysical study to underline their approach. This motivation is similar to the approach of Salah et al., who used different illustrative rendering styles to emphasize focus- and near-focus objects in anatomical datasets [SBSS05].

5.3. Focus and Context, Motion, and Scaling

Several perception-motived methods have been proposed in the context of information visualization. Most of these methods address highlighting methods to emphasize elements of interests, such as nodes and links in graphs. Among those lines, Kosara et al. discussed a focus and context technique using blurring [KMH02]. This technique, called semantic depth of field (SDOF), was examined in a psychophysical experiment in which the subjects had to detect and locate objects. The summary of the results of this experiment (low response time) indicated low-level processing (called preattentive) and showed that SDOFs have no interference with color, thus enabling the use of both. The techreport providing the details of this experiment [GTS01] is, however, not available online.

Other focus and context techniques are fisheye transformations [Far86], where the center of the respective region is enlarged much larger than the vicinity. The region between is scaled with intermediate factors, which are non-linearly interpolated between the center and boundary factors. Lau et al. showed with a psychophysical experiment that a no-cost zone exists, in which such highly nonlinear transformations do not lead to any performance degradation [LRR04]. Furthermore, they described a larger low-cost zone, where the additional perceptual costs are small. Their study also showed that an additional, superimposed grid to represent the fisheye transformation has only a negligible performance effect. In a follow-on study, two of the previous authors showed similar effects for more distortion techniques (scaling, rotation, rectangular, and polar fisheye transformations) and mapped out the respective no-cost zones [LRR06]. That study also showed that the accuracy loss outside of the no-cost zone is smaller for the polar fisheye transformation than for the rectangular variation. In contrast to their earlier work, however, they found a positive effect for the superimposed transformed grid, which extended the no-cost zones for all transformations, except the polar fisheye. The authors suggested that the lack of this effect is due to the already better performance of the polar transformation over the rectangular transformation [LRR06].

Another highlighting technique was suggested by Bartram et al., who use motion for grouping effects [BW02]. They examined how much attention draw linear motion, circular motion, expansion/contraction motions, and combinations of linear motions, and concluded that circular motion draws the strongest attention. Combinations of linear motion performed only similar when the angular difference between consecutive motions is larger than 90°. They furthermore showed that motion highlighting performs better than static shape or color highlighting methods [BW03]. Similar, Ware and Bobrow examined oscillating motion to highlight nodes in large graphs and compared them to static highlighting methods [BW04]. While they showed here that motion highlighting was more effective than static highlighting, they reported equal effectiveness in [BW05]. They credited the differences to larger graphs in the second study [BW05] and to the lack of taking interaction time into account in the first study [BW04]. The second 2005 study furthermore showed that a comparison tasks for two subgraphs was performed best if one subgraph was highlighted by motion, while the other subgraph was highlighted by a static method.

Finally, Huber and Healey studied the effectiveness of flicker, directed motion, and motion velocity to encode mul-
tifield datasets [HH05]. They concluded that minimum parameters had to be considered, which where a minimum cycle length of 120ms for flicker, a minimum directional difference of 20°, and a minimal velocity difference of 16 pixels/second.

### 5.4. Perception-driven Visualization

The last class of perception-driven visualization methods tries to use perception insights to steer the choice of visualization methods. In contrast to the rather anecdotal approach in the previous section on illustrative visualization, they aim at largely automated methods.

One of the first of such approaches of Healey et al. was a data visualization assistant that encodes perceptual rules for color, luminance, size, density, and regularity for a search engine, which in turn ranks the results according to a perceptual saliency [HAE99]. They extended their approach to illustrative visualization methods in [HKR∗08] and use a mixed-initiative interaction to steer the search process. A similar approach was proposed by House et al., who use a human-in-the-loop approach to generate a large set of rated visualizations [HBW05, BHW06]. Data mining techniques like cluster analysis and principal component analysis (PCA) are then used to determine the basis for the parameter space and to find a good solution.
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