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Abstract

We describe new techniques for computing a smooth triangular mesh surface that surrounds an enumerated volume consisting of a collection of points from a 3D rectilinear grid. The surface has the topology of an isosurface computed by a marching cubes method applied to a field function that has the value one at the points in the volume and zero for points not in the volume. The vertices are confined to the edges of the grid that penetrate this separating surface and the precise positions are computed so as to optimize a certain energy functional applied to the surface. We use efficient iterative methods to compute the optimal separating surfaces. We lift the concept of energy functionals for planar curves to isosurfaces by means of the 4*-network which is a unique collection of orthogonal planar polygons lying on the isosurface. The general strategy that we describe here leads to methods that are simple, efficient, and effective.

1. Introduction

The techniques of this paper fall into the general topic of triangular mesh fairing. Given a triangulated surface, the goal is to alter the geometry, topology or both to improve upon the surface by making it smoother. The smoothing criterion is prescribed by the desire to optimize a specified energy functional. Examples include the Dirichlet energy functional

$$\int |\nabla S|^2$$

and the thin plate functional

$$\int (k_1(S))^2 + (k_2(S))^2$$

where $k_1(S)$ and $k_2(S)$ are the principal curvatures being the eigenvalues of the shape operator. Strategies for solving these optimization problems usually follow in the spirit of numerical methods for solving PDEs. Either finite element methods are applied directly to the energy functional or finite difference schemes are applied to the variational characterization provided by Euler-Lagrange equation. Typically this leads to sparse linear systems of equations which are solved iteratively. Since the Euler-Lagrange equation for the Dirichlet functional is the well-known Laplace equation, it is possible to exploit this connection for the development of surface fairing algorithms. For the present context, there is an additional complication in that there is usually no explicit parameterization of the triangular mesh surface. This is what makes the problem interesting. Much of the recent research in this area has centered around the development of discrete approximations or characterizations which are independent of or do not require a parameterization of the triangular mesh surface. In fact, computable discrete approximations to energy functions or the variation (Fréchet derivatives) of these functionals can lead to algorithms for computing parameterizations themselves. Examples include the discrete conformal parameterization and discrete authalic parameterization. Dyn et al. have used discrete approximations of Gaussian and mean curvature to fair triangular mesh surface with only topology changes based upon edge swapping schemes.

Here, we present methods that are quite different from the above, but they only apply to the restricted set of isosurfaces computed with a marching cubes (mc) type of algorithm. Before we proceed to describe our optimization strategy, we motivate our application. The examples and applications of Section 4 further explain the purpose of this research.

There are distinct advantages for representing objects as binary enumerated volumes. Kaufman has called this general approach to representing objects within the context of computer graphics, volume graphics and he has compared the pros and cons of the conventional polygon approach to modeling objects to that of volume graphics. One of the present disadvantages of enumerated volumes is that standard polygon renderings appear “blocky” and have a distinct discrete appearance to them that techniques such as smooth shading cannot eliminate. Cohen-Or et al. suggest smoothing out the edges of binary models by using trilinear interpolation (or higher order interpolation)
on the boundary voxels. Here, we take a somewhat different approach. We draw upon the basic ideas and concepts of variational surface design\textsuperscript{14} to describe new techniques for computing triangular mesh surfaces that surround an enumerated volume. These triangular mesh surfaces have the same topology as an isosurface computed by a modification of the marching cubes method applied to a field function which has the value one at lattice points lying in the volume and a value of zero for points exterior to the volume. The actual positions of the vertices along these edges are determined by iterative methods used to compute a surface which optimizes certain energy functionals. Our general strategy for solving these minimal variation problems is described in Section 2. We require discrete local approximations for the quantities used to characterize the optimal separating surfaces. These are based upon an interesting property of the particular triangular mesh surfaces which result from marching cubes types of algorithms. We prove that every vertex of one of these triangular mesh surface lies at the intersection of two orthogonal planar curves. This allows for energy functionals for planar curves to be lifted to triangular mesh isosurfaces. In particular, this allows us to take advantage of natural parameterizations of planar polygon curves\textsuperscript{14} to obtain constrained isosurface fairing methods that are simple, efficient and effective.

2. Definitions and General Optimization Strategy

Given the increments, $\Delta x, \Delta y, \Delta z$ and the integers $N_x, N_y, N_z$, we denote by $L$, the rectilinear grid consisting of the lattice points

$$\{ P_{ijk} = (i\Delta x, j\Delta y, k\Delta z), i = 0, \ldots, N_x; j = 0, \ldots, N_y; k = 0, \ldots, N_z \}.$$ 

An enumerated volume is simply a distinguished subset of $L$ we denote by $EV$. The complement of $EV$ is denoted by $EVM$ so that we have $L = EV \cup EVM$.

A separating surface for $EV$ is a surface $S(EV)$ such that any path joining a point in $EV$ to a point in $EVM$ must intersect $S(EV)$.

We are particularly interested in separating surfaces which are triangular mesh surfaces. The geometry of a triangular mesh surface $S$, consists of a list of vertices $V_{I} = \{x_{I}, y_{I}, z_{I}\}, I = 1, \ldots, N$ and the topology consists of a list of triple indices $\{n_{I}, n_{I}, n_{I}\}, n = 1, \ldots, N$ indicating that the surface contains the triangles with vertices $V_{n_1}, V_{n_2}$ and $V_{n_3}$. If $V_{I}$ is a vertex of $S$, then the star of $V_{I}$ consists of all triangles of $S$ that include $V_{I}$. We denote the star of $S$ by $\{V_{I}\}$. The list of indices of the vertices of $\{V_{I}\}$ connected by edges to $V_{I}$ is called the contiguity list which is denoted by $[V_{I}]$. Sometimes the topology is specified by giving the contiguity list for each vertex rather than the list of triangles. These two methods are equivalent.

We now set out to define a collection of triangular mesh surfaces which separate the points of $EV$ from the points of $EVM$. We start with $M(EV)$ which we call the midpoint separating surface. $M(EV)$ is obtained by computing the isosurface at the threshold value $\tau$ by using the marching cubes method (modified to take care of the hole problem\textsuperscript{16, 17}) applied to the binary field function $F(x, y, z)$ defined as

$$F([\Delta x, j\Delta y, k\Delta z]) = \begin{cases} 1, & P_{ijk} \in EV \\ 0, & P_{ijk} \in EVM \end{cases}. \quad (1)$$

A vertex $V_{I}$ of $M(EV)$ lies on the midpoint of an edge of the grid $L$. We denote the endpoints of these edges as $P_{a,b,c} \in EV$ and $P_{a,b,c} \in EVM$ so that

$$V_{I} = \frac{P_{a,b,c} + P_{a,b,c}}{2}, \quad i = 1, \ldots, N. \quad (2)$$

We let $\delta = (\delta_{1}, \ldots, \delta_{N_{X}}, \ldots, \delta_{N_{Z}})$, where $0 \leq \delta \leq 1$ and define $S(EV, \delta)$ to be a collection of triangular mesh surfaces with the same topology as $M(EV)$ and vertices on exactly the same edges of $L$ as $M(EV)$, but with the vertices

$$V_{I} = \delta_{a,b,c} P_{a,b,c} + (1 - \delta_{a,b,c}) P_{a,b,c}, \quad i = 1, \ldots, N \quad (3)$$

that are allowed to be anywhere on the edge.

In the next section, we describe a general approach to measuring the energy of isosurfaces $S$ which we denote by $[S]$. We characterize an optimal separating surface as the solution of the optimization problem

$$\min [S], \quad \text{subject to } S \in S(EV, \delta). \quad (4)$$

We use an iterative scheme for computing the extrema for this problem. We start with an initial surface $S_{0}$ with $\delta_{0} = (\delta_{0}^{(0)}, \ldots, \delta_{0}^{(N)})$ and for $k = 1, \ldots, N$ we sequentially consider the univariate functions

$$h_{k}^{(0)}(\delta_{0}) = \left[ S(EV; \delta_{0}^{(0)}, \ldots, \delta_{0}^{(k-1)}, \delta_{0}^{(k)}, \ldots, \delta_{0}^{(N)}) \right], \quad 0 \leq \delta \leq 1.$$ 

We use standard univariate minimization techniques to compute an approximate minimizer of $h_{k}^{(0)}(\delta)$ which we denote as $\delta_{0}^{(k)}$. A full sweep over all vertices leads to the next iterate $S_{0}$ with $\delta_{0} = (\delta_{0}^{(0)}, \ldots, \delta_{0}^{(N)})$. This iteration is continued until
This general strategy is further illustrated in the Figure 1.

![Illustration](image)

**Figure 1:** Top, left image illustrates the 2D version of the enumerated volume and the midpoint separating curve except that the point on the edge joining (11,4) to (12,4) has been moved to its locally optimal position. The top, right image shows the separating polygon after one complete iteration where each edge position has been updated. The lower image shows the final, converged optimal separating polygon curve.

### 3. Optimal Separating Surfaces

Our general approach consist of extending optimizing criteria for parametric curves to surfaces by applying a particular curve method to a collection of parametric curves lying on the surface.

We assume at the onset that we have decided upon a measure of smoothness or energy functional for a planar polygon, $C$, consisting of the vertices $V_1, V_2, ..., V_M$. This is written as

$$\rho(C) = \sum_{j=1}^{M} \rho_j(C)$$

where $\rho_j(C)$ is a local, discrete approximation to the energy functional at the point $V_j$. Any number of choices for the definition of $\rho_j(C)$ are possible. The overall computational efficiency is, of course, dependent upon the ease of computing this local measure of smoothness. One measure used here is based upon curvature

$$\rho_j(C) = \frac{\|\hat{x}(t)\| \cdot \|\hat{y}(t)\| - \|\hat{x}(t)\| \cdot \|\hat{y}(t)\|}{\|\hat{x}(t)\|}.$$  

Also, we have used the linearized version of curvature that is often associated with spline functions,

$$\rho_j(C) = \left[\|\hat{x}(t)\|^2 + \|\hat{y}(t)\|^2\right].$$

The actual computation of $\rho_j(C)$ in these cases requires some type of approximation for $(x(t), y(t))$. A reasonable choice is a parametric quadratic polynomial with $(x(0), y(0)) = V_{ii}$, $(x(1), y(1)) = V_j$, $(x(1), y(1)) = V_{ii}$ and $0 < t < 1$. A cubic spline is also possible at some additional computational cost.

We now set out to show how to extend the concept of an energy functional for a curve to an isosurface in $S(EV, \alpha)$. We first need the results of the following theorem.

**Theorem 1. (4*-Network)** Let $S \in S(EV, \alpha)$ and consider the planar slices of $S$

$$C_{xx} = S \cap \{ (x, y, z) : x = i\Delta x, i = 0, \cdots, N_x \},$$

$$C_{yy} = S \cap \{ (x, y, z) : y = j\Delta y, j = 0, \cdots, N_y \},$$

$$C_{zz} = S \cap \{ (x, y, z) : z = k\Delta z, k = 0, \cdots, N_z \}.$$

i) These three collections form a mutually orthogonal network of planar, polygon curves lying on the surface $S$.

ii) Each vertex $V_j \in S$ is at the intersection of exactly two of these planar polygons; one from one of the collection of planar curves and the other from a collection that is orthogonal to it. More precisely,

$$\{ V_j \in C_{xx} \} \cup \{ V_j \in C_{yy} \} =$$

$$\{ V_j \in C_{xx} \} \cup \{ V_j \in C_{zz} \} =$$

$$\{ V_j \in C_{xx} \} \cup \{ V_j \in C_{yy} \} = \{ V_j, i = 1, \cdots, N \}.$$  

**Proof.** First, let $V_j$ be an arbitrary vertex of $S$ and consider the application of the mc algorithm to a voxel that contains the edge that contains this vertex. Since the fragments of the surface, $S$, lying in a particular voxel are guaranteed to separate the points below the threshold from the points above the threshold, we can be sure that whenever there is a vertex on an edge of the voxel, there will be an edge of $S$ on the two faces containing this edge. One of these faces is in a plane perpendicular to the $x$-, $y$- or $z$-axis and the other plane is orthogonal to it. $S$ restricted to a plane perpendicular a coordinate axis is a polygon curve which must separate the voxel vertices in the plane which are above the threshold from those that are below the threshold. Since the voxel data we are considering is binary, then the above is true for all $S$ in $S(EV, \delta)$. In the
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example of Figure 2b, the polygons of $C_{ijk}$ have been colored red, those of $C_{ijk}'$ are colored white and those of $C_{i+j+k}$ are colored blue. The valence of each vertex in the 4*-network is always four (except on the boundary) and the polygon patches are those provided by the various cases of the mc algorithm used.

We should note that above theorem assumes that we are using a modified version of the mc algorithm which corrects the hole problem and guarantees this separation property without adding triangles on faces of voxels. The method of Nielson & Hamann guarantees these properties as does the method described by Nielson & Huang.

The importance of the above theorem in the present context is the following. Obtaining a good global parameterization of a triangular mesh surface is currently still a somewhat difficult problem, but it is an easy matter to parameterize the components of a planar polygon curve and use this parameterization to obtain local discrete approximations to energy functionals. We can use these observations to lift the concept of a measure of smoothness for a planar curve to an isosurface in $S(EV,\delta)$ by the following

$$|S| = |S(EV,\alpha)| = \sum_i |C_{ijk}| + \sum_j |C_{ijk}'| + \sum_k |C_{i+j+k}|.$$

4. Examples and Applications

4.1 Knotted Tori

A torus is an interesting example since it contains points with positive (elliptic), negative (hyperbolic) and zero (parabolic) Gaussian curvature. For this example we computed the points of a $24 \times 24 \times 24$ grid lying interior to one of two tori which are topologically linked. The midpoint separating surface is shown in Figure 3a. After one complete iteration, the surface shown in Figure 3b is obtained. The final converged surface is shown in Figure 3c.
4.2 Boolean Operations on Triangular Mesh Surfaces

While it usually considered a difficult task to perform Boolean operations on surface bounded objects, it is trivial for enumerated binary volumes. For this example we started with a triangular mesh surface of the Stanford bunny data set. We then computed a binary enumerated volume for the Stanford bunny by selecting the distinguished subset of a $60 \times 60 \times 60$ lattice of points lying interior to the bunny. This enumerated bunny volume was then intersected with an enumerated volume for the block letters “ASU”. Figure 4a shows the raw data by displaying the midpoint surface shrouded over the intersected enumerated volume. Figure 4b shows the initial guess consisting of random positions on the edges of $S(EV, \delta)$. Figure 4c shows the triangular mesh surface after one full sweep iteration. We have used a random initial approximation to point out the insensitivity of our optimization strategy to initial approximations. We have observed that most often the final optimal separating surface is independent of the initial approximation. While we have observed cases where different initial values have converged to different surface, usually these cases were small, symmetric and somewhat contrived data examples or extreme cases where $\delta^{(0)} = 0$ or $1$. While we do not rule out the possibility of local extrema, experience to date tells us it is not a problem in this context.

4.3 Compression of Isosurfaces

In this section we discuss an interesting application of the present methods to compressing the representation of geometric objects. Compressing triangular mesh surface is a topic that has received considerable research attention in recent times. The methods we describe here are quite effective, but only apply to isosurfaces extracted from volume data sets using a mc type of algorithm. As we noted in Section 1, there are two separate aspects of a triangular mesh surface; namely the topology and the geometry. In the present situation, where the surface is a
me isosurface, the topology is completely determined by the binary field function,

\[ F(ix\Delta x, j\Delta y, k\Delta z) = F_{ijk} = \begin{cases} 1, & P_{ijk} \in EV \\ 0, & P_{ijk} \notin EV \end{cases} \]

The binary array \( F_{ijk} \) is also called the occupancy array.

Using standard and widely available techniques, it is possible to efficiently encode this topological information. For example, binary image compression techniques can be applied to the 2D layers of \( F_{ijk} \). The JBIG algorithm is a context based arithmetic coding scheme which forms the bases of the standard of the Joint Bi-level Image experts Group.19 Taking into consideration potential interlayer context, Taubin reports .60 to .95 bits/triangle being about 50% better than just applying JBIG to isolated layers.25 Saupe and Kuska, further involve octrees in order to exploit spatial coherence for added efficiency.23

The geometry for the isosurface requires the values \( \alpha_i \) of

\[ V_i = \delta_i P_{u_i, v_i, x_i} + (1 - \delta_i) P_{u_i, v_i, x_i}, i = 1, \ldots, N. \]

An approximation to the surface results from quantizing these values. Using \( M \)-bits, the interval \([0, 1]\) is subdivided into \( 2^M \) subintervals and \( \delta_i \) is approximated with the midpoint of subinterval closest to \( \delta_i \). Each bit-plane of these quantized values can then be encoded and compressed with techniques similar to those used for the topology. This brings us to how the present techniques are applicable in this context. If the isosurface is expected to be relatively smooth, then a smaller number of bits can be used for quantizing the geometry and the surfaces can be faired using the present methods. The vertices are constrained to the subinterval specified by the quantizing process. This approach is illustrated in the example of Figure 5 where we start with an enumerated volume of size 100 \( \times \) 300 \( \times \) 100. For some applications, an approximation of the quality shown in the right image of this Figure 5a may be sufficient. This requires no information beyond the topology. The smooth quality is gained through the optimization process used to compute the shroud. While the shroud adds no additional cost in space, there is the cost required for computing the \( \delta_i \)'s of the optimal surface. It depends upon the application and the efficiency of the implementation as to whether or not the archiving or bandwidth costs are sufficient to justify the smoothing costs. In most situations, this decision would require additional study. The model of the left image of Figure 5b is optimized after 1-bit of quantification and the right uses 2-bits. All four models have the same topology with approximately 100K triangles. The two models of Figure 5a can be represented with approximately 50K bits. The left model of Figure 5b requires approximately 150K bits and the right about 250K bits.

---

**Figure 5a:** The enumerated volume of size 100 \( \times \) 300 \( \times \) 100 and its optimal shroud.

**Figure 5b:** Quantized to 1-bit and 2-bit and then optimized.
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4.4 Segmented Data

Segmentation is one of the steps along the path to extracting meaningful knowledge from acquired data. The actual term *segmentation* is usually used for medical or life science data where it means the process of identifying which pixels or voxels from an image or 3D scan belong to a particular object, such as air, bone, fat or tissue. The term *classification* is also used for this same process. It is not easy to segment data, particularly 3D data. The development of effective segmentation techniques is currently a very active area of research.9, 11, 26. Often, there is only one material or class to segment and in this case segmented data is exactly the same as an enumerated volume and so the rendering and representation problems are the same. We illustrate the use of our techniques in this context with two examples. They both use data from our NSF sponsored, interdisciplinary research project at ASU: 3D Knowledge: Acquisition, Representation and Analysis.

The data from the first project, which is shown in Figure 6, is concerned with understanding the abilities, limitations, and adaptations of early humans to make tools and walk upright by developing biomechanical models of manipulative and locomotor behavior using 3D osteological data. Quantifying the morphology of certain features and attributes developed through the evolutionary process is key to understanding why and how these features evolved. This quantification requires mathematical models of the surfaces of segmented objects. While most other applications we have discussed so far utilize the shroud for rendering, here we can see that the smoothed isosurface can be used to extract key geometric and quantifiable features such as the area of regions of positive and negative curvature or contact area.

This next example utilizes data from another one of our interdisciplinary 3DK research projects. Extraction of scaffolds, such as the meiotic spindles, a 3D tubular framework consisting of the microtubules, from confocal laser scanning microscopy (CLSM) data of a cell is a challenge in biological image processing. It is of major importance in the research of microtubule anchor proteins, and molecular motor mechanics. However, the scaffold is hidden with CLSM data due to the nature of light excitation, and is difficult to visualize using traditional opacity and color transfer functions that depend only on local intensity. In 9, a new method of segmenting this type of data which is based upon statistical methods utilizing crest points is described. Once the scaffold has been extracted, this binary volume can be modeled and rendered with an optimal shroud. This is illustrated in Figure 7. The filtered spindle is segmented, producing an enumerated volume size 29×121×28.

Figure 6: The left image is the midpoint surface defining segmented data of size 32×96×32 of a right tibia from a male Pan troglodytes (chimpanzee). The right image is the optimal shroud with its 4*-network.

Figure 7: The top, left image is confocal microscope data. The top right image is a volume rendering and the bottom image is the shroud surface for the filtered, segmented meiotic spindle with contours to show fairing results.
The next example is segmented data of a human brain. We show this data in Figure 8a by displaying the midpoint separating surface. The optimal shroud converges in four iterations to approximately 6-digit accuracy. It is shown in Figure 8b. Another view of the shroud is shown in Figure 8c. Here we can see the region where a tumor has been removed, but the main reason we show this view is that the quality of the smoothing is clearly discernable from the axial contours.

Figure 8a: Segmented brain data of size $124 \times 256 \times 256$ illustrated with the midpoint separating surface, $M(EV)$.

Figure 8b: Optimal shroud of the data of Figure 8a.

Figure 8c: Top view with tumor cavity in view and contours illustrating the quality of the fairing process.

4.5 Target Containment Region Description

One of the most common sensors used on modern submarines is the towed array (TA), a linear string of hydrophones towed behind the parent submarine. Directional beams are developed electronically and sound from a target is processed through one of these beams. The array construction and electronic processing results in conical beams of known angular width centered about the axis of the TA and extending in all directions. If target noise is received in one of these beams it is known that the target is contained somewhere in the conic annulus of the received beam. If sound from the target is received at the TA after bouncing off the ocean floor, the containment annulus now includes the hyperbolic sheet resulting from the beams’ reflection off the bottom. Figure 9 illustrates the basic geometry of this problem. A variety of factors can affect this ideal situation. For example when the bathymetry of the seafloor and nonlinear acoustic propagation are taken into consideration, a region similar to that depicted in Figure 10 can result. Given estimates of the speed of the target, it is possible to update the containment region by enlarging it with offsets. New observation at a latter time would lead to new containment region found by intersecting containment regions. Dynamically maintaining a geometric region of this nature with a polygon bounded surface would be a difficult task requiring real-time offset and intersection capabilities. We have used enumerated volumes to model these containment regions. In order to enhance the visual display of this information to fire control operators, the shroud can used. An example is shown in Figure 11.
5. Remarks

1. All of the images we have included here use constant (flat) shading. The main reason for this is because the geometry of the triangular mesh surface is best revealed without the additional enhancement of Gouraud (smooth) shading. Also, we found that specular reflection added very little to what we wished to impart and so we used only the ambient and diffuse components of the Phong illumination model.

2. We have experimented with a variety of choices for the local energy functional, \( \rho(C) \), including the definitions of (6) and (7), combinations of these two and even some ad hoc schemes involving the angles \( \angle V_i, V_j, V_k \). In general, practically any reasonable choice for \( \rho(C) \) leads to somewhat reasonable results. This is due, in part, to the constraints placed on the vertices during the optimization process. In some applications, certain choices clearly give superior results. Of course, what is superior in any particular application is a subjective matter. We found that a test bed environment with a variety of choices for \( \rho(C) \) available, usually allows a user to find quite rapidly a criterion suitable for a particular application. This points out one of the advantages of our general approach. Any measure of smoothness for a planar polygon can easily and readily be lifted to isosurfaces and plugged into our general optimization strategy. This leads to a variety of future possible research problems. We are currently working on variational criteria that additionally enforce certain constraints such as creases or other related aspects. Another energy functional that we plan to study is

\[
\rho(C) = \left[ \frac{1}{V(t)} \right]^q + v \left[ \frac{1}{V(t)} \right] + \left[ \frac{1}{V(t)} \right]^{q+1}
\]

which is associated with splines in tension.

3. The optimal separating surfaces developed here are 2D manifolds which means that each edge of \( \mathcal{S} \) is shared by, at most, two triangles. This is not the case for the methods of 1, 6, 15. By design, the methods of 1, 15, will separate more than two materials so they necessarily cannot be 2D manifolds. It would be interesting to extend the ideas of an optimal shroud to the case of several materials to be separated.
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Figure 2b: The three families of orthogonal planar curves comprising the 4*-network of the isosurface.

Figure 8b: Optimal shroud of the data of Figure 8a.