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Abstract
This paper addresses the problem of visualizing multidimensional scalar functions. These functions are often encountered in fields such as Engineering, Mathematics, and Physics to understand and model complex phenomena. We propose a novel method based on the dimension reduction philosophy called HyperCell. Its basic concept is to represent the function by means of dynamic orthogonal low (1D, 2D, or 3D) dimensional subspaces, called Cells. Firstly the user defines a N-dimensional region of interest, in which the data can be visualized. Then the user interactively creates cells by selecting up to three dimensions from the function domain. A cell can be visualized using a standard visualization algorithm such as isosurfacing or volume rendering. The analysis of the function is done by investigating several cells, which can be sampled simultaneously at different regions of interest in N-Space. The HyperCell method allows several useful operations to help the exploratory process such as navigation and rotation in N-Space, and brushing.

Categories and Subject Description: I.3.2 Graphics Systems; I.3.6 Methodology and Techniques; I.3.3 Picture/Image Generation.

1. Introduction
A large number of problems and processes in Engineering, Mathematics, and Physics are frequently modelled by scalar functions of many variables, also known as multidimensional functions. These functions can be found in problems such as the sensitivity analysis for linear and non-linear programming involving multiple parameters, the mathematical exploration of the geometry of objects in high-dimensional space, and the complex modelling of physical phenomena, to name just a few.

Scientific Visualization can greatly enhance the analytical process by offering a suitable mapping from the problem to the visual domain in such a way to provide insight about the object under investigation.

In this paper we have addressed the problem of visualizing multidimensional functions, by introducing a novel visualization method based on the dimension reduction philosophy. We are interested in functions defined in Euclidean space of dimension equal to or greater than four, which we call multi-dimensional space. They can be mathematically represented by either an analytical formula or interpolation of data values obtained from a complex simulation. They are abstractly represented by \( f(x_1, x_2, \ldots, x_n) = y \), where each \( x_i \) represents the i-th dimension, and y is a scalar value.

1.1 Previous Work
In recent years there have been several attempts to deal with the visualization of multidimensional data.

In 1987 Inselberg and Dimsdale introduced the parallel co-ordinates method. This technique is designed to represent N-dimensional points, hence supporting both the analysis of multivariate data and the visualization of the geometry of multidimensional objects. In this technique vertical parallel axes are used to represent the dimensions and an N-dimensional point is plotted as a polyline that intersects all N axes. Each polyline intersection with the axes corresponds to the point’s value for that dimension (axis).

Parallel co-ordinates have the advantage that all dimensions are treated equally. In addition, there are interesting reciprocal dualities between Cartesian and parallel co-ordinates. Points in the former are mapped to lines in the latter, rotations become translations, and inflection points become cusps.

One disadvantage of parallel co-ordinates is that there is no pre-defined order in which to arrange the dimensions. Hence relationships among dimensions could be obscured by an inappropriate arrangement of dimensions.

In 1990 Feiner and Beshers conceived the Worlds within Worlds technique. It is based on dimension stacking, with at most three variables represented at each level, creating an interactive hierarchy of displays. The user interacts with the system using a data glove to define position in the space in which a new three-axis “world” is created to accommodate three more variables. The process is then repeated until all dimensions have been mapped, ending up with a surface corresponding to the last variable defined. Of course, different mapping of the variables yields different views of the data. A strong point of this technique is the direct manipulation of the graph by means of a haptic device such as the data glove.

Similar work, following the basic principle of nesting dimensions, was presented by Mihalisin et al. in 1991. In this...
case the objective was accomplished by plotting the dependent variable on hierarchical axis corresponding to the independent data. One disadvantage of this method is that the higher the function dimensionality the more cluttered is the display. In addition, the process of assigning colors to dimensions is arbitrary without perceptual considerations.

Bajaj et al. introduced a more recent approach called Hypervolume in 1998. It creates a projection of scalar fields of any dimension into a single image that corresponds to a global view of the data and would be "fully explanatory". They have applied a generalization of direct parallel projection methods from volume rendering. Their method depends heavily on a user interface that provides real-time control over n-dimensional rotation and projection parameters. They also make use of a tree hierarchical representation in order to cope with the huge amount of data involved in higher dimensional problems. Therefore their storage scheme allows the user to control the balance between accuracy and speed so as to achieve a real time performance.

In 1993 van Wijk and van Liere introduced the HyperSlice technique. It is a method for visualization of scalar functions of many variables. The central concept is the representation of a multidimensional function as a matrix of orthogonal two-dimensional slices. Each slice is a function subspace obtained by fixing the value of a number of variables so that there are either two or one free variables.

Its strongest point is the direct relation between screen space and data space. This relation made possible the design of a user interface that affords direct manipulation of operations such as navigation, identification of extrema, and definition of paths in hyperspace.

Although the authors decided to visually represent the function by two-dimensional slices, they recognized that three-dimensional techniques seem to be the most natural choice for the basic representation of the multidimensional function. In their opinion the 3D representation has the advantage of encoding as many dimensions as possible simultaneously.

Despite this, the authors decided not to use 3D as the basic representation for the HyperSlice for three reasons: (1) at that time the techniques for volume rendering were too slow for direct manipulation, (2) difficulty in interpreting a 3D representation in comparison with simpler representation forms, and (3) interaction in 3D is not trivial.

Although the HyperSlice method has proved useful, we have identified three shortcomings in the method:

- Sometimes a two-dimensional representation is not enough to promptly identify special features in a function. Hence it is necessary to investigate several 2D slices or even perform navigation in the hyperspace to mentally "visualize" such a feature, whereas with a 3D representation the same feature (e.g., a saddle point) could have been visualized in a single subspace.

- Because HyperSlice represents the multidimensional function as a matrix of orthogonal two-dimensional slices simultaneously, all the data corresponding to those subsets must be present before drawing. Thus the method is constrained by both the dimensionality of the function and the number of samples necessary to plot each slice.

- It provides only one focal point. Hence the only way of comparing different regions in the hyperspace is moving the focal point through a user-defined path, which inevitably will lead, as a side effect, to the loss of the visualization of the initial reference point.

Therefore, in this paper we put forward a method that, in a sense, could be thought of as the three-dimensional extension of the HyperSlice idea. We have based our approach on the projection-based philosophy, in which the multidimensional data is projected down to lower subspaces.

The main motivations for this work are:

- To test the hypothesis that providing the users with a dynamic three-dimensional representation of the subspaces is better than a static 2D one;

- We believe that, several years later, the three reasons given by the HyperSlice's authors not to use three-dimensional representation may be challenged, and;

- To overcome the three identified HyperSlice's shortcomings.

In our approach the user interface also plays an important role. It manages the interactive creation of dynamic subspaces, called Cells, affords the hyperspace navigation, and controls interactive operations over the cells or group of cells. Our technique, called HyperCell, works well for the case where each independent variable is sampled in a regular grid or lattice-like fashion. However, it is flexible enough to be generalized to a variety of less restrictive domains.

The paper is organized as follows. Section 2 describes the key ideas behind the HyperCell method. Section 3 presents some extensions to the HyperCell such as brushing, rotation in N-space, and cell splitting. Section 4 discusses some conceptual issues related to our proposed approach. Section 5 deals with implementation details and contains the results from the first experiment with the method. Section 6 contains the analysis of the results. Finally Section 7 sums up our findings and lists some issues we need to tackle shortly.

2. Description of the HyperCell Method

We describe in this section how the Hypercell visually represents N-dimensional functions by dynamic three-dimensional boxes, called cells.

A cell is a low dimensional subspace of the function image. They can be composed of one, two, or three dimensions selected from the original N-dimensional function domain. Each cell contains data from the evaluation of the function within the boundaries of the low dimensional subspace it defines. Then the data is visualized inside the cell through a standard visualization technique. By standard visualization we mean any visual algorithm that can be applied to visualize a three-dimensional data set, such as isosurfacing (to highlight a specific function value) or volume rendering (to represent the whole function image domain contained in the subspace).
To comprehend the function as a whole, one needs to investi-
gate several individual dynamic cells to build up a
mental image of it. The cell entity is dynamic because it can
change, in real time, both (a) the dimensional subspace from
1D up to 3D and vice versa, and (b) the visual algorithm
employed to visualize its data.

We argue that the visualization of the multidimensional
function through several three-dimensional dynamic sub-
spaces reduces the overall complexity of the problem, since
the human mind is not trained to create a mental image of
complex functions defined in N-space (N ≥ 4).

2.1 Interaction Graph Interface

Because Hypercell visually represents the N-dimensional
function through three-dimensional subspaces, there are \(^{N\choose 3} = \frac{(N^2-3N+2N)}{6}\) possible combinations of distinct dimen-
sions to form a cell. This leads us to a secondary problem:
How could one manage all the possibilities without being
lost in such hyperspace?

Presenting all the possible cells simultaneously for a high
number of dimensions is somehow impracticable, given the
limited screen space and the large number of 3D cells that
may be created in this process. To solve this problem we let
the user manage the instantiation of cells. Thus one creates
in real time as many cells as necessary to build up a cogni-
tive map of the N-dimensional function.

This alternative has two direct benefits. The first one is
that it eliminates the need of having all the data available be-
fore the visualization process takes place, delaying it to the
moment when the user selects a cell. This, in turn, makes it
possible, for example, to integrate Hypercell with a function
evaluation module to support progressive refinement (by
evaluating more points on the grid) and possibly computa-
tional steering.

To deal with such a problem, we have developed a user
interface that: (a) performs the process of instantiating cells,
(b) manages the number of possible cells that can be created
to investigate the data, (c) informs the user about the avail-
able combination of dimensions to form a new cell, (d) sup-
ports interactive n-dimensional operations, and (e) helps the
user navigate throughout the hyperspace.

This entity is called an interaction graph. It is a 2D full
connected graph with as many vertices as the function di-
mensionality. Each edge is regarded as a two-flat, which
means a plane defined by any two co-ordinate axes in a
high-dimensional space. Each triangle on the graph corre-
sponds to an unique cell composed of the vertices (dimen-
sions) of the sub-graph (triangle). Figure 1 shows this con-
cept applied to the representation of five dimensions.

Each edge can be used n-2 times to compose a new cell.
Consider, for example, the example in Figure 1. If we take
the x1x2 edge, it can be combined with any of the remaining
nodes x3, x4, or x5, \{(x1x2), x3, x4, x5\} → \{(x1x2x3),
(x1x2x4), and (x1x2x5).
cells. Let us consider a 5D function visualized as isovales and the creation process of one cell, as depicted in Figure 1.

When the user clicks on the first dimension (say, x1) automatically HyperCell generates a line graph of the function \( f(x_1, x_2, x_3, x_4, x_5) \) (Figure 1-a). Next, the user selects another dimension (x2), which will generate a transformation of the previous 1D cell into a 2D isoline graph of \( f(x_1, x_2, x_3, x_4, x_5) \) (Figure 1-b). Then the user selects the third dimension (x3), which will create the 3D cell containing an isosurface of \( f(x_1, x_2, x_3, x_4, x_5) \) (Figure 1-c), corresponding to a given function value (chosen by the user). Alternatively, the user could unselect the x2 vertex (thus generating an isoline graph of x1 versus x3, Figure 1-d) and select x4, creating a new cell with the isosurface of the function \( f(x_1, x_2, x_3, x_4, x_5) \) (Figure 1-e).

### 2.2 Region of Interest

Before creating the cells, the user needs to define one or more N-dimensional regions of interest within the N-space. We believe that multiple regions of interest give the user more flexibility in the investigative process. One could create, say, the first three cells based on a specific region of interest and store them in a given workspace, then create a further three cells around a different region of interest in another workspace.

In our initial approach the region of interest (RI) follows the same definition as the current point and associated region in HyperSlice. It is defined by a focal point \( F = (f_1, f_2, f_3, f_4, f_5) \), and a width defined by a set of scalar values \( S = [s_1, s_2, s_3, s_4, s_5] \). Hence the region of interest for each dimension \( i \) is denoted by \( RI_i = [f_i - s_i, f_i + s_i] \). Only data within the N-dimensional region defined by the region of interest are visualized (see Figure 2).

![Figure 2: The concept of region of interest (the 3D dotted box) applied to a 3-dimensional space.](image)

There are three different ways of modifying the region of interest to explore distinct regions in hyperspace. The first one is to shift the location of the focal point \( F \). This task permits the definition of paths in hyperspace. The second one is achieved by rotating the region of interest around the focal point \( F \). This allows the explorer to sweep around it. The third one is to change any scalar value \( s_i \) of \( S \).

The region of interest plays an important role in the exploratory process. It represents a “vision” of the high-dimensional function and a logical link between subspaces.

### 3. Extending the HyperCell Method

#### 3.1 Cell Organisation

The use of 3D cells has the side effect of rapidly cluttering the screen, which leads us to the second aspect of the user interface. We have employed the concept of multiple three-dimensional workspaces. This simple mechanism enables the user to logically group related cells together and store them in these workspaces. Then, it is possible to switch back and forth between the workspaces as necessary.

These workspaces are represented as leaves in a tree-like representation, as shown in Figure 3. This approach grants to Hypercell dimensional scalability (c.f. Section 6), since the visual representation does not restrict the number of dimensions that can be visualized on the screen. Nevertheless, the limit might still exist but it would only be imposed by the user’s cognitive skill.

![Figure 3: Current implementation of workspaces through a tree control. Three workspaces have been created.](image)

#### 3.2 Exploring the N-Space

There are four helpful operations to aid the exploratory process of the multidimensional space. They are: switching views, navigating, sweeping through the hyperspace, and scaling the region of interest.

Switching views is achieved simply by changing the focus from one cell to another. It helps in finding features across different dimensions. This procedure is accomplished simply by clicking on any cell displayed in the tree control window that represents the hierarchy of workspaces, as shown in Figure 3.

Navigating can be carried out by translating the focal point. This operation takes place in the visual space, hence one interacts directly on the cell’s visual representation. The
The user indicates the new position within the cell’s visual subspace by (a) indicating the numeric visual co-ordinates in 3D-space (linguistic approach\textsuperscript{14}) or (b) picking a position in 3D-space according to the 3D cursor, our visual feedback mechanism (visual approach\textsuperscript{14}).

The 3D cursor is defined by two semitransparent orthogonal planes called feedback planes. The $Z_{\text{cur}}$ and $Y_{\text{cur}}$ planes are orthogonal to the Z and Y axes, respectively. The current position in 3D space is represented by a triple intersection between (1) the horizontal corresponding to the intersection of the two feedback planes, (2) a vertical line on the $Z_{\text{cur}}$ plane, and (3) a horizontal line on the $Y_{\text{cur}}$ perpendicular to the $Z_{\text{cur}}$ plane, as shown in Figure 4.

The feedback planes are activated in turns. Mouse movements are mapped to movements on the active feedback plane, which changes the current position on that plane. By clicking the mouse’s right most button the user switches between the planes. Hence this mechanism allows 3 degrees of freedom (left, right, up, down, forward, backward). By clicking the mouse’s left most button the current 3D point is selected.

![Figure 4: Choosing a new position through the 3D cursor.](image)

Sweeping through the hyperspace means to perform a N-dimensional rotation around the focal point. Note that this rotation takes place in the N-space rather than in the visual space. In the N-space there are N(N-1)/2 distinct pairs of co-ordinate axes that can be used as the plane of rotation.

A matrix $R_{ij}(\theta_j)$ that implements a rotation by an angle $\theta_j$ in the plane defined by the pair of axes $(e_i,e_j)$, $i,j = 1,\ldots,N$, has the following rule of formation: (1) all the elements from the main diagonal are equal to 1, except the $e_{ij}$ and $e_{ji}$, which are equal to $\cos(\theta_i)$, and (2) all the remaining elements $e_{ik}, k \neq i,j$ are equal to zero, except $e_{ik} = -e_{jk} = -\sin(\theta_i)$.

A rotation in 4D, for example, can be implemented by the following matrix concatenation

$M = R_{12}(\theta_2)R_{13}(\theta_3)R_{14}(\theta_4)R_{23}(\theta_3)R_{24}(\theta_4)R_{34}(\theta_4)$

The N(N-1)/2 degrees of freedom are parameterised by $\theta_i$. This rotation is triggered by direct manipulation of the cell through a mechanism called control triangle (see Figure 5) using, say, a mouse-like device. Each cell allows three different rotation planes.

![Figure 5: Control triangle showing the rotation angles for a cell $x_1x_2x_3$.](image)

Scale means to expand or contract the subspace defined by a cell. This can be done by either providing new values scalar values for the set S or by interacting directly on the cell’s control triangle.

### 3.3 Brushing Operation

Brushing consists in defining an N-dimensional region of interest on the data. The data is selected in a given subspace (cell) and this action is reflected on all other subspaces.

Brushing in HyperCell is accomplished by (a) highlighting the brush region in all the related cells using, say, different colour scheme, (b) showing only the brush region, or (c) showing all the data except the brush region. All these operations are useful, for example, if we consider the exploration of extrema. By selecting the region of interest in one cell we can follow this feature in the others.

The selection and manipulation of the brushing region is done inside a Brushing Graph (a special version of the Interaction Graph), as seen in Figure 6.

![Figure 6: Correspondence between Brushing Graph and cell for N=3.](image)

### 3.4 Cell Splitting

Cell splitting consists in putting several subspaces together to seek common features. The user selects a cell and the corresponding vertices on the Interaction Graph are highlighted. Then, the user selects one position inside the 3D space of the cell and an orthogonal plane (X, Y, or Z) that passes through the selected point. This is done through a slightly modified version of the 3D cursor. The chosen plane is the splitting plane.

Now the user adds an extra dimension, dividing the cell into two different subspaces, as shown in Figure 7. Note that the entire splitting plane shares the same function values between the newly created subspaces. The goal in this op-
The goal of scientific visualization is to promote a deeper level of understanding of the data under investigation and to foster new insight into the underlying process, relying on the human’s powerful ability to analyse.

This sentence stresses one of the most important objectives of a visualization, which is acquiring insight about the data. Hence we could summarise our research challenge in one sentence: How could one visualize a high-dimensional function so that one would be able to acquire meaningful insight about it?

The term meaningful insight in this context leads us straight to the issue of ascertaining whether a visualization method could be regarded as a successful (useful?) tool. This evaluation process itself is a complex theme and involves delving into topics such as human computer interaction, perception factors, and qualitative measurement. Therefore we have decided not to address these questions here because the initial intention of this paper is to describe the HyperCell methods as well as to present some preliminary results. In fact, according to Grinstein et al.15 and Wong and Bergeron33, the evaluation and perceptual issues are two of the fundamental problems still facing multidimensional multivariate visualization.

The other term is visualize. Considering that the visualization process refers to a cognitive activity in which the human being engages (or interacts) in order to achieve insight about the subject under study24, one could conclude that the visualization activity involves both visualization and interaction issues.

These very same issues have conducted us towards two sub-problems. The first one is to design a satisfactory visual method that would help the user build a cognitive map of the N-dimensional data based only on the graphical representation provided. Finding an answer to this question means solving the complex problem of graphically representing multidimensional entities through a two-dimensional device. This representation must be "good" enough to be interpreted and understood by a human mind accustomed to deal with the four-dimensional space-time world.

The second one is to design a visualization method that affords a powerful interaction mechanism to help overcome the limitation imposed by the low dimensionality of the display devices.

4.2 General Approaches

Indeed the dimensionality issue exerts a great influence in the design of visualization methods. When data to be visualized are defined in an N-dimensional space, where N is lower than four, there exist a great number of well-established techniques and procedures to deal efficiently with them.3 As pointed out by Hibbard in 18

Visualization has been successful because so much computer data is produced that describe the four-dimensional space-time world that our eyes and brains evolved to see.

The problem arises when the visualization complexity or dimensionality, represented by N, is greater than four. In this case the range of available solutions starts to lessen.

In a general way, there are four approaches to visually represent both multivariate and multidimensional data and, consequently, try to answer this research’s challenge:

1) Reduce the amount of data presented to two or three dimensions (e.g. statistical technique2,6). This includes also the use of multiple views of the data, each encompassing a subset of the dimensions (e.g. scatterplot matrix” for multivariate, and HyperSlice for multidimensional29).
2) Rearrange the axes to be non-orthogonal and display data along all axes simultaneously (e.g. such as in parallel co-ordinates19, glyph9/icons26, and Andrews’ Plof).
3) Embed or combine data dimensions to form composite spatial dimensions, such as in dimensional stacking (e.g. worlds within worlds13 or hierarchical axis25).
4) Map each data values from large datasets to a pixel of the screen, arranging them adequately (e.g. Pixel-oriented techniques”, and natural texture mapping20, 17).

4.3 Why Reduction Philosophy?

Of particular interest is the first approach. It comprises those techniques that have as the central idea the reduction of the amount of data presented. The reduction process is achieved by either taking into account only a subset of the original data set (thus ignoring completely the rest of it) or by means of some mathematical treatment, originating a new data set...
As noted by Grinstein et al. and Wong and Bergeron, there still exist many fundamental problems facing high-dimensional visualization. The former stresses that the research effort should shift away from the design of yet more visual displays towards a more rigorous evaluation of experimental visualization techniques. The latter argues that the three cornerstones for further research are the geometric issues (the data and its representation), perceptual issues (the human and its capabilities), and evaluation issues (the system and its effectiveness).

We believe that a fourth issue should also be considered: the user interface issues. We assume this by evidences found throughout several accounts of successful visualization methods. They have systematically relied on a careful design of an intuitive user interface.

Therefore this evidence suggests that a visualization technique, regardless whether it is high dimensional or not, achieves efficiency and usefulness when its roots are based on a delicate balance between visual representation and interaction capabilities. Indeed, when dealing with high-dimensional representation this relation is far more critical.

### 4.5 Visual Representation: 2D versus 3D

The experimentation with a 3D visual representation (rather than a 2D one) has led us to challenge the three previously listed problems (c.f. Section 1.1) given by the HyperSlice’s authors not to adopt 3D representation.

Today we can say that the first point, slow volume rendering algorithm, does not pose a difficulty as there have been several improvements in both algorithms and hardware necessary to generate volume rendered images.

The second problem, difficulty in interpreting 3D visual representation rather than simpler ones, is harder to solve than the previous one and it is also heavily dependent on the application domain. However, it has been addressed in HyperCell by employing a combination of two measures:

- Employing (standard) 3D visualization techniques, such as isosurfacing, volume rendering, etc., rather than creating new visual representations (what would probably increase the cognitive load on the user). This grants the user freedom to stick, for example, to those techniques s/he is accustomed to. Besides, Hibbard has stressed the importance of the user being able to interactively select and combining different techniques;

- Allowing the user to control the incremental changing of the cell, from 1D up to 3D (and the reverse order). This might help user not to lose context, because s/he can start with only one dimension in the cell and gradually builds up to three dimensions and several cells. Furthermore it is always possible to return to a more familiar visualization (e.g. 1D).

The third problem relates to the nontriviality of 3D interaction. For this matter we have decided to make use of a two-dimensional user interface to handle the tasks of cell interaction and navigation in the hyperspace. Consequently most of the problems of three-dimensional interaction are avoided.

As said before, all the issues discussed in this section have driven the design decisions taken during the creative stage of our approach to the main research question. In the next section we present some implementation issues as well as the first test performed with the HyperCell prototype.

### 5. Implementation Issues and Preliminary Tests

In order to assess the methods found in the HyperCell proposition, we have developed a computational system that implements the basic principles behind it. The prototype is designed to work as a tool for visualizing scalar functions of many variables. Possible goals are: (a) Exploration of the surroundings of local/global extrema; (b) Comparison of functions; (c) Find topology (insights into the global structure of scalar fields of any dimension); (d) Search for patterns (discovering hidden patterns within the data) and structure; (e) Investigate subsets of data; (f) Visualise complex processes (mathematically modelled by multidimensional equations); (g) Theory formation (modelling a new theory that describes or predict the phenomenon from which the data set was obtained).

The prototype in its current form allows the dynamic creation of multiple workspaces and individual cells. It also affords basic interaction operations such as picking, rotation and translation performed in the visual space. However, no evaluation has been done at this stage.

The first prototype was built using C++ with the OpenGL API. Currently we are implementing a more complete version of HyperCell on the IRIS Explorer platform. Adopting such a platform has the following advantages: (a) several visualization algorithms are already present in the system, avoiding the time-consuming task of coding them, (b) we can take advantage of native features like collaboration, (c) it is possible to have a simulation module integrated with IRIS Explorer, creating the opportunity of computational steering, and (d) it is a good way of
making the work available to the scientific community that already uses the system.

The primary goal of this first prototype is to evaluate qualitatively the degree of efficiency of both the visual representation and interface features. As a test application, we have chosen the problem of visualizing a four-dimensional hyperspherical field centred at the origin and with an interior hypersphere of a fixed value, greater than that of the field.

The equation for the four-dimensional sphere centred at the origin with a radius \( r \) is \( (x_1)^2 + (x_2)^2 + (x_3)^2 + (x_4)^2 = r^2 \). Thus we can rearrange the terms to get the function \( f(P) = (x_1)^2 + (x_2)^2 + (x_3)^2 + (x_4)^2 - r^2 \), where \( P \) is 4D point.

Hence this function represents a hyperspherical field in 4D where the value increases as the square of the distance from the origin. In our example, \( r = 1.0 \), and \( P \) is defined over the range \([-1.0;+1.0]\) in each of the four co-ordinate directions. The data is composed of 21 points sampled over the range of \( P \), using an incremental step of 0.1. The interior ball has been assigned a high value (4.0) in order to be distinguishable from the hypersphere field data itself, which ranges from -1.0 to 3.0.

A snapshot of the Hypercell prototype is shown in Figure 8-a, in which we can see the hole depicted by the small reddish sphere at the centre of each cell. This little sphere disappears of course if it is not within the range of data spanned by the cell, as shown in Figure 8-b. Here we have applied a volume rendering technique to visualize the data, where the opacity reflects the value.

6. Analysing the Results

By experiencing with the prototype we have identified some positive aspects in the Hypercell method:

- Scalability: Conceptually there is no limit on the function’s dimensionality. Because the user is in charge of the cell instantiation process, the data necessary to put flesh on a cell is required only when the visualization takes place. Thus it is unnecessary to store in the main memory the whole dataset necessary to draw all the possible cells. Consequently no limit is imposed on the function dimensionality supported by Hypercell.

- Efficiency: The same user’s ability to control the creation of cells (and used to justify the scalability feature)
also supports an efficient use of the computer processing power. As said before, the data necessary to plot a cell is required only when the user triggers the visualization. Hence there is no need of performing the computational processing necessary to draw all the possible cells (combination of three dimensions) before the user requires so. Consequently the computational effort is greatly reduced.

7. Final Remarks and Future Work

This paper has presented the current status of this research, which aims at investigating solutions to the problem of visualizing multidimensional scalar functions. We have introduced our approach to the problem, called Hypercell. This method fits in the category of reduction techniques, which has as the basic idea to represent a N-dimensional (N>4) function as a set of lower dimensional subspaces (1D, 2D, or 3D), called cells.

In our approach the user is responsible for creating as many subspaces as necessary to investigate the function. Each cell employs standard three-dimensional techniques to visualize the data sub-space defined by cells.

The exploratory firepower relies on the manipulation of one or multiple Regions of Interest, which is a N-dimensional entity. Through operations such as switching views, translation, rotation, and scaling in N-Space, the user has the ability to analyse the multidimensional function.

The two-dimensional interface called Interaction Graph allows direct manipulation, using a mouse-like device, in order to create, manage, and perform interactive operations with the cells.

Currently we are experimenting with the prototype, performing preliminary evaluation, and assessing its effectiveness by applying it to artificial functions.

However, we are aware that important tasks lie ahead and need to be tackled shortly. The evaluation of usability factors for complex task (effectiveness, efficiency, and satisfaction) is one of them.

We need also to collect more evaluation measurements and quality indicators from the application of Hypercell to real-life problems. Two possible case studies are (1) Visualizing the Activation Extinction Model for Platelets Adhesion10, and (2) Visualizing sensitivity analysis in parameter optimisation.

Further research will investigate possible improvements in our mechanism for navigating throughout the many subspaces. The main objective is to ensure that our navigation device will not let the user get lost during the exploration of the N-Space. This may involve (a) guiding the users to the next cell, or; (b) allowing the users to understand the transition between the cells. We feel that one possible realisation for this navigation mechanism should be based on the Interaction Graph.

Nevertheless, the preliminary conclusion suggests that the method may be considered a valuable complement to the previous approaches in the field of high dimensional visualization.
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