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Abstract
Accurate computing of the curvatures of a surface from its discrete form is of fundamental importance for many graphics and engineering applications. The moving least-squares (MLS) surface from Levin [Lev2003] and its variants have been successfully used to define point-set surfaces in a variety of point cloud data based modeling and rendering applications.

This paper presents a set of analytical equations for direct computing of surface curvatures from point-set surfaces based on the explicit definition from [AK04a, AK04b]. Besides the Gaussian parameter involved in the MLS definition, these analytical equations allow us to conduct direct and exact differential geometric analysis on the point-set surfaces without specifying any subjective parameters.

Our experimental validation on both synthetic and real point cloud data demonstrates that such direct computing from analytical equations provides a viable approach for surface curvature evaluation for unorganized point cloud data.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Curve, surface, solid, and object representations

1. Introduction
Rapid advancement of various 3D sensing technologies has led to dense and accurate point cloud data acquired from 3D objects to be readily available. Growing use of such point cloud data in various shape modeling, graphical rendering and engineering design and manufacturing applications necessitates research on direct geometric processing and analysis of point cloud data. This paper concerns the accurate computing of the curvatures of a surface from its discrete point form, a task that is of fundamental importance for many point cloud data based applications.

The moving least-squares (MLS) surface from Levin [Lev03] and its variants have been successfully used to define point-set surfaces in a variety of point cloud data based modeling and rendering applications [AK04a, AK04b, DGS05, DS05].

This paper presents a set of analytical equations for direct computing of surface curvatures from point-set surfaces based on the explicit definition from [AK04a, AK04b]. Besides the Gaussian parameter involved in the MLS definition, these analytical equations allow us to conduct direct and exact differential geometric analysis on the point-set surfaces without specifying any subjective parameters. As the MLS is being increasingly adopted as a standard definition of the point-set surface, such direct computing of surface curvatures will become growingly important for analyzing point cloud data.

The rest of the paper is organized as follows. In Section 2, we provide a review of relevant work. In Section 3, we introduce MLS surfaces as our underlying representation of the point set surface. In Section 4, we derive closed formulas for curvature computing based on the implicit definition of MLS surfaces. In Section 5, we present experimental examples to illustrate the efficacy of the direct computing of surface curvatures in point-set surfaces. After discussing the effect of Gaussian factor $h$ in Section 6, we conclude this paper in Section 7.

2. Literature Review
The curvature information, due to its invariance with respect to rigid transformations, serves as an important description of intrinsic surface characteristics. Hence, the computing of surface curvatures in point-set surfaces has become a fundamental task in many applications such as feature recognition, segmentation and rendering.

The previous work on curvature estimation can be roughly divided into three main categories: curved based, polygonal mesh based and high-order surface based.
Curve based methods estimate the surface curvatures through the directional curve curvatures, which are estimated through curve fitting [DMS00, TA05].

Polygonal mesh based methods estimate the curvatures from polygonal meshes [CS92, TA05]. A comparison of curvature estimation methods based on triangular meshes is available in [SMS03].

High-order surface based methods estimates the curvatures by locally fitting a surface [DB02, YL99], e.g. by least square fitting of a local parametric quadric surface [YL99].

Due to the plurality of prior work in curvature estimation, the above references are by no means a full reflection of all the work done in this area, but a brief analysis of different categories of curvature estimation methods. The proposed approach falls into the categories of surface-based method, but differs from other surface-based methods in that it is based on point-set surfaces.

Our method and the method in [OBS04] are similar in that both use an implicit surface form to compute derivatives. In this paper, we employ an implicit function defined by [AK04a, AK04b], even though, other variants, e.g. the implicit function in [AA03], can also be used.

Recently, in computer graphics, a number of point based representations, such as surfel [PKKG03, KB04] and MLS [AK04a, AK04b, DGS05, DS05, Lev98, Lev03], have been proposed and proven to be successful in 3D modeling and rendering. Moreover, as a smooth surface defined by a projection process [Lev98, Lev03], MLS surfaces can also be used for point set de-noising, up-sampling, down-sampling, offsetting and so on. Based on a more general definition of this projection MLS in [AK04a, AK04b], a mathematical proof of the convergence of the projection procedure is presented in [DGS05, DS05]. Meanwhile, the resulting MLS surface is proven to be isotopic to the original sampled surface.

3. Introduction on MLS Surfaces

This section gives a brief introduction on an MLS surface as described in [Lev98, Lev03, AK04a, AK04b, DGS05, DS05], which forms the basis of the subsequent differential geometric analysis of point-set surfaces.

Levin [Lev98,Lev03] initially defined the MLS surface \( S \), as the stationary set of a projection operator \( \psi_p \), i.e.,

\[ S = \{ x \in R^3 | \psi_p(x) = x \} \]

Such projection based MLS surfaces are referred to projection MLS surfaces. Amenta and Kil [AK04a, AK04b] gave an explicit definition for projection MLS surfaces as the local minima of an energy function \( e(y,a) \) (\( y \) is a position vector and \( a \) is a direction vector) along the directions given by a vector field \( n(x) \), as shown in Figure 1. Based on this definition, they derived a projection procedure for taking a point onto the MLS surface \( S \) implied by \( n \) and \( e \), which can be summarized and intuitively illustrated in Figure 2.

![Figure 1: Illustration of the energy field and vector field for MLS. (a) An energy field \( e(y,a) \). (b) The construction of a vector field \( n(x) \).](image)

![Figure 2: Illustration of the projection process of the projection-based MLS.](image)
through the scheme in [Pau03] would likely lead to more accurate surface estimates.

In the j-th iteration of the overall projection process, we need to search the local minimum \( x_{j+1} \) of an energy function along a line \( l_{x_{j}, n(x_{j})} \) given by \( x_{j} \) and \( n(x_{j}) \), as shown in Figure 2. Such an energy function \( e: \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R} \) can be defined as

\[
e(y, n(x_j)) = \sum_{q \in Q_j} \left( (y - q) \cdot n(x_j) \right)^2 \theta(y, q_j) \tag{4}
\]

To facilitate the search of the local minimum, we can substitute \( y = x + t \cdot n(x_j) \) into Eqn. (4) and restate it as a function of variable \( t \):

\[
e(t) = \sum_{q \in Q_j} \left( (x_j + t \cdot n(x_j) - q) \cdot n(x_j) \right)^2 \cdot \theta(x_j + t \cdot n(x_j), q_j)
\]

With a vector field \( n(x) \) and an energy function \( e' \), we now have an elegant scheme to project a point onto a MLS surface. Throughout the rest of this paper, this projection based MLS scheme will be used for locally approximating an underlying surface from a set of sample points.

4. Direct Computing of MLS Surface Curvatures

4.1 Prerequisite: Normal Estimation of Measured Data

As we introduced in the previous section, the computation of the normal vector field \( n(x) \) requires a pre-assigned normal at each point of the input point set \( Q \). When this normal information is missing, a statistical analysis of the neighboring samples can be applied to estimate the normal vectors, e.g., an eigenanalysis of the covariance matrix of the point positions.

Let \( c \) be the weighted centroid of the neighborhood of \( q \), i.e.,

\[
c = \sum_{q \in Q_j} q \cdot \theta(q, q_j)
\]

The 3x3 covariance matrix \( C \) for the sample point \( q \) is then given by

\[
C = \sum_{q \in Q_j} (q - c) \cdot (q - c)^T \cdot \theta(q, q_j)
\]

Since matrix \( C \) is symmetric and positive semi-definite, all its three eigenvalues \( \lambda_0, \lambda_1, \lambda_2 \) are real-valued. Assuming \( \lambda_0 \leq \lambda_1 \leq \lambda_2 \), we can use the eigenvector \( v_0 \) of the smallest eigenvalue \( \lambda_0 \) to approximate the surface normal \( n_q \) at \( q \) [Pau03].

4.2 Closed Formulas for Curvature Calculation in MLS Surfaces

To calculate the principal curvatures of an MLS surface, we first convert the native form of MLS into an implicit form. It has been proved in [AK04a,DGS05] that the MLS surface is actually the implicit surface given by the zero-level set of the implicit function

\[
g(x) = n(x)^T \left( \frac{\partial e(y, n(x))}{\partial y} \right)_{y=q}
\]

where \( n: \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) is the vector field defined by Eqn. (2) and \( e: \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R} \) is the energy function defined by Eqn. (4). Applying the curvature formulas for implicit surfaces given in [Gol05], we have the Gaussian and mean curvatures of this implicitly defined MLS surface as

\[
k_{\text{Gaussian}} = -\frac{\frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial z} \cdot \frac{\partial g(x)}{\partial z} - \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial z} \cdot \frac{\partial g(x)}{\partial z} - \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial z} \cdot \frac{\partial g(x)}{\partial z}}{\left( \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial z} \cdot \frac{\partial g(x)}{\partial z} \right)^2}
\]

\[
k_{\text{Mean}} = -\frac{\frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial z} - \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial z} - \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial y}}{\left( \frac{\partial g(x)}{\partial x} \cdot \frac{\partial g(x)}{\partial y} \cdot \frac{\partial g(x)}{\partial z} \cdot \frac{\partial g(x)}{\partial z} \right)^2}
\]

Note, the principal curvatures can be derived from the Gaussian curvature and mean curvature. To further expand the formula of Eqn. (6), we first take the derivative of Eqn. (4) with respect to \( y \) and setting \( y \) equal to \( x \), which gives

\[
\frac{\partial e(y, n(x))}{\partial y} \bigg|_{y=x} = \sum_{q \in Q_j} 2e^{n(x)^T n(x) - \frac{1}{h^2} \left( (x - q) \cdot n(x) \right)} \left( (x - q)^T n(x) \right)^2 \cdot (x - q)
\]

Substituting it into Eqn. (5), and notice that \( (n(x))^T \cdot n(x) = 1 \), we have
can be written as

\[ g(x) = \n(x)^T \left( \frac{\partial g(x)}{\partial y} \right)_{yx} \]

\[ = \sum_{q \in Q} 2e^{-h \cdot q} \int_{v'} \left( 1 - \frac{1}{h^2} ((x - q)_v n(x)^v (x - q)_v n(x) \right) \]  

(7)

Suppose that \( A = e^{-h \cdot q} \int_{v'} \) and \( B = (x - q)_v n(x) \), then Eqn. (7) can be written as

\[ g(x) = \sum_{q \in Q} 2A \left( B - \frac{1}{h^2} B^2 \right) \]

Hence, the gradient of \( g(x) \) can be expressed as

\[ \nabla (g(x)) = \sum_{q \in Q} 2 \left( \frac{\partial A}{\partial x} \left( B - \frac{1}{h^2} B^2 \right) + A \cdot \left( 1 - \frac{3}{h^2} B^2 \right) \right) \]

Notice that

\[ \frac{\partial A}{\partial x} = \frac{2}{h^2} e^{-h \cdot q} \int_{v'} \] 

\[ \frac{\partial B}{\partial x} = n(x) + \nabla (n(x)) \cdot (x - q) \]

We finally have

\[ \nabla (g(x)) = \sum_{q \in Q} 2e^{-h \cdot q} \int_{v'} \left( \frac{2}{h^2} ((x - q)_v n(x))^v - 1 \right) \cdot (x - q) + \left( 1 - \frac{3}{h^2} ((x - q)_v n(x))^v \right) \cdot \left( n(x) + \nabla (n(x)) \cdot (x - q) \right) \]

Suppose that \( C = (x - q) \) and

\( D = n(x) + \nabla (n(x)) \cdot (x - q) \), then the above equation can be written as

\[ \nabla (g(x)) = \sum_{q \in Q} 2A \left( \frac{\partial A}{\partial x} \left( B - \frac{1}{h^2} B^2 - 1 \right) \right) C + \left( 1 - \frac{3}{h^2} B^2 \right) D \]

Hence, the Hessian of \( g(x) \) can be expressed as

\[ H_{g(x)} = \sum_{q \in Q} 2 \left( \frac{\partial A}{\partial x} \left( B - \frac{1}{h^2} B^2 - 1 \right) \right) C + \left( 1 - \frac{3}{h^2} B^2 \right) D \]  

(8)

For further expansion of this formula, please refer to the Appendix. Substituting the above expressions of gradient and Hessian of \( g(x) \) into Eqn. (6), we finally get closed formulas for direct computing of surface curvatures for MLS surfaces.

5. Examples

Based on the above closed formulas, we implemented the direct computing method for surface curvatures of point-set surfaces. We evaluate below the performance of the direct curvature computing quantitatively on synthetic data and qualitatively on real data.

5.1 Synthetic Data

The first two examples, as shown in Figure 3, are based on sampled data from a synthetic sphere of radius 1 and a synthetic cylinder of radius 1 and height 1. The spherical and cylindrical surfaces, due to constant values of principal curvatures \( k_1 \) and \( k_2 \), are widely accepted as testing examples. By adopting these two examples, a good estimation of the performance can be obtained by examining the means (\( \mu \)) and the standard deviations (\( \sigma \)) of the difference between the computed principal curvatures and the nominal principal curvatures of the original surface.

The synthetic data of the sphere is composed of 50,000 points, which is generated by near-uniform sampling the sphere. With \( h = 0.025 \), we got an accurate result in terms of both the mean and the standard deviation of the two principal curvatures, as shown in Table 1.
Figure 4: NURBS Surface 1. (a) Nominal geometry. (b) Computed maximum principal curvatures. (c) Computed minimal principal curvatures. (d) Error in maximum principal curvatures. (e) Error in minimal principal curvatures.

The synthetic data of the cylinder is composed of uniformly sampled 628×100 points. The result is also accurate with $h = 0.02$ where the $\mu$ and $\sigma$ are computed from 60×60 points on the surface.

These numerical results from our direct computing algorithm compare favorably to some of the existing curvature estimating algorithms [CS92, TAU95], even though exact experimental conditions in those algorithms are not available.

Besides these two examples, we examine the statistics of the error in principal curvatures with three more complicated surfaces, namely, a synthetic torus, NURBS surface 1 and NURBS surface 2.

The torus surface has an $R = 1$ and $r = 0.2$, which are the distance from the center of the tube to the center of the torus and the radius of the tube correspondingly. The synthetic torus data is composed by 500×100 points sampled uniformly in the parametric domain. With $h = 0.023$, we can get the statistics of errors in principal curvatures in Table 1.

Figure 5: NURBS Surface 2 (a) Nominal geometry. (b) Computed maximum principal curvatures. (c) Computed minimal principal curvatures. (d) Error in maximum principal curvatures. (e) Error in minimal principal curvatures.

NURBS surface 1 is a bi-cubic NURBS surface with a 33×33 control lattice, which approximates a point cloud data from Piegl’s NURBS book [PT97]. The synthetic sampled data, which contains 1000×1000 points, is generated by uniformly sampling in the parametric domain. The results are shown in Table 1 with $h = 0.06$.

As expected, in Figure 4, the errors of computed principal curvatures from the nominal principal curvatures are larger at locations of higher curvature variation. A further discussion on improving the accuracy is available in Section 6.

NURBS surface 2 is chosen to demonstrate how the direct computing works for complex shape and it is a bi-fifth degree NURBS surface with a 117×84 control lattice, which approximates a human face scanned by the Minolta VIVID910. The synthetic data contains 900×900 uniformly sampled in the parametric domain. The results at $h = 2$ are shown in Table 1 and Figure 5.

Similar to the NURBS surface 1, larger errors are observed at locations of high curvature variation.
5.2 Synthetic Data with Gaussian Noise

To validate the robustness of our algorithm in handling noisy point sets, we generate two sets of noisy data by adding random noise with different amplitudes of standard deviations (i.e., 0.0001 and 0.001) to the synthetic torus data. The resulting mean errors and the standard deviations for the two principal curvatures are shown in Table 2 and Figure 6. These results suggest our algorithm is stable against noise.

Table 2. Results of \( k_1 \) and \( k_2 \) errors of torus data with different level of noise

<table>
<thead>
<tr>
<th>noise</th>
<th>( k_1 ) error</th>
<th>( k_2 ) error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu )</td>
<td>( \sigma )</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0018</td>
<td>0.0041</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0666</td>
<td>0.0648</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0846</td>
<td>0.1060</td>
</tr>
</tbody>
</table>

Figure 6: Synthetic data of a torus with Gaussian noise (standard deviation is 0.001). (a) Maximum principal curvatures. (b) Minimal principal curvatures. (c) Error in maximum principal curvatures. (d) Error in minimal principal curvatures.

5.3 Real Data

A sculptured artifact scanned by the Minolta VIVID910 is used to further examine how the direct computing of the surface curvatures perform on realistic scanned point cloud data. After the scanning, the angel’s head model contains 91,284 points (Figure 7(a)) and has a size of 15×6×1.5 (inches).

From the graphical illustration of the principal curvature distribution (Figure 7(b) and (c)), we can qualitatively see that the curvature distribution matches well with the surface shape.

Figure 7: Sculpture of an Angel’s Head. (a) Scanned point data. (b) Maximum principal curvatures. (c) Minimal principal curvatures. (d) Zoom in of (b) at the face region. (e) Zoom in of (c) at the face region.

6. Discussion

In the above experiments, for the sake of simplicity, we have chosen a constant \( h \) for each example. However at locations of large curvature variation, there are large errors in the computed curvatures, as demonstrated in the examples of NURBS surface 1 and NURBS surface 2. In fact, both the sampling density and Gaussian parameter affect the resulting accuracy of the computed curvatures. For example, using the synthetic data sampled from the NURBS surface 1 at different sampling densities, we can get curvatures of different accuracy, as characterized by the mean error and the standard deviation from the nominal curvatures shown in Figure 8. We can see that the denser the sampling is the smaller the mean errors and standard deviations are.
Notice that in this experiment, each scale factor $h_i$ is linear to the local sampling density:

$$h_i = \frac{60}{n_i}$$

where $n_i$ is the number of sampling points in $u$ and $v$ directions, which is shown in Figure 8 as the $x$ coordinates.

However, the increase of sampling density alone would not be able to completely eliminate the uneven distribution of error, as shown in Figure 4(d) and (e). One method to resolve this problem is to set the Gaussian factor $h$ such that it is adapted to the local sampling density and the local curvature. Unlike the scale factor $h$ defined only by the local sampling density, this adaptive scheme for $h$ would make the resulting MLS surface sensitive to features of the original surface.

We finish this section with an experiment about another synthetic data, which contains 250×250 points uniformly sampled from the NURBS surface 1. By setting $h = 0.24$, we can get the nominal principal curvature maps and the corresponding error maps as shown in Figure 9(a), (b), (c) and (d). Again, we observe the eight-line error pattern, where the curvatures errors and the curvature variation are both higher than the neighboring regions. By doubling the sampling density and halving the Gaussian factor $h$ at four of these eight lines, we can see a dramatic relief of these patterns, as shown in Figure 9(e) and (f), which indicates that we can significantly reduce the number of sampling points to achieve the same accuracy in curvature computing by adopting the adaptive sampling density and Gaussian factor $h$.

7. Conclusion and Future work

We have presented a set of analytical equations for differential geometric analysis of point-set surfaces. These equations are derived from the explicit definition of moving least-squares surfaces for point cloud data. Our experiments on both nominal and noisy data validate the correctness of these equations. They also demonstrate that direct computing of principal curvatures in point-set surfaces from these analytical equations is viable for a variety of both nominal and noisy data.

As the MLS is being increasingly adopted as a standard definition for the point-set surface, such direct computing of surface curvatures will become growingly important for analyzing point cloud data.

It is important to note that the key to accurate computing of principal curvatures in the direct computing approach lies in the definition of MLS itself. The accuracy of the computed curvatures depends on the local density of point cloud data and the Gaussian parameter used in defining the MLS surface, not on the
curvature computing procedure or the analytical equations. As such, the direction for future research will include a rigorous understanding on how sample density and Gaussian parameter affect the resulting MLS surface and the corresponding surface curvature properties.
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Appendix: Expansion of the Hessian matrix

For variables C and D defined in Section 4, we have

$$\frac{\partial C}{\partial x} = I$$
$$\frac{\partial D}{\partial x} = \nabla (n(x)) + \nabla (\nabla (n(x))) \cdot (x - q)$$

Substituting them into Eqn.(8), we finally have

$$H(q(x)) = \nabla \nabla (n(x)) = \sum_{i=0}^{4} 6^i \left( \frac{\nabla \nabla (n(x))}{h^i} \right) \left( x - q \right)$$

where I is the identity matrix and \( \nabla (n(x)) \) is the 3×3 Jacobian matrix of \( n(x) \) defined as:

$$n(x) = \frac{1}{1 - \sum_{q \neq x} v \cdot \theta(x, q)}$$

$$\sum_{q \neq x} \frac{\partial \theta(x, q)}{\partial x} \left[ \theta(x, q) \right]$$
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