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Abstract

In recent years, the moving least-squares (MLS) method has been extensively studied for approximation and reconstruction of surfaces. The MLS method involves local weighted least-squares polynomial approximations, using a fast decaying weight function. The local approximating polynomial may be used for approximating the underlying function or its derivatives. In this paper we consider locally supported weight functions, and we address the problem of the optimal choice of the support size. We introduce an error formula for the MLS approximation process which leads us to developing two tools: One is a tight error bound independent of the data. The second is a data dependent approximation to the error function of the MLS approximation. Furthermore, we provide a generalization to the above in the presence of noise. Based on the above bounds, we develop an algorithm to select an optimal support size of the weight function for the MLS procedure. Several applications such as differential quantities estimation and up-sampling of point clouds are presented. We demonstrate by experiments that our approach outperforms the heuristic choice of support size in approximation quality and stability.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Surface approximation, Point clouds, Meshes, Differential quantities estimation

1. Introduction

A fundamental problem in surface processing is the reconstruction of a surface or estimating its differential quantities from scattered (sometimes noisy) point data [HDD*92]. A common approximation approach is fitting local polynomials, explicitly [ABCO*01], or implicitly [OBA*03], to approximate the surface locally. This approach can be realized by the moving least-squares (MLS) method, where, for each point \( x \), a polynomial is fitted, in the least-squares sense, using neighboring points \( x_i \). This technique works well assuming that the surface is smooth enough [Lev98, Wen01]. The local polynomial fitting enables up and down sampling of the surface [ABCO*01], estimating differential quantities such as normal or curvature data [CP05], and performing other surface processing operations [PKKG03].

In recent years, the MLS technique has gained much popularity, and the method is now well studied. However, proper choice of neighboring points \( x_i \) to be used in the approximation still remains an important open problem. Apparently, there is a large degree of freedom in choosing the points participating in the approximation since the number of data points is usually very large, while the degree of polynomial is usually very small. Naturally, one would like to make use of these large degrees of freedom to achieve the “best” approximating polynomial. Several researchers [ABCO*01, PGK02, PKKG03] have used different heuristic approaches, such as using a neighborhood proportional to the local sampling density measured via the radius of the ball containing the \( K \) nearest neighbors, or using Voronoi triangulation [FR01] to choose the neighboring points. In this paper, we compare a heuristic method in the spirit of these approaches with a new approach based on error analysis.

Since the problem of choosing the points to be used in the approximation is closely related to multivariate interpolation, it is known that the choice of the points depends on the geometry of the points, and not only their number, as in the sampling density based approaches. However, the geometric configuration of points which admits a stable interpolation/approximation problem is a hard problem in the field of multivariate polynomial approximation [Bos91, SX95, GS00]. Loosely speaking, a ‘stable’ points’
configuration is such that is ‘far’ from a degenerate point configuration, where a degenerate point configuration lies on an algebraic curve of the dimension of the interpolation space.

**Preliminary example.** Consider the points \( X_h = \{ h(\cos j2\pi/6, \sin j2\pi/6), j = 0, 1, ..., 5 \} \). \( X \) forms a degenerate point configuration for bi-variate quadratic interpolation. Although this point set seems nicely distributed around \((0, 0)\), quadratic interpolation cannot be used for approximation at \((0, 0)\), no matter how small we take \(h\). This can be seen by taking, for example, the values associated with \(x_i \in X_h\) to be zeros and noting that both \(f_1(x) \equiv 0\) and \(f_2(x) = (h^2-x_1^2-x_2^2)/h^3\) solve the interpolation problem, but \(|f_1(0) - f_2(0)| \sim 1/h\). Another phenomenon is shown in Figure 1 where a noisy part (b) of the dragon model (a) was re-sampled using a density based heuristic (c), which caused undesired artifacts, and in (d) the new proposed method was used. In Figure 2, another example of this kind is shown. As elaborated in Section 3.5, this configuration of points causes amplification of the noise level in the data by a factor of \(~10\) when using MLS to approximate the surface value at the red point in (b), and a factor of \(~100\) when this point configuration is used to approximate \(\partial_x f\) at that point. The resulting approximations, i.e., point evaluation (c), and normal approximation (e), are useless at this point. Using the new approach presented here yields bounded errors which don’t exceed much the initial noise level in the data, see (d) and (f).

Recognizing that there are no simple nor intuitive rules which distinguish ‘bad’ point sets from ‘good’ point sets for approximation at a given point, we take a different route to decide which neighbors should be used in the approximation process: We introduce an error formula which provides means to understand and to evaluate the approximation quality of MLS approximation. From it, we derive two tools. The first, is a tight bound independent of the data, assuming only that the local corresponding derivatives of the function are bounded. The second is a data dependent approximation to
the error function of the MLS interpolant. We examine the practical usage of these tools and compare them to a carefully chosen heuristic method.

Based on the above bounds, we develop an algorithm to select an optimal radial neighborhood for the MLS procedure. Loosely speaking, since the underlying surface from which the sampled points are taken is unknown, the optimality of the chosen neighborhoods is in the sense of the approximation error having the lowest error bound.

MLS approximations are used in a variety of cases, but the problem is always reduced to the functional case, by defining some parameter domain [Lev03, ABCO’01]. Thus, for the error analysis, it is enough to consider the functional case.

We develop the various theoretical error terms and bounds in Section 3, and based on these results, in Section 4, we introduce an algorithm for selecting the optimal neighborhood. In Section 5 we derive a heuristic rule which we use for comparison. In the following section, we briefly describe the MLS technique, and define the terms and notation to be used in the paper. In Section 6 we present some numerical experiments, and in Section 7 we conclude.

2. Background

Surfaces or 2-manifolds embedded in $\mathbb{R}^3$ are most commonly represented by a set of spacial points, with neighboring relations (meshes) or without (point clouds). A common way to estimate the value of the surface in a new point, or to estimate differential quantities of the surface at any point, is by fitting a local polynomial and extracting it’s value or derivatives.

In order to reduce the problem to the functional case, a local parameter plane is constructed, and the local polynomial is defined over this parameter space. Eventually, one ends up with the problem of fitting a polynomial $p \in \Pi$, where $\Pi$ is some polynomial subspace, given data points $(x_i, f(x_i)) \in \Omega \times \mathbb{R}$, where $\Omega$ is a domain in $\mathbb{R}^d$. The goal is to approximate a functional $L^x$ at a point $x \in \Omega$, where $L^x$ can be a function evaluation at $x$ or a derivative evaluation, e.g., $L^x(f) \equiv f(x)$ or $L^x(f) \equiv (\partial_1 f)(x)$. A common way to do it is by fitting the polynomial locally in the least-squares sense:

$$\min \left\{ \sum_{i=1}^{L} (f(x_i) - p(x_i))^2 w(||x_i - x||) \right\}, \quad p \in \Pi,$$

where $w(r)$ is a radial weight function. When the minimizer polynomial $p$ is achieved, the approximation functional $L^x$ is applied to it to form the approximation

$$L^x(f) \approx L^x(p).$$

As showed in [Lev98],

$$L^x(p) = \sum_{i=1}^{L} a_i f(x_i),$$

where $a_i$ are the solution to the constrained quadratic minimization problem

$$\left\{ \min_{a_i} \sum_{i=1}^{L} w(||x_i - x||)^{-2} |a_i|^2 \right\} \text{s.t.} \sum_{i=1}^{L} a_i p(x_i) = p(x), \quad \forall p \in \Pi.$$
\[ F_2 = 0.3 \cos(8x) \sin(6y) + e^{-x^2 - y^2}. \quad (5) \]
\[ F_3 = \cos(20x). \quad (6) \]

In Figure 3, we plotted the graphs of these test functions. These functions were selected since they seem to represent well several smooth surface types: \( F_1 \) is a standard test function and has been used in numerous papers. \( F_2 \) has interesting 'details', and \( F_3 \) is an anisotropic surface with very high derivatives.

### 3.2. Pointwise error in the MLS approximation

In this section we lay out the formula for the error in the MLS approximation which forms the basis for all latter developments in the paper:

**Theorem 3.1** Denote by \( p \) the fitted polynomial defined by (1) to the data \( (X_h, f(X_h)) \subset \Omega \times \mathbb{R} \), sampled from a smooth function \( f \in C^{N+1}(\Omega) \), then for \( x \in \Omega \),

\[ R(x) = D^\alpha p(x) - D^\alpha f(x) = \frac{\alpha!}{(N + 1)!} \sum_{|\nu|+I=N+1} D^\nu f(\eta_i x_i + x)(x_i - x)^\nu \frac{\det(E'WE_{\alpha - \epsilon})}{\det(E'WE)} \]

where \( \sum_{\nu \in \mathbb{N}} \) stands for \( \sum_{|\nu|=N+1} \sum_{I=1} \), \( 0 \leq \eta_i \leq 1 \), and \( E \) is the Vandermonde matrix \( E_{i \beta} = p_\beta(x_i) \). \( E_{\alpha - \epsilon} \) denotes the matrix \( E \) where the \( \alpha \) column is replaced by the standard basis vector \( e_i = \delta_{ij} \). The weight matrix \( W \) is defined by \( W = \text{diag}(w_\|x_i - x\|_1, \ldots, w_\|x_i - x\|_1) \).

**Proof.** The proof relies on the polynomial reproduction property of the Least-Squares method and is based upon local Taylor expansions as approximations of \( f \).

First, w.l.o.g. we may assume \( x = 0 \). Denote by \( p_1, \ldots, p_I \) the standard basis of the multivariate polynomials of degree \( \leq N \), that is \( p_\alpha(x) = x^\alpha, |\alpha| \leq N \). Next, writing \( p = \sum p_\beta e_\beta \), leads to

\[ D^\alpha p(0) = \sum_{\beta} c_\beta D^\alpha p_\beta(0) = \sum_{\beta} c_\beta \alpha! \delta_{\alpha, \beta} = \alpha! c_\alpha. \]

The multivariate Vandermonde matrix \( E \) is ordered by the multi-index \( \beta \), i.e., \( E_{i \beta} = p_\beta(x_i) \), as we do also for the vector \( c = \{ c_\beta \}_{|\beta| \leq N} \) of the unknown coefficients. The fitted polynomial \( p \) is then defined as the solution in the least-squares sense. That is, \( c \) satisfies the normal equations:

\[ E^t W E c = E^t W F. \quad (8) \]

Using Taylor expansion,

\[ f(x) = \sum_{|\nu| \leq N} \frac{D^\nu f(0)}{\nu!} x^\nu + \frac{1}{(N + 1)!} \sum_{|\nu| = N + 1} D^\nu f(\eta_i x_i) x^\nu, \]

where \( 1 \leq \eta_i \leq N \). Hence, the vector \( F \) can be written as

\[ F = \sum_{|\nu| \leq N} \frac{D^\nu f(0)}{\nu!} E_\nu + \frac{1}{(N + 1)!} \sum_{|\nu| = N + 1} Q_\nu E_\nu, \]

where \( Q_\nu = \text{diag}(D^\nu f(\eta_1 x_1), \ldots, D^\nu f(\eta_N x_N)) \), and \( E_\nu \) denotes the \( \nu \) column vector of matrix \( E \). Then, for the solution of (8) we have,

\[ c_\nu = \frac{D^\nu f(0)}{\nu!} + \frac{1}{(N + 1)!} \left( \sum_{|\nu| = N + 1} (E'WE)^{-1} E'W Q_\nu E_\nu \right)_\nu. \]

Next, \( E^t W Q_\nu E_\nu = \sum_{i=1} (E'W_i)^t D^\nu f(\eta_i x_i) p_{\nu}(x_i) \), with \( p_{\nu}(x_i) = x_i^\nu \), and by Cramer’s rule and the linearity of the determinant \( (E'WE)^{-1} E'W Q_\nu E_\nu \),

\[ \frac{\alpha!}{(N + 1)!} \sum_{i=1=1}^{|\nu|} D^\nu f(\eta_i x_i) x_i^{\nu} \frac{\det(E^tWE_{\alpha - \epsilon})}{\det(E^tWE)} \]

Finally we get for \( \nu = \alpha, \alpha! c_\alpha - D^\alpha f(0) = \frac{\alpha!}{(N + 1)!} \sum_{i=1}^{|\nu|} D^\nu f(\eta_i x_i) x_i^{\nu} \frac{\det(E^tWE_{\alpha - \epsilon})}{\det(E^tWE)} \),

where \( |\nu| = N + 1 \) and \( i = 1, \ldots, n \).

**Corollary 3.1** Denote by \( p \) the fitted polynomial defined by (1) to the data \( (X_h, f(X_h)) \subset \Omega \subset \mathbb{R}^d \times \mathbb{R} \), sampled from a smooth function \( f \in C^{N+1}(\Omega) \), then the following is a tight error bound,

\[ R(x) \leq \frac{\alpha! C}{(N + 1)!} \sum_{i=1}^{|\nu|} |x_i - x|^{\nu} \frac{\det(E^tWE_{\alpha - \epsilon})}{\det(E^tWE)} \]

where \( C \) is the bound: \( \max_{|\nu| = N+1, x \in \Omega} |D^\nu f(x)| \leq C \).

### 3.3. Data Independent Bound

For a given support size \( h \), an error bound for the polynomial fitting procedure based on the data \( X_h \) can be calculated via the tight bound in Corollary (3.1). We define the bounding function \( B_a \) by

\[ B_a = B_\alpha(x, X_h) = \frac{\alpha!}{(N + 1)!} \sum_{i=1}^{|\nu|} |x_i - x|^{\nu} \frac{\det(E^tWE_{\alpha - \epsilon})}{\det(E^tWE)}, \quad (9) \]

where, as before, \( \Sigma_{i, \beta} \) is a short notation for \( \sum_{|\nu| = N+1}^{|\nu|} \sum_{|\nu| = N+1}^{|\nu|} \).

From the computational point of view, in order to compute \( B_a \), we note that \( \frac{\det(E^tWE_{\alpha - \epsilon})}{\det(E^tWE)} \) is the \( \alpha \) coordinate of...
the solution to the linear system:
\[ E^t W E c = (E^t W)_{ij}, \]
where \((E^t W)_{ij}\) denotes the \(i\)-th column of matrix \(E^t W\). Therefore, in the calculation of (9), one should calculate the solution \(V\) to \(E^t W E V = E^t W\), and then set
\[
V_{a,i} = \frac{\det(E^t W E a - e_i)}{\det(E^t W E)}.
\]
(10)

Then formula (9) reduces to,
\[
B_{\alpha}(x, X) = \frac{\alpha!}{(N+1)!} \sum_{\beta} |x_i - x|^\beta |V_{\alpha,i}|.
\]
(11)

3.4. Data dependent error approximation

In this section we construct a data dependent approximation to the error function in the MLS approximation for \(f \in C^{N+2}(\Omega)\). This error approximation uses the known values at the points \(X_k\) in order to better approximate the error in the approximation (7). In particular we note that \(D^2 f(x) = O(h),\) for \(|y| = N+1\), where \(h\) is the support size used. Therefore, Eq. (7) can be written as:
\[
R(x) = \frac{\alpha!}{(N+1)!} \sum_{\nu} D^2 f(x)(x_i - x)^\nu V_{\alpha,i} + O(h^{N+2-|\alpha|}).
\]

The idea is to improve the error estimate by approximating the unknown values \(f_\nu = D^2 f(x),\) \(|\nu| = N+1\). Such approximations can be derived by using the error formula at points \(x_k\) near \(x\). We have
\[
p(x_k) - f(x_k) = R(x_k) = \frac{\alpha!}{(N+1)!} \sum_{\nu} f_\nu \left( \sum_{i} (x_i - x_k)^\nu V_{\alpha,i} \right),
\]
(12)

where \(V_{\alpha,i}^k\) are defined similar to \(V_{\alpha,i}\) in (10), using the shifted basis \(\{(-x_j)^\alpha | \alpha| \leq N\}. \) The points \(\{x_i\}\) are taken from a ball of radius \(h = 3 h_j\) centered at \(x\), where \(h_j\) denotes the radius of the ball which contains the \(J\) nearest points to \(x\). The points \(\{x_i\}\) are taken as the \(2J\) nearest points to \(x\). The system (12), of \(2J\) equations and \(N+2\) unknowns \(f_\nu\) is solved in the least-squares sense.

Plugging the resulting estimated values \(f_\nu\) into the error bound (7) we get an approximation of the error term:
\[
R_\alpha = \tilde{R}_\alpha(x, X_h) = \frac{\alpha!}{(N+1)!} \sum_{\nu} f_\nu (x_i - x)^\nu V_{\alpha,i}.
\]

This error approximation incorporates the given data values, and as shown in Section 6, in practice it approximate the actual error better than the tight bound described in Section 3.3. In Figure 4, we demonstrate the high similarity of the approximated error function \(R_\alpha\) to the true error function \(R\). We used in this example the test functions introduced in Eq. (4)-(6).

A drawback of this approach that it is not a bound, but merely an approximation of the error function, and it depend on the quality of the approximation of the coefficients \(f_\nu\). In the presence of very high derivatives and low sampling density it can perform worse than the data-independent bound. Another drawback appears at points where all the derivatives of order \(N+1\) vanish. Then, the approximation of the error function may be damaged, see Figure 4. If we have a prior knowledge about such a point, the problem can be avoided by perturbing the interest point a little, or using higher degree polynomial \(N'\) (assuming the \(N'+1\) deriva-
tives do not all vanish at that point), in Figure 4, where all the third derivatives of \( F_3 \) vanish at the origin (the point of interest in that example) the approximation of the error function is quite inaccurate, however using third degree polynomial or moving the point of interest a little alleviates the problem. The reason of this phenomenon lies in the fact that the sign of the coefficients \( D^3 f(\eta_i(x_i-x)+x) \) are likely to change in the vicinity of \( x \), hence the error function is highly dependent on the values of \( \eta_i \).

3.5. Noisy Data

In this section we extend our previous error bounds and approximations to optimally handle errors (noise) in the sampled data. We assume that errors \( \varepsilon_i \), where \( |\varepsilon_i| \leq \varepsilon \) are introduced into the data, that is, \( f(x_i) = f^*(x_i) + \varepsilon_i \), where \( f^* \) stands for the ‘true’ sampled function.

It then follows, as in Theorem 3.1, that

\[
R^*(x) = R(x) + \alpha! \sum_{i=1}^{l} \varepsilon_i V_{\alpha,i},
\]

where \( R^*(x) = D^3 p(x) - D^3 f^*(x) \) and \( R(x) \) is given in Eq. (7). Hence,

\[
|R^*(x)| \leq |R(x)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}|.
\]  

(13)

Note that this bound is again tight since no assumption can be made on the signs of \( \varepsilon_i \) nor their magnitude, except that \( |\varepsilon_i| \leq \varepsilon \).

In Figure 2, using the points inside the black circle (b), which are chosen by the heuristic method, in the MLS approximation leads to \( \sum_{i=1}^{l} |V_{\alpha,i}| \approx 15 \) for \( \alpha = (0,0) \) and \( \approx 99 \) for \( \alpha = (1,0) \). Hence, we can suspect that the noise level in the data might be amplified by these factors when approximating the value or the partial derivative \( \partial f \) at the red point, respectively. Indeed, the true error in the function evaluation is \( \approx 9\varepsilon \) and the error in the derivative approximation is \( \approx 106\varepsilon \). Minimizing the bound (13) imply choosing a bigger support size in this case, which results in \( \approx 0.17\varepsilon \) and \( \approx 3.3\varepsilon \) error in approximation of the value and derivatives respectively. In section 3.6 we discuss another aspect of the error amplification phenomenon.

Next, we integrate the sampling error term into the former error terms. First the data dependent approximation,

\[
|R^*(x)| \leq |\tilde{R}(x)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}|,
\]

where \( \leq \) stands for \( \leq \) up to a term of magnitude \( O(h) \). Therefore, we denote our approximated error in the approximation:

\[
\tilde{R}_{\alpha,e}(x,X_h) = |\tilde{R}_\alpha(x,X_h)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}|.
\]  

(14)

For the data-independent bound:

\[
|R^*(x)| \leq C|B_{\alpha}(x,X_h)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}|.
\]

Since \( C \) is unknown, this bound is better presented if we consider relative error, i.e., \( f(x_i) = f^*(x_i)(1 + \varepsilon_i) \). In this case by similar consideration as before, the tight error bound in the presence of noise in the data becomes:

\[
|R^*(x)| \leq C \left( |B_{\alpha}(x,X_h)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}| \right),
\]

(15)

where \( C \) bounds the relevant derivatives and the function values. In practice we considered the term in the parentheses as the function to be minimized in the presence of noise in the data:

\[
B_{\alpha,e}(x,X_h) = |B_{\alpha}(x,X_h)| + \alpha! \varepsilon \sum_{i=1}^{l} |V_{\alpha,i}|.
\]  

(16)

3.6. A Confidence Measure

By Corollary 3.1 and Eq. (15) we have that

\[
|D^3 p(x) - D^3 f(x)| \leq CB_{\alpha,e}(x,X_h),
\]

where \( C \) bounds certain derivatives of the unknown function. Therefore, if we assume that the unknown function is sufficiently smooth with bounded derivatives, \( B_{\alpha,e}(x,X_h) \) furnishes a tool which justifies an approximation result. It can be understood as a confidence measure of the ability of a given set of points \( X_h \) to approximate \( D^3 f(x) \). As an example of this application, assume we want to approximate local curvatures on a mesh. A common way to do it is fitting a local polynomial at each vertex using it’s 1 or 2-ring neighborhood, extracting it’s derivatives and using some standard classical differential geometry formula. As an easy example, suppose we want to approximate \( \partial^3 f \) at the vertices of a sphere mesh. We use a sphere since we know its derivatives are bounded and are the same everywhere on the sphere, w.r.t the local frame. We define the parameter domain to be the plane perpendicular to the weighted average of the adjacent face’s normals. Figure 5 shows a coloring of the sphere mesh, using the two parts of the tight error bound factor (16): In (a), the bound of the error factor caused in the approximation, \( |B_{\alpha}(x,X_h)| \), and in (b) the bound of the error factor related to the noise in the data: \( \alpha! \sum_{i=1}^{l} |V_{\alpha,i}| \). Note that the latter means that if one of the 1-ring neighborhoods contains noise in the direction of the normal of the parameter plane, the errors in the approximation might be multiplied by this factor. In this case we see that even ‘nice’ 1-rings of the sphere might cause \( \approx 100 \) times bigger errors than the noise level of the data. In (c) it is shown that irregular triangulation may yield much higher errors.

4. Optimal neighborhoods

In this section we present an algorithm, which finds the optimal support size \( h_{opt} \), which should be used in the ap-
proximation procedure (1)–(2) to ensure minimal error. We base our algorithm on the error analysis presented in former sections, i.e., equations (14) and (16). More specifically, for a given \( X, \alpha, N \) and a point where the approximation is sought, \( x \), we look for the optimal \( h \), which we denote by \( h_{\text{opt}} \), which minimizes the bound or the approximation of the error \( |D^2 f(x) - D^2 p(x)| \).

4.1. Finding an Optimal Support Size

We use the same algorithm for both bounds (14) and (16). We look for the support size \( h \) which minimizes the bound function \( E_B(x, X, h) \), where for brevity we will use the symbol \( E_B \) for both bounds.

We fix an upper and lower bounds \( h_{\text{min}}, h_{\text{max}} \) for \( h \), e.g., \( h_{\text{min}} \) could be set to \( h_J \) (which is defined in Section 3.4) and \( h_{\text{max}} \) to some large support size radius, we used for example 4\( h_J \). A rough step size \( \Delta \) is set, e.g., we used \( |h_{\text{max}} - h_{\text{min}}|/50 \), and the algorithm traverse \( h = h_{\text{min}}, h_{\text{min}} + \Delta, \ldots, h_{\text{max}} \) where for each \( h \) the algorithm calculates the error bound function \( E_B(x, X, h) \), for the data points \( X_h \). Next, after extracting the minimizing support size radius \( h_{\text{opt}}^{(0)} = \arg \min h_{\text{max}} + \sum_{\mathbf{j} \in J} \{ E_B(x, X, h) \} \), we further improve the approximation to \( h_{\text{opt}} \) by fitting an interpolating quadratic near \( h_{\text{opt}}^{(0)} \) and minimize it to define \( h_{\text{opt}}^{(1)} \). We iterate this procedure until \( |h_{\text{opt}}^{(k+1)} - h_{\text{opt}}^{(k)}| \leq \text{tolerance} \). In our application we actually minimized \( E_B^2 \), for faster convergence.

For efficient computation the following considerations are employed. First we move the origin to \( x \), i.e., we use the points \( x_i := x_i - x, i = 1, \ldots, I \). Second, we rearrange \( x_i \in X \cap B_{h_{\text{max}}}(0) \) with respect to their distance from \( 0(x) \), where now the sub-index \( i \) is with respect to this ordering. If \( E \) is the Vandermonde matrix based on the data points \( x_1, \ldots, x_I \), then the matrix \( E' \) for the data points \( x_1, \ldots, x_{I+1} \) can be written as \( E'_{i,j} = E_{i,j} \) for \( i \leq I \) and \( E'_{I+1,j} = p_j(x_{I+1}) \). This implies that when \( h \) changes to include a new point \( x_{I+1} \) in \( X_h \), we only need to add a single row to the previous Vandermonde matrix \( E \), to construct the Vandermonde matrix for \( X_{h} \).

Note that if we have calculated the bound for the data points \( x_1, \ldots, x_I \), then the quantity \( \sum_{|\mathbf{j}|=N+1} |x_i|^\beta \) for \( i = 1, \ldots, I \) should be re-used and the only new calculation that should be performed is \( \sum_{|\mathbf{j}|=N+1} |x_{I+1}|^\beta \). Taking into consideration all the above remarks, when \( h \) is changed to include a new point, the most time consuming part of the calculation consists of factorization of \( J \times J \) matrix (for example for quadratic interpolation we have \( J = 6 \), and back-substitution for \( I \) vectors (the matrix \( E^W \)), this leads to an \( O(J^3 + J^2 I) \) complexity for each step of the algorithm. This is multiplied by the number of iterations of the algorithm, which in our implementation is \( \leq 100 \). In the case of using the data dependent bound, there is a preprocess step of solving for the coefficients \( f_\gamma \) as explained in Section 3.4. The computational cost of this step is \( O(J^4 + J^3 I) \).

An important consequence of the above procedure is that since \( V \) is calculated anyway, we actually get for no significant extra calculations the bound of the error for any \( \alpha \), \( |\alpha| \leq N \), that is, the bound for every possible derivative (and value) approximation.

It should be noted that to get consistent \( h \) values, we take the first global minimum (if there is more than one zero). Another delicate point, is that the parameter value \( h_{\text{min}} \) of the minimum of \( E_B(x, X, h) \), i.e., \( h_{\min}(x) = \arg \min_{h} \{ E_B(x, X, h) \} \), is a piecewise smooth function of \( x \) if the neighborhoods used in the approximation of \( f_\gamma \) are smoothly chosen. This implies that the MLS approximation, based on this \( h \) field, is only piecewise smooth.

4.1.1. Integrating with the MLS projection operator

All the previous construction dealt with a function over a parameter space. When dealing with a point cloud there is no natural choice of such space. A popular method for choosing this space in the case of surfaces is the MLS projection operator [Lev03, ABCO’01, PKKG03, AK04]. After choosing the parameter space, in this case a plane, we are back to our original functional settings, with a minor difference: the distance to the neighboring points is measured using their actual position in space and not their projection on the parameter space, i.e., \( p \) is defined by minimizing

\[
\sum_{i=1}^{l} \left( f(x_i) - p(x_i) \right)^2 \eta_h(||(x_i, f(x_i)) - (x, z)||),
\]

where \((x, z)\) is chosen by the first step of the MLS projection. This small change can be easily incorporated in our system, one just have to redefine the way distances are measured. We have integrated that into our system and noticed two interesting results: For the test function \( F_1, F_2 \) the results were similar to the algorithm which measured the distance on the parameter space (results are demonstrated in Section 6). However, in the case of data taken from \( F_3 \), since the function is rapidly oscillating, the new distance measure is likely to prefer points from other periods and not from close parameter values, and the approximation quality deteriorates.
5. Heuristics

In this section we present the derivation of the heuristic method for choosing a support size \( h \), which we later use for comparison with the optimal choice. The method is derived by experiments, in the following way: We consider the true error of our MLS approximation procedure as a function of the support size used \( h \). We let \( h \) vary from it’s minimal value, i.e., the radius \( h_J \) of the ball containing the \( J \) nearest neighbors up to 4 times this radius. It is observed that the minimum can be predicted as a certain constant times \( h_J \). The heuristic is based on finding the right constant, and we do it by extensive simulation. We define the random variable

\[
H = \frac{h_{\text{best}}}{h_J},
\]

where \( h_{\text{best}} \) stands for the true optimal support size, i.e., the support size which minimizes the true error function in the interval \([h_J, 4 \times h_J]\). In table 1, we specify several measurements of \( H \), in particular we consider different test functions \((4)-(6)\), point densities, noisy and non-noisy data, quadratic and cubic polynomial and different functionals. The density specify the number of data points per unit square. \( H \) was sampled in a grid inside the domain \([-1, 1] \times [-1, 1]\). The mean \( \bar{H} \) and standard deviation \( \sigma(H) \) are computed. In general the results of the different scenarios are similar: the \( \bar{H} \) is approximately 2.2 and \( \sigma(H) \) is generally around 0.75. Therefore, our heuristic choice of support size to be used in the MLS approximation is \( h = 2.2h_J \).

A similar heuristic for choosing the support size \( h \) may be obtained by using the error bound \( B_\alpha \), as follows: For a given distribution of data points near the origin we find the optimal \( h \) minimizing \( B_\alpha \), and compute \( h_{\text{opt}} / h_J \). Averaging these ratios over many randomly chosen distributions of data points, we obtain for example, an average ratio \( \sim 1.9 \) for quadratic polynomial approximation of the function value, \( N = 2, \alpha = (0,0) \), and ratio \( \sim 2.4 \) for \( N = 2, \alpha = (1,0) \) with noise level of \( 10^{-5} \). Another option is to compute a different rule for each noise level \( \epsilon \), but we didn’t pursue this direction.

<table>
<thead>
<tr>
<th>density</th>
<th>( L^2 )</th>
<th>( f )</th>
<th>( N )</th>
<th>( \epsilon )</th>
<th>( H )</th>
<th>( \sigma(H) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.25k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>2</td>
<td>0</td>
<td>2.24</td>
<td>0.74</td>
</tr>
<tr>
<td>.25k</td>
<td>( f(x) )</td>
<td>( F_2 )</td>
<td>2</td>
<td>0</td>
<td>2.15</td>
<td>0.73</td>
</tr>
<tr>
<td>1k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>2</td>
<td>0</td>
<td>2.1</td>
<td>0.69</td>
</tr>
<tr>
<td>1k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>2</td>
<td>0</td>
<td>2.3</td>
<td>0.75</td>
</tr>
<tr>
<td>1k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>3</td>
<td>0</td>
<td>1.88</td>
<td>0.57</td>
</tr>
<tr>
<td>1k</td>
<td>( \partial_x f(x) )</td>
<td>( F_1 )</td>
<td>3</td>
<td>0</td>
<td>2.28</td>
<td>0.74</td>
</tr>
<tr>
<td>4k</td>
<td>( \partial_x f(x) )</td>
<td>( F_2 )</td>
<td>3</td>
<td>0</td>
<td>2.06</td>
<td>0.74</td>
</tr>
<tr>
<td>.5k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>2</td>
<td>( 10^{-2} )</td>
<td>2.41</td>
<td>0.77</td>
</tr>
<tr>
<td>.5k</td>
<td>( f(x) )</td>
<td>( F_1 )</td>
<td>2</td>
<td>( 10^{-4} )</td>
<td>2.35</td>
<td>0.77</td>
</tr>
<tr>
<td>.5k</td>
<td>( \partial_x f(x) )</td>
<td>( F_2 )</td>
<td>2</td>
<td>( 10^{-5} )</td>
<td>2.25</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 1: Experiments results used to derive the heuristic support size rule.

Figure 6: An example of data set with irregular density. We used quadratic polynomials in the MLS approximation, and resampled in the drawn rectangle (a). In (b) the error resulted using the heuristic support size \( h \). In (c) the optimal \( h \) has been used. The error ratio \( E_1 \) is 0.37.

Figure 8: An example of uniformly distributed data set sampled from \( F_1 \). We used cubic MLS approximation, and resampled in the drawn region (a). In (b) we display the error resulting using the heuristic support size. In (c) the error using the optimal support size. Note the errors at the boundaries. The error ratio \( E_1 \) is \( \approx 0.22 \).

6. Numerical experiments

In this section we present numerical experiments performed with the algorithms described in the Section 4. We compare the algorithm for choosing \( h \) by minimizing the error bound (16), or the approximation of the error function (14), to the heuristic approach described in Section 5. In general the method based on the data dependent approximation works best, and the method based on the tight bound works slightly better than heuristic method.

We have tested our algorithm in the following three main scenarios: 1. Uniform distributed points. 2. Data with noise. 3. Irregular distributed points (change in density). In our experiments we use quotient of the 1-norms as a measure of error: \( E_1 := \| E_{\text{opt}} \|_1 / \| E_{\text{heu}} \|_1 \), and \( E_1' := \| E_{\text{bd}} \|_1 / \| E_{\text{heu}} \|_1 \). We denote by \( E_{\text{opt}} \) the error of the MLS algorithm using the support size \( h \) determined by data dependent error approximation \( \tilde{R} \), by \( E_{\text{bd}} \) we denote the error of the algorithm when
using the data-independent bound $B_{\alpha}$, and by $E_{\text{heu}}$ we denote the error when applying the heuristic approach of choosing the $h$.

<table>
<thead>
<tr>
<th>$f$</th>
<th>density</th>
<th>$E_1$</th>
<th>$E'_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>0.25k</td>
<td>0.46</td>
<td>0.86</td>
</tr>
<tr>
<td>$F_1$</td>
<td>1k</td>
<td>0.32</td>
<td>0.87</td>
</tr>
<tr>
<td>$F_1$</td>
<td>25k</td>
<td>0.16</td>
<td>0.82</td>
</tr>
<tr>
<td>$F_2$</td>
<td>0.25k</td>
<td>0.53</td>
<td>0.84</td>
</tr>
<tr>
<td>$F_2$</td>
<td>1k</td>
<td>0.38</td>
<td>0.86</td>
</tr>
<tr>
<td>$F_2$</td>
<td>25k</td>
<td>0.19</td>
<td>0.87</td>
</tr>
<tr>
<td>$F_3$</td>
<td>0.25k</td>
<td>0.74</td>
<td>0.82</td>
</tr>
<tr>
<td>$F_3$</td>
<td>1k</td>
<td>0.52</td>
<td>0.89</td>
</tr>
<tr>
<td>$F_3$</td>
<td>25k</td>
<td>0.26</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 2: Experiments with uniform distributed data and no noise.

Table 2 shows a comparison of the two error analysis based methods to the heuristics, in the case of no noise and uniform distributed points. The approximated functional is point evaluation, i.e., $L^1(f) = f(x)$, and the degree of the polynomial space is $N = 2$. In each experiment a new uniformly distributed data points where taken and the 1000 query points where randomized. The density specify, as before, the number of data points per unit square. Note that method based on the data dependent approximation performs the best, and improves as the density increases. The method based on the data independent bound is working slightly better than the heuristic. In Figure 8, we show the error graphs when resampling using cubic ($N = 3$) MLS for uniformly distributed data (a), by the heuristic method (b), or by the data dependent method (c). Note that the errors near the boundaries are lower with the latter method.

Table 3 exhibits a similar comparison between the methods for noisy data, approximating various derivative functionals. Figure 9, shows a resampling of $F_1$ contaminated with high noise level ($\epsilon = 0.1$) (a), by the heuristic method (b), zoom-in in (d). Similarly (c),(e) exhibits the above cases when using the method based on the data dependent approximation.

Figures 6, 7, exhibit experiments using data set with irregular density. Figure 6 examine the resampling algorithm in region (a) in the vicinity of a high density region. (c) shows the error graph of the heuristic method. (d) is the error graph of the method based on the data dependent approximation. Similarly, Figure 7, shows another configuration of irregular point density (a), which may present itself at scanned point clouds. The reconstructed surfaces are drawn in (b) and (c) and zoom-in at (d),(e).

In Figures 1, 10, we show reconstruction results with scanned data. We compare the heuristic approach to the data-dependent error approximation approach. In Figure 1 we added noise to the data, while in Figure 10 we used the original raw data, and assume error at maximal size $\epsilon = 10^{-5}$.
Table 3: Experiments with noise.

<table>
<thead>
<tr>
<th>f</th>
<th>density</th>
<th>N</th>
<th>$L^x$</th>
<th>$\varepsilon$</th>
<th>$E_1$</th>
<th>$E'_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>1k</td>
<td>3</td>
<td>$\delta_{3y}$</td>
<td>$10^{-2}$</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>$F_2$</td>
<td>11k</td>
<td>3</td>
<td>$\delta_3$</td>
<td>$10^{-4}$</td>
<td>0.62</td>
<td>0.71</td>
</tr>
<tr>
<td>$F'_1$</td>
<td>1k</td>
<td>3</td>
<td>$\delta_{y}$</td>
<td>$10^{-5}$</td>
<td>0.61</td>
<td>2.53</td>
</tr>
<tr>
<td>$F_2$</td>
<td>1k</td>
<td>2</td>
<td>$f(x)$</td>
<td>$10^{-1}$</td>
<td>0.63</td>
<td>0.6</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper we consider the problem of evaluating the approximation quality of the MLS method, and we derive an algorithm which finds the best support size to be used in the approximation. Two methods based on a novel error formula in the MLS approximation were considered: One, based on a conservative tight bound, and second, based on a data dependent approximation to the error function in the MLS approximation. In the process, we have carefully chosen a heuristic, based on the observation that the ratio of the optimal support size $h_{\text{best}}$ and the radius of the ball containing the $J$ nearest neighbors $h_J$, can be fairly well predicted by the constant $\sim 2.2$.

Comparing our error analysis based methods to the heuristic shows that the method based on the tight bound performs slightly better than the heuristic in presence of very small and very large noise levels. The method based on the data dependent approximation works generally better than the other methods, and achieves the best approximation and stability properties.
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