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Abstract
Fast searching of content in large motion databases is essential for efficient motion analysis and synthesis. In this work we demonstrate that identifying locally similar regions in human motion data can be practical even for huge databases, if medium-dimensional (15–90 dimensional) feature sets are used for kd-tree-based nearest-neighbor-searches. On the basis of kd-tree-based local neighborhood searches we devise a novel fast method for global similarity searches. We show that knn-searches can be used efficiently within the problems of (a) “numerical and logical similarity searches”, (b) reconstruction of motions from sparse marker sets, and (c) building so called “fat graphs”, tasks for which previously algorithms with preprocessing time quadratic in the size of the database and thus only applicable to small collections of motions had been presented. We test our techniques on the two largest freely available motion capture databases, the CMU and HDM05 motion databases comprising more than 750 min of motion capture data proving that our approach is not only theoretically applicable but also solves the problem of fast similarity searches in huge motion databases in practice.

Categories and Subject Descriptors (according to ACM CCS): Computer Graphics [I.3.7]: Three-Dimensional Graphics and Realism—[Animation] Information Storage and Retrieval [H.3]: Information Search and Retrieval—

1. Introduction

Searching for similar motion segments is of central importance for data driven approaches of motion synthesis and content-based retrieval of motion data. Whereas efficient indexing techniques being linear in the size of the motion database have been described, for the problem of finding logically similar motions, methods such as neighbor graphs or similarity matrices have been used for tasks requiring numerically similar motions. These however require a preprocessing time quadratic in the size of the motion capture database in use and are therefore impractical for larger databases.

Due to the dimensionality of motion capture data and the “curse of dimensionality” of search structures such as BSP-trees or kd-trees [BBK01] these had not been applied for similarity searches of motions, as was succinctly expressed by [KG04] (format of references adapted to our references):

One challenge in finding matches is that individual frames are high-dimensional objects with non-Euclidean distance metrics [KGP02,LCR*02]. As a result, traditional methods for organizing the data into a spatial hierarchy (such as a BSP-tree) can not be directly applied [BBK01].

In contrast to kd-trees, which speed up searches using Euclidean distance metrics, R-trees, which efficiently speed up searches in $L_1$ norms, have already been used in the context of motion data by [KPZ*04].

1.1. Our contributions

Devising feature sets for fast similarity searches. In this paper we describe and analyze medium dimensional feature sets for human motions (in general 15 to 90 dimensional ones). These can be used with naturally occurring Euclidean distance measures in standard spatial data structures—specifically kd-trees—to perform fast exact and approximate similarity searches in large motion capture databases for various purposes.
Analyzing different distance measures. We systematically compare previously-described distance measures with each other and with those induced by our feature sets. This comparison is done locally, i.e. on single frames, as well as globally, i.e. on motion segments, on the basis of the CMU [Car04] and HDM05 [MRC07] databases.

Expanding pose matching to motion matching. On the basis of the fast kd-tree-based pose matching and local motion matching we devise a novel fast method for global motion matching. For a motion database of size \( n \) and a query sequence \( Q \) consisting of \( m \) frames using local \( k \)-nearest-neighbor-searches the overall complexity of the global similarity search is \( O(km \log n) \), with \( m \ll n \) and \( k \ll n \).

Moreover, we show that distances on neighboring motion segments (parameterized by a local distance measure) induced by our novel technique are in general equivalent to the similarity measures computed by dynamic time warping (DTW) parameterized by the same local distance measure. Thus our method can be used as a fast alternative to subsequence DTW-based alignment.

Demonstrating the usability of fast similarity searches for different applications. We apply fast similarity searches of time complexity \( O(n \log n) \) in the size of a database \( n \) to the problems of “numerical similarity searches”, reconstruction of motions from sparse marker sets, and building so called “fat graphs”, tasks for which previous algorithms with quadratic preprocessing time have been proposed.

2. Related Work

Nearest-neighbor-search for human motion. Chai and Hodgins [CH05] use a neighbor graph in a preprocessing step on a motion database allowing fast nearest-neighbor-search. However, the preprocessing step requires time quadratic to the size of the database and thus does not scale well to larger motion databases.

Kovar and Gleicher [KG04] perform numerical and “logical” similarity searches on collections of motion capture data. They build so called “match webs” on dense distance matrices, thus requiring a preprocessing time quadratic in the size of motion capture data.

The problem of finding short motion segments that are similar to a given one is also of central importance when synthetic transitions between motions are generated. Here the concept of “motion graphs” [KG02, SO06, HG07, SH07, MP07] has become a central tool. However, in all these approaches the generation of the various variants requires an effort quadratic to the size of the motion database and thus cannot be used for large collections of motions.

Müller et al. [MRC05] use binary geometric features and index structures to address the problem of content-based retrieval on large motion databases. Whereas the binary geometric features are well suited for defining notions of logical similarity of motions and for coming up with “motion templates” [MR06], they are not suitable in contexts requiring close numerical similarity of motions.

The use of spatial search structures is well established for multi-media databases [BBK01]. Also a “generic multimedia indexing approach” (GEMINI) [Fal96] has been widely used for multi-media applications for more than a decade. However, the crucial step is to have suitable low-dimensional feature sets that can be used with an efficient spatial access method. In the context of motion data, its use and the use of R-trees are abstractly discussed in [FHP07], and Keogh et al. [KPZ04] use R-trees for searching lower and upper bounds, which naturally yield \( L_1 \) norms, efficiently. However, prior to our own work presented here we are not aware of any practical attempts to define low- or medium dimensional feature sets for human motion data and using them both for efficient spatial access methods for Euclidean distance measures and for fast similarity searches in large motion databases.

The techniques of locality sensitive hashing (LSH) [AI08] for fast approximate nearest-neighbor-search in high dimensions has recently been applied to the problem of mining “motion motifs” from medium-sized collections of motion data (of about 32 000 frames) [MYHW08].

Low and medium dimensional feature sets for human motion. For small databases it is well known that human motions have very good 7–10 dimensional approximations [SHP04, EMMT04, CH05], which can be obtained by simple techniques like PCA (principal component analysis) on the angular skeleton representation. However, for large heterogeneous databases such low-dimensional approximations are less accurate [CH05] and higher dimensional feature sets are required. Beaudoin et al. [BCvdPP08] use 18 dimensional PCA approximations of joint angle data.

The suitability of our medium dimensional geometric features for describing human poses is closely related to the well known analysis of the inverse kinematics problem for anthropomorphic limbs [TGB00]. An evaluation of different distance metrics for blending purposes is given in [vBE09].

3. Feature Sets for Fast Similarity Searches of Human Motions

In order to compare our newly-devised feature sets with existing ones, we will first review various distance measures for human motions and features sets (with induced distance measures) that have been described in the literature. Specifically we will fix the notations for them.
3.1. Previously described distance measures and feature sets for human motions

There are purely pose-based distance measures such as the one measuring distances on joint angles [CH05]. As the distance measure depends on the encoding of the joint angles, e.g. whether quaternion-based representations or Euler angle-based representations are used, we denote the former one by $D_{\text{quat}}$ and the latter one by $D_{\text{euler}}$. More specifically, the Euler angles in the standard asf/amc representation of the mocap data will be used. PCA-based compression of pose-based feature sets [SHP04, CH05, BCvdPP08] will be denoted by $F_{p_n}^{\text{pca}}$. Here, $n$ means the number of principal components on joint positions in body frame—pre-computed on a fixed database, which will be chosen to be the entire HDM05 database in all our experiments ($n$ dimensions).

In order to describe not only the properties of a pose statically but also to encode the kinematic properties of a motion sequence in the feature set of a frame, Kovar and Gleicher [KG04] introduced a point cloud distance measure on a normalized window of the previous and subsequent $n/2$ poses. In the following this distance measure will be denoted by $D_{\text{pcw}}$.

In [LCR’02] the authors describe a cost function to determine transition points in motion streams, defining the distance between two frames as the sum of weighted differences of joint angles as well as of joint velocities. Whereas Lee et al. [LCR’02] propose a set of weights containing one and zero only—setting the weights to one for the shoulders, elbows, hips, knees, pelvis, and spine and setting all others to zero—Wang and Bodenheimer [WB03, WB08] use a refined cost metric. By using motion capture data to determine optimal values for all weights that modify the transition costs, they reason that only certain joints are considered important and thus are associated with non-zero weights—right and left hip, right and left knee, right and left shoulder, right and left elbow. The resulting distance measure, which is based on the optimized weights, will also be investigated and in the following will be denoted as $D_{\text{wb}}$.

3.2. Devising novel medium dimensional feature sets

We will devise several medium dimensional feature sets of increasing dimensionality: we define frame-based geometric feature sets that can be extended to local feature sets on frame windows.

**Frame-based feature sets** For our geometric features we use normalized root positions and orientations, as is the standard technique for features of human motion data [KG04, CH05, AFO03]. Our primary feature set $F_{15}^{E}$ consists of the positions of 4 end-effectors and head.

This 15-dimensional feature set is motivated by the following considerations:

- As is well known the geometry of anthropomorphic limbs is fully determined by the positions of the end-effectors, their orientation, and one single additional scalar quantity—the so called “swivel angle” [TGB00].
- Moreover, the corresponding inverse kinematics problem can be solved very efficiently using analytic solutions [TGB00, HIBC05].
- For typical human motions the orientations of the end-effectors are statistically quite dependent on the end-effector positions, as are the values of the swivel angles, so that the positions of the arms and legs should be well determined.
- Given the positions of the legs, the arms, and the head as well as the position of the root (due to normalization) there should be little variability in body positions.

For the sake of comparison (and for statistically validating the claims made above), we also use the following two pose-based geometric feature sets:

$F_{30}^{E}$ Positions of 4 end-effectors, and head, as well as the 5 positions of the elbows, knees and one chest joint (30 dimensions).

$F_{39}^{E}$ All features of $F_{30}^{E}$; in addition position of the shoulders and one lower-back joint (39 dimensions).

**Feature sets on windows of frames** Purely pose-based feature sets such as $F_{15}^{E}$ give no information about the temporal
evolution of a motion. In contrast, feature sets including several frames on a small window represent the local evolution in time. Based on this observation it is possible to extend every frame-based distance measure $\mathcal{F}_E$ of dimension $n$ to one on a window of $l$ frames $\mathcal{F}_E^{n \times l}$ of dimension $nl$. We will sample the windows sparsely, using only 3 or 5 frames on a window of fixed length 0.3 sec—a value commonly used in the literature for the size of local motion windows. The resulting feature sets will be denoted by $\mathcal{F}_E^{15 \times 3}$, $\mathcal{F}_E^{15 \times 5}$, $\mathcal{F}_E^{30 \times 3}$, and $\mathcal{F}_E^{39 \times 3}$.

3.3. Comparing feature sets

**Pose based comparisons** Our comparisons will be focused on feature sets designed to identify neighborhoods of a pose, because they are of main concern in the applications. As the search using kd-trees can be done efficiently for all of our feature sets, cf. Table 1, it is possible to do such comparisons systematically for large motion capture databases. For all of our experiments $k$-nearest-neighbor-searches were performed using the ANN library [MA06].

In Table 1 the computation times for the previously defined feature sets searching for the nearest 16 resp. 250 nearest neighbors on the HDM05 database (380 813 frames at 30 Hz) and CMU database (1 038 388 frames at 30 Hz) are given for exact ($\epsilon = 0$) nearest-neighbor-searches.

Our frame-based (15 to 39 dimensional) feature sets allow very fast nearest-neighbor-searches and show the expected good scaling from a database consisting of 380 813 to one consisting of 1 038 388 frames.

The running times of the previously described features sets had the expected behavior according to their dimensionalties.

For the windowed feature sets (of dimension 45 to 90) the search times are about one order of magnitude higher than for the ones based on single frames—thus being much better than worst case theoretical considerations predict. Thus even if these feature sets do not in general fulfill hard real time requirements on current PCs for large motion databases, they are nevertheless practical for many applications.

However, as will be shown below the use of higher-dimensional feature sets, gives little or no advantage over the use of lower dimensional ones—specifically the simple feature set $\mathcal{F}_E^{15}$.

**Pose-based comparisons on a small sample database** In Fig. 2 the correlations between the previously-described feature sets and distance measures are given. In order to compare the distance measures we use Spearman’s rank correlation coefficient $\rho$ [MW03], which is a robust measure with respect to commonly used slight but non-linear variations of the distance measures. This overall comparison is based on a small sample database as for the high-dimensional distance measures we do not have a fast nearest-neighbor-search method.

Notice that the matrices are not symmetric, as we perform the correlations on the nearest neighbors according to the feature set given on the vertical axis. This asymmetric behavior is especially prominent for $D_{\text{quat}}$ in comparison to $D_{\text{euler}}$ and the frame-based feature sets with their counterparts involving 3 or 5 frames. These observations are easily explainable: if the distance on angular representations given by Euler angles are similar, so are the ones given by quaternions, whereas similar quaternion-based distances might result in bigger differences in Euler angles (especially in “near gimbal lock” configurations). And if the distances according to a feature set involving $l$ frames are similar, then so are the ones involving single frames, whereas vice versa, the similarities in one frame, involving static information only might result in fewer similar measures based on $l$ frames.

Nevertheless, there is also a rather high rank correlation between $D_{\text{pc}1}$ and $D_{\text{pc}11}$, and frame-based feature sets and their counterparts involving 3 or 5 frames. Moreover, the distance measures based on $\mathcal{F}_E^{15 \times 3}$ and $\mathcal{F}_E^{39 \times 3}$ are very highly correlated: using 5 frame samples instead of 3 gives little additional information, so that the lower dimensional feature set can be used yielding lower computation times.

The distance measures based on $\mathcal{F}_E^{30}$ and $\mathcal{F}_E^{39}$ are very highly correlated: using the normalized root position, the head position and the ones of arms and legs there is almost no additional statistical variety in the body positions. Also $\mathcal{F}_E^{30}$ and $\mathcal{F}_E^{39}$ are highly correlated: there is already a very high statistical determination of the arm and leg positions from their end-effector positions.
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Table 1: Average computation times (in milliseconds) for searching 16 (256) nearest neighbors using various feature sets on motions of HDM05 database (380 813 frames at 30 Hz) and CMU database (1 038 388 frames at 30 Hz).

<table>
<thead>
<tr>
<th>database</th>
<th>#NN</th>
<th>Fp8</th>
<th>Fp16</th>
<th>Fp25</th>
<th>Fp30</th>
<th>Fp39</th>
<th>Fp15 x 3</th>
<th>Fp15 x 5</th>
<th>Fp30 x 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDM05</td>
<td>16</td>
<td>0.19</td>
<td>1.33</td>
<td>2.86</td>
<td>1.11</td>
<td>3.87</td>
<td>3.29</td>
<td>7.95</td>
<td>14.01</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1.03</td>
<td>4.99</td>
<td>8.68</td>
<td>4.53</td>
<td>12.50</td>
<td>16.37</td>
<td>36.22</td>
<td>46.71</td>
</tr>
<tr>
<td>CMU</td>
<td>16</td>
<td>0.25</td>
<td>2.13</td>
<td>5.37</td>
<td>1.40</td>
<td>4.07</td>
<td>8.11</td>
<td>26.62</td>
<td>39.08</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1.35</td>
<td>8.97</td>
<td>18.10</td>
<td>7.36</td>
<td>34.12</td>
<td>51.68</td>
<td>60.23</td>
<td>96.55</td>
</tr>
</tbody>
</table>

Whereas $F_{pca}^{39}$ is comparable in general to other feature sets, the use of only 8 dimensions in $F_{pca}^{p16}$ is connected with a strong loss in correlation. The feature sets $F_{pca}^{p16}$ and $F_{pca}^{p25}$ are very highly correlated indicating that most information on the motions is already contained in the first 16 principal components.

**Pose-based comparisons on large databases**

Using our fast similarity searches we can extend the correlation analysis to large motion capture databases for the cases in which the correlations are computed on nearest neighbors defined by one of the medium-dimensional feature sets.

In general the findings are similar to the ones on the small sample database described above. Especially, the correlations between $F_{pca}^{15\times3}$, $F_{pca}^{15\times5}$, and $F_{pca}^{30\times3}$ are still very high, and these are highly correlated to $D_{k11}$. The single-frame-based feature sets $F_{p15}$ and $F_{p29}$ are still very highly correlated, and there is still a high correlation to $F_{p15}$. Also a rather high correlation to $D_{p1}$ exists.

On this larger database the correlations to the PCA-based feature sets are somewhat lower, and so are the correlations between the single frame based feature sets and their counterparts involving 3 or 5 frames.

A figure showing all rank correlations corresponding to pose-based comparisons on a large database is given in the supplementary material.

**Motion segment based comparisons**

We now focus on comparisons between motion segments, based on several feature sets and distance measures. These comparisons show relationships between the definitions of similarity induced by the feature sets and distance measures.

As example dataset we used 76 hand-cut motion sequences from the HDM05 database. This example dataset contains nine motion classes where at least eight motions of every class were available.

For direct comparison of the motion sequences we performed a dynamic time warping between each pair of 76 motion sequences for every warping path and distance measure. Based on this DTW-distances we performed a ranking. As a result we get a ranked list of motions for each motion of the example dataset. Since the use of similar feature sets or distance measures should give similar rankings of the motion segments, we computed rank correlations for the first eight motions of this ranking.

This rather small number is motivated by the consideration that we are concerned with the distance metrics on similar motions and not on very different ones (say a walking and a grasping motion)—and we know that at least eight motions of every class are available in the database.

In general the correlations are similar to the point-wise evaluations. There is a higher correlation for $D_{kab}$ to almost all other distance measures and feature sets than for the point-wise evaluation, whereas the correlations for the PCA-feature sets decrease. The correlations between our feature sets $F_{p15}$, $F_{p29}$, and $F_{p39}$ in between but especially to their counterparts involving several frames increase. The latter observation can be explained by the fact that for a point-wise evaluation the frame-based feature sets on the level of single frames do *not* distinguish directions of the motion in contrast to $F_{p15}$, $F_{p29}$, or $F_{p39}$, but nevertheless the warping paths are quite similar, cf. Fig. 3.

**Motion segment based comparisons on large databases**

We could also perform motion segment-based comparisons on large databases using the fast global motion-matching methods described in Section 4.

The main differences to the evaluation on a small database are the higher correlations to the PCA-based feature sets. This finding might be explained by the fact that the PCA-based features are computed on the entire database, so that these perform better on random samples than on specifically selected samples.

**Conclusions from the comparisons**

As expected the low-dimensional feature sets $F_{p15}$ and the PCA-based feature sets allow the fastest nearest-neighbor searches. As the correlation of $F_{p15}$ to the higher-dimensional ones and to $D_{pc1}$ as well as to $D_{pc11}$ is higher than for $F_{pca}$ the former one should be preferred.

As $F_{p15}$ as a purely frame-based feature set does not distinguish directions of the motion in contrast to $F_{p39}^{15\times3}$, there will be certain applications for which $F_{p15}^{15\times3}$ should be used. However, we will show in Section 4 and Section 5 that for several applications, for which a priori one would suspect that including temporal information in a feature set plays a major role, nevertheless using the feature set $F_{p15}$ in the algorithms gives almost the same results as $F_{p15}^{15\times3}$ but requires much shorter computation times.
So the simple feature set $F_{E}^{13}$ seems to be the one of choice—especially for real-time applications.

4. From Pose Matching to Motion Matching

In many applications regarding analysis and synthesis of motions the problem of retrieving motion sequences within large unstructured motion databases, that are similar to a given query, is of central importance [KG02, AFO03, KG04, SO06, HG07, SH07, MP07, BCdPP08]. In the context of computer animation this problem was previously tackled by applying either subsequence DTW [Mü107] or match web [KG04] heuristics. Unfortunately, the above methods are computationally very costly. The construction of match webs in $O(n^2)$ and subsequence DTW has a complexity of $O(mn)$ where $m$ is the size of the query and $n$ is the number of frames included in the database.

In this section we are going to present a novel method in $O(m \log n)$ that gives similar results to subsequence DTW in practical scenarios and is more general and robust than match webs, since no ad-hoc heuristics are used. Our new approach is especially suitable for identifying closest matches to a given query. Practical applications demonstrating the efficiency of the method are given in section 5.

4.1. A novel approach to fast global motion matching

In order to specify global motion-matching we follow the literature and define a valid temporal alignment of two motions as a continuous and monotonic mapping of poses [KG04]. For an optimal alignment of two motions we have to search for a sequence of consecutive frames (with ascending indices), which describes a discrete matching substitute to subsequence dynamic time warping.

To find similar motion segments included in a database (a sequential collection of motion clips indexed by frame) for a given query $Q$ efficiently we propose to use a novel technique, based on a "lazy neighborhood graph". The novel method consists of four different key steps:

1. preprocessing, where a kd-tree is constructed,
2. search, for identifying local similarities of $Q$ and motions included in the database,
3. graph construction, for creating a lazy neighborhood graph,
4. path search, for finding global optimal alignments by solving a shortest path problem for this neighborhood graph.

Preprocessing As a preprocessing step we build a kd-tree for a motion database $D$ (of size $n$ frames) with respect to the feature set $F$. $F$ to be considered.

For each query sequence $Q = [q_1 \cdots q_m]$ consisting of $m$ frames we proceed as follows:

Search Find nearest neighbors for each pose in $Q$ using fixed radius $k$-nearest-neighbor-search. The radius is given by $r$ and the maximum number of neighbors is limited by user defined parameter $k$. For each pose $q_i$ of the query a set $S(q_i)$ of poses that are similar according to $F$ is retrieved in $O(k \log n)$. Thus, in total $km$ neighboring poses have to be stored, which requires $kn$ space.

Graph construction Build a weighted and directed graph based on the sets $S$ by regarding each reported neighbor $h_j(q_i), 1 \leq j \leq k$ and $1 \leq i \leq m$, as a node and adding edges between nodes that form valid continuations. While many definitions of valid continuations are thinkable, we define them equivalent to the basic steps most commonly used in traversing DTW cost matrices, i.e. a diagonal, a horizontal and a vertical step. Formally spoken, this leads to edges between

- $h_j(q_i)$ and $h_j(q_{i+1})$ with $h_j(q_{i+1}) = h_j(q_i) + 1$ (corresponding to the diagonal step),
- $h_j(q_i)$ and $h_j(q_i)$ with $h_j(q_i) = h_j(q_i) + 1$ (corresponding to the vertical step), and
- $h_j(q_i)$ and $h_j(q_{i+1})$ with $h_j(q_{i+1}) = h_j(q_i)$ (corresponding to the horizontal step).

Associating each edge with costs defined by the distance $d_j$ of the node they are pointing at—as reported by the kd-tree search—the task is now to find the paths with minimal costs that start in a node $h_j(q_1) \in S(q_1)$ and end up in a node $h_j(q_m) \in S(q_m)$.

Path search By adding one additional node to the graph and connecting it via edges to all $h_j(q_1) \in S(q_1)$ this task turns into a single-source shortest-path problem. Since the resulting graph is directed and acyclic and a topological ordering of its nodes—which means, whenever there is an edge from $x$ to $y$, the ordering visits $x$ before $y$—is directly given by construction, this problem can be solved in linear time [CLRS01] (chapter 24.2).

This algorithm is parameterized by an arbitrary feature set $F$. The global accumulated costs along the path define a global distance between the query motion and the motion segments found in the database. Thus the retrieved motion segments can be ranked by their global distance according to the selected feature set $F$. By this algorithm similar motion segments can be extracted in $O(km \log n)$ time and the overall complexity for the similarity search is given by $O(km \log n)$.

The algorithm returns a best path for each match. These paths give a global optimal alignment between the query motion and the retrieved motion segments with respect to the local neighborhoods of each frame of the query motion.

The paths found by our method are equal to the paths found by subsequence dynamic time warping [Mü107] under the condition that all frames that are assigned to each other by subsequence DTW are in the neighborhood of the query motion. On tests on smaller databases such as the 76 cut motions this assumption was fulfilled in 100%.
of the cases. For the tests on the entire HDM05 database the rank correlation between the global distances based on our approach and the global distances computed by dynamic time warping on the same feature sets was bigger than 0.99 for all feature sets (but not 1.0). Thus, for larger databases the assumption that all frames that are assigned to each other by subsequence DTW are in the neighborhood of the query motion fails in a few rare cases. In addition this issue becomes less relevant for applications in which only close matches are required. In such cases our approach can be seen to be an extremely efficient substitute for subsequence dynamic time warping.

Remark. Our algorithm was inspired by the trellis approach to extract motion motifs by Meng et al. [MYHW08]. The trellis approach as well as ours searches for local nearest neighbors parameterized by some distance measure. However, in the trellis approach only constant distances $d_j$ independent of the actual local costs are used. For that reason the original method fails to provide a temporal alignment of motion segments as it is achieved by our method. Moreover, there is no ranking of retrieved subsequences meaning that closest matches cannot be identified. Another serious drawback of the method described in [MYHW08] is the use of greedy strategies that in general fail to find global optimal alignments.

4.2. Comparing the global motion matching for different feature sets

Based on the algorithm described in the previous section we compare the results of our global matching with respect to various feature sets. For the sake of simplicity only a small sample database containing six steps of a left-turning walking motion, starting with the right foot, is considered. A motion clip consisting of a two-step left-turning walking motion, starting with the right foot, is used as query.

As can be seen from the similarity matrices in Fig. 3 the pose-based feature sets exhibit forward as well as backward diagonal structures for similar frames of query and database, as these pose-based feature sets do not incorporate velocity information and do not distinguish directly between forward and backward in motions (e.g. walking and running). Note that the windowed feature sets do not suffer from this issue. Nevertheless, the global motion-matching algorithm is able to identify the expected walking motions regardless of the feature set that was used for alignment. Note that the motion segments found by our algorithm are similar to the segments found by subsequence DTW based on $D_{pca}$. As the structure of the similarity matrices suggests, the task of finding warping paths is less constrained for the frame-based feature sets and thus more costly, since more potential alignments need to be investigated.

We did a more complete evaluation on the entire HDM database using 128 random motions of length 1 sec and 128 random motions of length 3 sec as queries. Searching alignments for windowed feature sets (excluding k-nearest-neighbor-search) was about 1.5 times faster than for frame-based ones. For the queries of length 1 sec (3-sec) it took on average 0.03 sec (0.08 sec.) to construct the alignments using exact nearest-neighbor-searches for the feature set $\mathcal{F}_p^{16}$. These experiments confirm that the asymptotic linear complexity in the length of the query of our algorithm also occurs in practice. Using approximate (\(\epsilon = 0.1\)) instead of exact nearest-neighbor-searches gave exactly the same results—with computation times for the kd-tree searches being about 10 % lower. When increasing epsilon to 0.5 about 99 % of the original alignments for the window-based feature sets were found. For the frame-based feature sets this rate dropped to 90 %–95 % and the times for computing the alignment increased for approximate k-nearest-neighbor-search: 0.02–0.06 sec on average for the 1 sec queries (0.09–0.16 sec for the 3 sec queries). Notice that the total timings for global motion-matching are dominated by the costs for k-nearest-neighbor-search (90%) cf. Table 1.

5. Applications

5.1. Numerical and Logical Similarity Searches

Kovar and Gleicher [KG04] presented a technique that allows numerical as well as “logical” similarity searches...
Table 2: Results for numerical similarity searches on the entire HDM05 database. A motion clip semi-automatically classified to the motion class in the top row was used as query. The rows show the number of correct hits and in brackets the number of false hits not identified by our reference feature set \( \mathcal{F}_E^{15} \), the number of false hits and finally in brackets the number of false hits not identified by \( \mathcal{F}_E^{15} \).

<table>
<thead>
<tr>
<th>Motion</th>
<th>( \mathcal{F}_E^{15} )</th>
<th>( \mathcal{F}_E^{15} )</th>
<th>( \mathcal{F}_E^{15} )</th>
<th>( \mathcal{F}_E^{15} )</th>
<th>( \mathcal{F}_E^{15} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>correct hits</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
</tr>
<tr>
<td>wrong hits</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
<td>0.0 (0)</td>
</tr>
</tbody>
</table>

Table 3: Average (max) reconstruction errors (in cm per joint) for test motions from CMU and HDM05 database.

<table>
<thead>
<tr>
<th>Motion</th>
<th>CMU_86_01</th>
<th>CMU_86_08</th>
<th>CMU_86_15</th>
<th>CMU_86_avg</th>
<th>CMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU_86_01</td>
<td>1145</td>
<td>2.63 (6.47)</td>
<td>2.06 (4.11)</td>
<td>1.30 (3.42)</td>
<td>CMU_86_01</td>
</tr>
<tr>
<td>CMU_86_08</td>
<td>2302</td>
<td>3.06 (6.67)</td>
<td>2.67 (6.95)</td>
<td>1.96 (6.82)</td>
<td>CMU_86_08</td>
</tr>
<tr>
<td>CMU_86_15</td>
<td>1773</td>
<td>3.37 (6.41)</td>
<td>2.64 (6.01)</td>
<td>2.11 (5.88)</td>
<td>CMU_86_15</td>
</tr>
<tr>
<td>CMU_86_avg</td>
<td>29040</td>
<td>2.79 (7.99)</td>
<td>2.30 (5.58)</td>
<td>1.74 (5.05)</td>
<td>CMU_86_avg</td>
</tr>
</tbody>
</table>

We give the values for motions 86_01, 86_08, and 86_15 of CMU database, and for motions HDM_bk_01-01_01 and HDM_bk_02-01_01 of HDM05 database. The average error over the 15 motions in collection 86 of the CMU database is denoted as CMU_86_avg. We give the values for different databases for the pose priors. HDM: entire HDM05 database (possibly without test motion). CMU*: CMU database without collection 86. CMU: entire CMU database (possibly without test motion). In all cases feature set \( \mathcal{F}_E^{15} \) is used for the nearest-neighbor-search.

5.2. Reconstructions of Motions from Few Markers

Reconstructing motions from only a few markers is a challenging task that was recently tackled by Chai and Hodgins [CH05]. For their approach, identifying poses in a database as being similar to a given medium-dimensional control signal (sparse marker position data) is of central importance. The necessary pose-based nearest-neighbor-search was implemented by using a neighborhood graph, which requires a preprocessing effort quadratic to the size of the underlying motion capture database. Replacing the nearest-neighbor-search in a static graph by our fast kd-tree-based search method (on various of our feature sets) even orders of magnitude larger collections of motions becomes practical. Moreover, with kd-trees we can search around arbitrary, i.e. newly synthesized poses not included in the original database directly. Hence, we do not have to approximate the nearest-neighbor-search by using nearest neighbors of previously synthesized frames, as has to be done in [CH05].

In order to have ground truths for the quality of the reconstruction we performed the reconstructions on synthetic data obtained from test motions from the databases: the positions of the 4 end effectors, the head, and the root are taken as “marker positions” randomly disturbed within a range of 1mm (simulating measurement errors of an optical marker tracking).

The results given in Table 3 indicate that using the basic technique of Chai and Hodgins [CH05] a motion can be reconstructed reliably with 6 markers only, if large databases can be used to infer local statistics on motions (e.g. pose priors based on local linear models).

The quality of the reconstructions increases, if more motions related to the one to be reconstructed from sparse marker data are available—a result which is certainly expected but nevertheless shows the need to have fast similarity searches for motions in huge motion databases, a
Table 4: Average (max) reconstruction errors (in cm per joint) for a test motion using different feature sets for nearest-neighbor-searches. Entire CMU database without test motion was used for pose prior.

<table>
<thead>
<tr>
<th>motion</th>
<th>$\mathbf{\Phi}_{15}$</th>
<th>$\mathbf{\Phi}_{8}$</th>
<th>$\mathbf{\Phi}_{16}$</th>
<th>$\mathbf{\Phi}_{25}$</th>
<th>$\mathbf{\Phi}_{30}$</th>
<th>$\mathbf{\Phi}_{39}$</th>
<th>$\mathbf{\Phi}_{15 \times 3}$</th>
<th>$\mathbf{\Phi}_{15 \times 5}$</th>
<th>$\mathbf{\Phi}_{30 \times 3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU_{66,03}</td>
<td>1.66 (4.73)</td>
<td>1.71 (5.09)</td>
<td>1.49 (5.25)</td>
<td>1.41 (4.80)</td>
<td>1.39 (4.55)</td>
<td>1.38 (4.92)</td>
<td>1.38 (4.80)</td>
<td>1.38 (4.79)</td>
<td>1.38 (4.35)</td>
</tr>
</tbody>
</table>

5.3. Fast Fat Graphs

We can also come up with a method of substituting the quadratic preprocessing time in the construction of so-called “fat graphs” [SO06]—a method for motion synthesis—with one in $O(n \log n)$ by using kd-tree-based searches. The crucial step in building “fat graphs” is the computation of so-called “base poses”, a clustering of motion capture data collections. For a collection of motion data $D = [d_1 \ldots d_n]$, for which a “fat graph” is to be computed, proceed as follows:

1. Search nearest neighbors for each frame $f \in D$ in a fixed radius $r$; the maximum number of neighbors is limited to $k$. This search can be done in $O(kn \log n)$.
2. Find the pose with maximum number of neighbors and use it as “base pose”. This step can be done in $O(n)$.

As $k \ll n$ is constant, the complexity of finding the base poses is only $O(n \log n)$ instead of $O(n^2)$, as is the method used in [SO06].

As we have to use a distance measure related to one of our feature sets, the search criterion will be different from the one used in the original construction of “fat graphs”. However, in the experiments we performed, the synthesized motions differ only slightly from the ones generated using the original fat graph approach. Moreover, the visual quality of both results is comparable. We refer to the accompanying video for examples.

6. Conclusion and Future Work

In this work, efficient approaches for local and global motion matching, which are applicable even to huge databases, have been presented. Using these novel techniques we have reduced the time complexity of being quadratic to the size of the motion database $n$ to one of at most $O(n \log n)$ for three very different applications in the realm of data-driven animation. From a practical point of view this means an enhanced applicability of these methods to large databases.

We presume that for other problems something similar can be achieved. Specifically, we also consider the adaptation of our approaches for local and global motion matching to parametric motion graphs [HG07] and interpolated motion graphs [SH07]. Moreover, the technique described by Chai and Hodgins [CH07] to generate animations from user defined constraints, which uses a global preprocessing on a medium-sized database of human motions seems to be localizable by our technique and thus extendable to huge databases involving very different motions.

It turned out that fast kd-tree-based nearest-neighbor-searches together with viable medium-dimensional feature sets are highly practical even for amounts of motion capture data two orders of magnitude bigger than has been done with any previously applied techniques. The kd-trees for even the largest currently-available motion capture databases still fit into main memory on current standard PCs, and the memory requirements for kd-trees are much lower than the one required when using locality sensitive hashing for the same data. Nevertheless, our techniques would not scale well if the kd-trees did not fit into the main memory. An adaptation to out-of-core-techniques, e.g. lazy kd-trees [Nar96, HMF07], will become a topic of future research if the available mocap data grow faster than the available main memory.

On the basis of our techniques, data-driven approaches requiring nearest-neighbor-searches on motion data can work efficiently on much larger collections of motion capture databases than are currently available.
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