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Abstract

A natural interaction with virtual environments is one of the key issues for the usability of Virtual Reality applications. Device-free, intuitive interactions with the virtual world can be achieved by capturing the movements of the user with markerless motion capture. In this work we present a markerless motion capture approach which can be used to estimate the human body pose in real-time with a single depth camera. The presented approach requires neither a 3D shape model of the tracked person nor a training phase in which body shapes are learned a priori. Instead, it analyzes the curvature of the human body to estimate the symmetry axes of the body joints. These symmetry axes are then used to calculate the pose of the tracked human in real-time. The presented approach was evaluated qualitatively with a time-of-flight and a Kinect depth camera. Furthermore, quantitative simulation results show that the proposed approach is promising for depth cameras which can reliably capture the surface curvature (and thus the normals) of a person and which have a resolution of at least 320x240 pixel.

1. Introduction

One of the key issues for the usability of Virtual Reality applications is a natural interaction with the virtual environment. Most VR applications require the use of specialized interaction devices, for example a spacemouse or a flystick [Zha98] [WPLP07] [Zim08]. On the other hand, a system which could capture the gestures or body movements of the user with motion capture technology would enable device-free, intuitive interactions with the virtual worlds. Current state-of-the-art motion capture technologies have the drawback that they require the installation, calibration and maintenance of complex and expensive multi-camera systems [CMG*10] [Org11]. Furthermore, most motion capture systems are marker-based [Nat11] [Vic11]. The attachment of markers to the human body and the need to wear a specialized marker suit or a data glove can be uncomfortable and hinder a natural interaction with the virtual environment.

To overcome these limitations, a markerless system which captures human movements in real-time with a minimal hardware setup is required for an intuitive and deviceless interaction with virtual worlds. The first system which fulfills these requirements is Microsoft’s Kinect which estimates the human pose from the depth images of a single depth camera [SFC*11]. Whereas the Kinect provides ready-to-use markerless motion capture, it has the drawback that it is a proprietary solution which can only be used with the Kinect hardware and with software licenses from PrimeSense or Microsoft. The motion capture approach used for the Kinect requires a computationally very expensive training step in which hundreds of thousands poses captured with...
marker-based motion capture are first acquired to simulate and to analyze artificial depth images on a 1000-core cluster [SFC+11]. A motion capture method which requires such an expensive preprocessing step can only be employed with large financial investment: Microsoft spent hundreds of millions dollars for the development of the Kinect [Van11].

Real-time depth images can be captured with time-of-flight cameras as well [OLB06] [KBKL09]. Whereas structured light cameras like the Kinect estimate the depth by projecting a a pattern onto the scene and by analyzing the distortion of the pattern, time-of-flight cameras emit near-infrared modulated light. The distance is calculated by the time it took the light to return to the camera after it was reflected by the scene. Several depth-image based motion capture approaches have been proposed for these depth cameras, either for single body parts [JPL09] [BW09] [HCCL10], for the upper body and the arms [GKK07] [ZDF08] or for full body tracking [PG08]. For a deviceless interaction with virtual environments, the markerless motion capture method should be able to track the overall movements of the user. Thus it should be possible to track the upper body, the arms and the legs. Approaches which track only the pose of single body parts, for example the legs [JPL09] or the hands [BW09], are not feasible for a deviceless, full-body controlled VR interaction. Another requirement is that the motion capture needs to be real-time capable. Motion capture methods which require more than 1000ms per frame for full body tracking [PG08] or more than 100ms per frame for a partial body tracking (which tracks only the arms or the upper body, but not the legs) [GKK07] [ZDF08] [BW09] cannot be used for real-time VR interaction by full body pose estimation.

So far, apart from the approach used for the Kinect [SFC+11], only two methods have been proposed with which the upper body, the arms and the legs can be tracked in real-time and which could thus be suited for markerless VR interaction [KVD09] [GPKT10]. The method proposed by Knoop et al. uses the Iterative Closest Point algorithm to geometrically align the depth image with an approximated cylindrical 3D model of the person [KVD09]. Due to the fact that the pose is estimated by aligning the surface of the cylindrical 3D model with the shape of the real person, the shape of the cylindrical 3D model should match the real shape of the tracked person as well as possible. This can be achieved by adapting the scale factor of the 3D model and the sizes and radii of the cylinders from which it is composed. However, an adaptation of each cylinder radius of the 3D avatar model would be tedious for virtual environments because VR system are often used by persons with different sizes and body shapes. In contrast, symmetry axis based motion capture methods as proposed in this paper have the advantage that the radii of the limbs do not need to be known exactly for the specific tracked person. The approach proposed by Ganapathi et al. [GPKT10] does not require a 3D model of the tracked person. However, similar to the Kinect approach, it uses body part recognition for the pose estimation. Therefore a preprocessing step is necessary in which different possible appearances of the feet, the hands and the head are learned. Furthermore, even with a GPU implementation of this method, only 4-10 frames can be evaluated per second, which is too slow for a smooth real-time VR interaction via motion capture.

In this work we present a markerless motion capture approach which can be used to estimate the human body pose in real-time, thus fulfilling this essential requirement for deviceless interaction with VR environments. The presented motion capture method uses the depth image stream of a single depth camera and requires neither a 3D shape model of the tracked person nor a training phase in which body shapes are learned a priori. Instead, it analyzes the curvature of the human body to estimate the rotational symmetry axes of the body joints. These rotational symmetry axes are used to calculate the pose of the tracked human in real-time. In the remainder of this paper we first describe symmetry axes in section 2 and our new motion capture approach, which uses rotational symmetry axes for real-time pose estimation, in section 3. Evaluation results are presented in section 4 and the paper ends with conclusions in section 5.

2. Symmetry Axes

Skeleton structures, for example the skeleton of the human body, can be represented by symmetry axes. The most commonly used symmetry axis is the medial axis introduced by Blum [Blu67]. In the three-dimensional case, the medial axis of an object is the union of the centers of all maximal spheres which fit inside the object. The medial axis corresponds to a reflectional symmetry axis [BSTZ06]. Another symmetry axis is the rotational symmetry axis of an object. Figure 2 visualizes the rotational symmetry axis of a cylinder.

![Figure 2: Rotational axis of a cylinder](image)

Most human body parts have a shape which is similar to a cylinder. The arms and legs have a cylindrical shape and the upper body can be approximated with a stretched cylinder. The 3D rotational symmetry axes of the arms, legs and the upper body have the same position as the bones of these body parts and thus human movements can be tracked by calculating the 3D rotational symmetry axes of the body parts. Whereas 2D medial axes have been previously used to estimate the skeleton structure of the projection of human silhouettes to 2D images [BDP94] [CN08] [YK10], so far no symmetry-axis based method has been proposed for human motion capture in the 3D space.
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A symmetry axis based motion capture method for VR interaction, which uses the video stream from a single depth camera, needs to fulfill two major requirements: First, it needs to be real-time capable. Second, it needs to compute the symmetry axis from an incomplete point set with large areas of missing data. When a single depth camera is used, the surface of the tracked human is only captured from a single viewpoint and large areas of the body surface are not visible. Most approaches for the calculation of symmetry axes from point clouds can only handle data sets with few missing surface information [OB92] [SLSK07]. However, recently Tagliasacchi et al. [TZCO09] presented a method for the estimation of curve skeletons from imperfect and unordered point clouds with large areas of missing data. This is achieved by using normal information of the 3D points to compensate for missing data (see Figure 3). Premises for this method are that the object is composed from cylindrical regions (except at the joints) and that the point normals are known for the 3D point set. Both preconditions can be met as human body parts have shapes similar to cylinders and as point normals can be calculated for depth images.

![Figure 3: Estimation of the rotational symmetry axis (ROSA)](image)

To calculate the rotational symmetry axis (ROSA) of a point set, the method proposed by Tagliasacchi et al. [TZCO09] works on local subsets of the point cloud. To localize the search for a point on the rotational symmetry axis (a ROSA point), first one of the 3D points of the point cloud is selected as an anchor point. Then recursive planar cuts are used to calculate an optimal cutting plane in an iterative manner. An optimal cutting plane is a cutting plane which intersects the anchor point and which is as rotationally symmetric to the normals in its close neighborhood as possible. Given an optimal cutting plane, the ROSA point of this cutting plane is calculated by optimizing the quadratic minimization problem stated in Equation (1) with differentiation. Here $r^*_i$ is the rotational symmetry center, $N^*_j$ are the 3D input points in the local neighborhood of the cutting plane and $n(p_j)$ is the normal of point $p_j$.

$$r^*_i = \arg\min_{x \in \mathbb{R}^3} \sum_{p_j \in N_j^*} \| (x - p_j) \times n(p_j) \|^2$$  \hspace{1cm} (1)

While the method presented by Tagliasacchi et al. fulfills the requirement that the symmetry axis needs to be calculated from an incomplete point cloud [TZCO09], it has two drawbacks which hinder its use for real-time motion capture: First, it is not real-time capable. The skeleton reconstruction of a point cloud with 10,000 points (which would correspond to a depth image with a resolution of 100x100 pixel) takes three minutes with a Matlab implementation. Furthermore, it does not differentiate between the skeletons of different body parts. Rather, it estimates a single skeleton curve for the whole object. Therefore it is not obvious how to map the arbitrary skeleton curve to the different rigid bones of a human skeleton.

3. Motion Capture with Rotational Symmetry Axes

This section describes the new motion capture algorithm which infers the human pose from the depth images of a single depth camera. The presented motion capture algorithm analyzes the shape of the tracked person to estimate the rotational symmetry axis of each tracked skeleton part. It incorporates temporal and spatial knowledge as well as a priori knowledge about the human shape to achieve real-time capability and to map the rotational symmetry axis to the bones of corresponding body parts. Furthermore, our motion capture method builds on the work of Tagliasacchi et al. [TZCO09] by incorporating the estimation of rotational symmetry axis (ROSA) points from incomplete 3D point sets. Our algorithm is based on the following main concepts:

1. We incorporate a priori knowledge about the human skeleton into our algorithm. Therefore, instead of calculating the complete symmetry axis for the whole input point cloud, only a small number of rotational symmetry centers needs to be calculated for each body part.
2. The calculated rotational symmetry axis points are mapped to a human skeleton.
3. Neighbourhood information from the depth image speeds up the point selection for the ROSA point calculations.
4. Significant further speed-up is achieved by incorporating knowledge about the pose of the previous frame into our algorithm.

For the pose estimation, each depth image acquired by the depth camera is first preprocessed (3.1). If the pose was not initialized yet or if it was lost, the pose is (re-)initialized (3.2). If the pose was already tracked in the previous frame, the pose is updated to the current depth image (3.3).

3.1. Depth Image Preprocessing

The substeps of the preprocessing are noise reduction, background subtraction, conversion of depth values to euclidean 3D points and point normal estimation. In order to reduce the noise in the depth images, the depth values are smoothed with a bilateral gaussian filter [TM98]. In contrast to non-bilateral filters, bilateral gaussian filters are edge-preserving. This is particularly important for human motion capture.
to avoid incorrect smoothing at the jump edges between the person and the background. Then the depth measurements on the surface of the tracked person are identified by background subtraction [WAWB09]. The depth value of each pixel is compared with the mean and the variance of previously recorded background images in order to decide whether the depth difference is significant enough to interpret the depth measurement as a foreground pixel (the background images only need to be acquired once after the installation of the depth camera). Then a connected-component merging is applied to find the largest connected segment. All other depth measurements are discarded.

In the next step, each depth value $d_{\text{cam}}$ is converted to a 3D point $p_{\text{CCS}}$ in the camera coordinate system (CCS) with Equation (2). Here $(p_x, p_y)$ are the 2D coordinates of the pixel in the pixel coordinate system of the depth image. The focal length $(f_x, f_y)$ and the principal point $(c_x, c_y)$ were estimated with an offline calibration procedure [SBK08]. Figure 5 visualizes the 3D point cloud before and after the filtering and the background subtraction.

The final preprocessing step is the calculation of the point normals. The neighbourhood relations of the 3D points are known from their pixel coordinates in the depth image: The 3D points of four neighboured pixels (forming a square) are divided into two triangles. Then vertex and point normals are calculated for each triangle. Figure 4 visualizes the point normals of different depth images.

$$p_{\text{CCS}} = \begin{pmatrix} (p_x - c_x) \cdot \frac{1}{f_x} \cdot d_{\text{cam}} \\ (p_y - c_y) \cdot \frac{1}{f_y} \cdot d_{\text{cam}} \\ d_{\text{cam}} \end{pmatrix}$$ (2)

### 3.2. Pose (Re-)Initialization

Internally, the estimated pose of the tracked person is represented by the joint angles of a human skeleton. An initialization pose helps to adapt the size of the skeleton to the person and to initialize the tracking. The initialization pose corresponds to a “T” pose in which the arms are stretched to the side. For the initialization, the user should face the camera. The size of the virtual skeleton is scaled such that its height and the width of its outstretched arms correspond to the size of the bounding box around the user. If the frame-to-frame tracking gets lost, it can be reinitialized with the initialization pose.

### 3.3. Frame-to-Frame Tracking

The human pose estimated in the previous depth image is the initial approximation for the pose of the current depth image. To adapt the pose to the new depth image, it is updated in two steps: First, symmetry axes are estimated for each tracked body part. This is accomplished in a fast, real-time capable manner by calculating several rotational symmetry axis points for each body part and by fitting a straight line through the ROSA points. In a second step, the skeleton is aligned with the calculated symmetry axes. In the remainder of this section, both steps are explained in more detail.
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3.3.1. Calculation of Symmetry Axes

On the bone of each tracked body part (upper body as well as the upper and lower arms and legs), 2 ≤ \( n_{\text{checkpoints}} \leq 10 \) equally distributed checkpoints are selected. Then a rotational symmetry axis center point is calculated for each checkpoint. This section describes the conditions which are used to select feasible 3D measurements for the ROSA point estimation. Furthermore, it describes how temporal and spatial relationships of depth image based frame-to-frame tracking are exploited to speed up the selection of 3D input points for the ROSA point calculation such that the presented method gets real-time capable.

Selection of 3D Input Points for ROSA Estimation For each checkpoint \( c \), all neighbouring 3D measurements \( s \in S \) which fulfill the two conditions stated in Equation (3) and (4) are selected as input points for the ROSA point estimation. First, they should lie in the close neighbourhood of the cutting plane which intersects the checkpoint and which is perpendicular to the bone orientation \( o \) calculated in the previous frame (Equation (3)). To select enough 3D measurements for a robust ROSA point estimation, all measurements in a close neighbourhood to this optimal perpendicular cutting plane are selected as input points. \( \delta \) sets how much the angle between the bone orientation \( o \) and the line from the checkpoint \( c \) to the 3D measurement \( s \) may differ from the perpendicular angle of the optimal cutting plane, which is \( \frac{\pi}{2} \) rad respectively 90°.

\[
\frac{\pi}{2} - \delta < |\angle(o, (s - c))| < \frac{\pi}{2} + \delta \quad (3)
\]

The second condition is stated in Equation (4): To avoid that 3D measurements of other body parts influence the ROSA point calculation, the distance of \( s \) to the control point \( c \) may not exceed a maximal distance \( d_{\text{max}} = 1.5 r \) to the checkpoint \( c \). Here \( r \) is the radius of the tracked body part.

\[
| (s - c) | \leq d_{\text{max}} \quad (4)
\]

Figure 6 visualizes the input points for the ROSA calculation. Five checkpoints were set on each tracked body part. The 3D measurements which are highlighted in cyan fulfill the criterions for a cutting plane and are thus used to calculate the ROSA points. One ROSA point is calculated for each checkpoint by minimizing the quadratic minimization problem stated in Equation (1). Then for each bone of the skeleton the symmetry axis is calculated with a best fit straight line through its ROSA points.

Real-Time Selection of 3D Input Points The key to realtime motion capture with symmetry axes is a fast selection of the 3D input points which are used to calculate a ROSA point on the symmetry axis. In order to achieve the desired realtime capability, our algorithm builds on the fact that depth cameras do not acquire unordered 3D point clouds, but structured depth images: For each 2D pixel \( (i, j) \) in the pixel coordinate system (PCS) of the depth image the depth camera measures a depth measurement \( d_{\text{cam}} \). Each depth measurement can be converted to a 3D point \( P_{\text{PCS}} \) in the camera coordinate system with Equation (2) (see section 3.1). Therefore neighboured 3D measurements in the camera coordinate system can be found by selecting the 3D measurements of pixels which are neighboured in the 2D pixel coordinate system PCS.

A checkpoint \( c \) is not directly linked to 2D coordinates in the pixel coordinate system because it is not a 3D measurement but a 3D point on the symmetry axis calculated from the previous frame. However, the projection of a checkpoint \( c \) from the camera coordinate system to the pixel coordinate system \( c_{\text{PCS}} \) can be calculated with Equation (5).

\[
c_{\text{PCS}} = K \cdot c \quad (5)
\]

K is the camera calibration matrix which is composed from the focal length \( (f_x, f_y) \), the principal point \( (c_x, c_y) \) and the pixel skew, which equals “1” for depth cameras with rectangular pixels.

\[
K = \begin{pmatrix}
f_x & \text{skew} & c_x \\
0 & f_y & c_y \\
0 & 0 & 1
\end{pmatrix} 
\]

After a checkpoint \( c \) was projected to the 2D image with Equation (5), the search area \( S \) for input points of the ROSA point calculation of this checkpoint is restricted to the 3D measurements whose pixel coordinates are close to \( c_{\text{PCS}} \) in the 2D image.
3.3.2. Skeleton Alignment with Symmetry Axes

The final step of the frame-to-frame tracking is the alignment of the skeleton with the calculated symmetry axes. To account for the hierarchical structure of the human body, the alignment is carried out in a hierarchical manner. First the upper body, then the upper arms and legs and finally the forearms and the lower legs are aligned with the symmetry axes. If the symmetry axis of a body part could not be calculated due to severe occlusions, its symmetry axis remains unchanged until it can be tracked again.

Upper body The first step is the alignment of the upper body of the skeleton with the orientation of its calculated symmetry axis. The position of the upper body on the symmetry axis has one degree of freedom, sliding along the axis. Therefore also its exact position on the symmetry axis needs to be estimated. The position of the upper body on the symmetry axis is unambiguously inferred from the uppermost head position. An orthogonal projection is used to project the uppermost 3D measurement to the closest point on the symmetry axis, \textit{p}\textsubscript{head}.

Shoulders For the calculation of the shoulder positions, the upper body is approximated with a cylinder around the symmetry axis whose diameter corresponds to the distance between the shoulders of the human skeleton. Figure 7 and 8 visualize the calculation of the shoulder positions. To assure a robust estimation, the algorithm chooses one of two shoulder position estimation methods. We observed a smooth transition when the algorithm switched from one method to the other. Which method is chosen depends on the angle between the symmetry axis of the upper arm and the symmetry axis of the upper body. If this angle is greater than 45\(^\circ\), the shoulder positions are calculated by intersecting the symmetry axes of the upper arms with the cylinder which approximates the upper body (Figure 7).

For postures where the arms are close to the body, the method which intersects the symmetry axes is not stable: If the arms hang limp, their symmetry axes are approximately parallel to the symmetry axis of the upper body and thus the symmetry axes do not intersect the cylinder at the shoulders. Thus if the angle between the symmetry axis of the arm and the upper body is smaller than 45\(^\circ\), the shoulder positions are estimated by intersecting the symmetry axis of the upper arm with a plane which is perpendicular to the symmetry axis of the upper body and which intersects \textit{p}\textsubscript{hip}. Figure 9 visualizes the estimation of the hip position.

Forearms and Lower Legs The final alignment step for each depth image is the alignment of the forearms and the lower legs to the calculated symmetry axes of these body parts. The positions of the elbows are unambiguously defined by the positions of the shoulders and the length and the orientation of the upper arm. Therefore only the orientation of the forearms needs to be set, which is the orientation of their symmetry axes. The same applies to the lower legs.

4. Evaluation

The algorithm was evaluated with regard to its execution time and the accuracy of the calculated pose. For the evaluation of the pose accuracy a simulation was used, providing artificial depth images for specified reference poses. Furthermore, the feasibility of current state-of-the-art depth cameras for symmetry axis based motion capture was evaluated.

4.1. Execution time

The algorithm is implemented in C++. For the evaluation of the processing time a 2.4 Ghz Intel Core 2 Duo processor was used. The execution time of the initialization is 0.74ms for a resolution of 176 \times 144 pixel, 1.97ms for 320 \times 320 pixel, 7.78ms for 640 \times 480 pixel and 30.17ms for 1280 \times 960 pixel. The processing time of the initialization step is approximately linear to the number of depth measurements in the depth image. It is fast enough for real-time processing even for large depth images with 1280 \times 960 depth measurements.

Table 1 gives the number of frames per second which can be calculated with the proposed frame-to-frame tracking. The processing time depends on the number of checkpoints (and thus the number of ROSA points used for the symmetry axis calculation) of each body part. If five checkpoints are used to calculate the symmetry axis of each tracked body part, the presented algorithm is real-time capable with more than 30 frames per second for depth images with up to 640x480 depth measurements. The processing time given by Table 1 is a single core CPU implementation. A further significant speed-up could be achieved easily by parallelizing the ROSA point calculation for each checkpoint.

4.2. Ground Truth Simulation

To evaluate the algorithm with known ground truth data, artificial depth images of an articulated 3D avatar were created. The 3D avatar model is visualized in Figure 10. To create a smooth 3D avatar animation, the joint rotations between the poses of specified key frames were interpolated with spherical linear interpolation. Equation (7) specifies the distance...
metric used for the evaluation of the accuracy of the calculated pose $\tilde{\mathbf{x}}$. The distance metric is the average positional error. $n$ is the number of evaluated body part positions, $p(x_i)$ is the reference 3D position of body part $x_i$ and $p(\tilde{x}_i)$ is the 3D position which was calculated by the motion capture algorithm. The 3D positions of the shoulders, elbows, hands, hip, knees and feet were compared. For the evaluation of the pose estimation accuracy, five checkpoints were used for each limb. This choice was made because increasing the number of checkpoints per limb up to this value also increased the pose estimation accuracy. In our experiments, the use of more than five checkpoints only caused a very small further enhancement.

$$D(x, \tilde{x}) = \frac{1}{n} \sum_{i=1}^{n} \|p(x_i) - p(\tilde{x}_i)\|$$  \hspace{1cm} (7)$$

The motion capture method was evaluated with two test sequences. In the first sequence the avatar is moved without occlusions. In the second sequence occlusions and challenging movements are simulated. As the accuracy of the pose estimation increased when the number of checkpoints per limb Figure 10 visualizes four avatar poses of the first test sequence. The average positional error of this sequence is plotted in Figure 11. The plot shows that the movements of the whole sequence can be tracked well with depth image resolutions of at least $320 \times 240$ depth measurements. The tracking is significantly less accurate for depth images with a resolution of $176 \times 144$ measurements. This is due to the fact that only a small number of 3D measurements is available for the calculation of the ROSA points on the arms and the legs if the whole depth image has such a low resolution. To evaluate the effect of noise in the depth images, gaussian noise was added to the depth measurements. Figure 12 visualizes how the accuracy of the pose estimation is influenced by the amount of noise in the depth measurements. $\sigma$ is the standard deviation of the gaussian noise. Current state-of-the-art depth cameras have a standard deviation of about 1% of the measured distance. A typical interaction setup in which the distance between the camera and the user is 2m thus has a standard deviation of 0.02m. For 3m distance it is 0.03m. In the simulation, the pose estimation seems to be slightly more accurate for light noise ($\sigma = 0.01m$) than for noise-free depth images. However, this effect probably only occurs because the 3D avatar model used for the simulation is approximated by planar patches (3D vertex meshes). Adding slight noise to the simulated depth images reduces this planarity and thus seems to result in a slightly more precise estimation of the medial axes. For real depth images (or higher resolution 3D models used for the simulation), the accuracy can be expected to decrease steadily with increasing measurement noise.

Figure 13 visualizes three poses of the second test sequence. In the first two poses the upper body respectively the arms are tilted towards the camera. This makes it difficult to calculate their symmetry axes. In the third pose the
upper body is partially occluded by the arms. To evaluate these poses independently from each other, the avatar takes up the initialization pose in frame 120 and in frame 180. The average residual for this test sequence is plotted in Figure 14. For a stable estimation of the poses of this sequence a higher resolution is required than for the first sequence. The accuracy of the estimated pose significantly increases with the resolution of the depth image. The second row of Figure 13
4.3. State-of-the-Art Depth Cameras

Depth cameras are subject to fast technological advancements. To evaluate whether the resolution and measurement accuracy of current state-of-the-art depth cameras is already suitable for markerless motion capture via symmetry axes, we recorded test sequences with a SwissRanger 3000 [OLB06] and with a Kinect depth camera. Whereas the SwissRanger 3000 is a time-of-flight camera, the Kinect depth camera uses light coding for the distance measurements. The SwissRanger 3000 measures 176 \times 144 depth measurements and the Kinect depth camera has a resolution of 640 \times 480 pixel. Figure 4 visualizes the point normals of the tracked human. Whereas the surface curvature is well captured with the time-of-flight camera, almost all normals of the Kinect depth image are parallel to the viewing direction of the camera. The surface measured by the Kinect exhibits a pyramidal effect: The measured distance is strongly discretized into few planar layers which are parallel to the image plane of the camera. This effect can be explained by the fact that the Kinect estimates depth values with a depth resolution of only $2^{11}$ bit. Therefore each depth measurement is strongly discretized. Due to this discretization effect, reliable point normals cannot be calculated and thus the Kinect depth camera is not suited for depth image based symmetry axis calculation. In contrast to the Kinect, the SwissRanger time-of-flight camera measures distances of up to 7.5m with a depth resolution of $2^{14}$ bit and with an accuracy which is high enough for a reliable normal estimation. However, it has a very low resolution of only 176 \times 144 pixel. Thus the number of measurements on the arms and legs is very small. Even for the noise-free simulated data, this resolution is too small for a robust estimation of the symmetry axes (see Figure 11). We observed the same effect with the depth images captured by the time-of-flight camera. Nevertheless, the time-of-flight camera fulfills the important criterion that reliable normals can be calculated based on its depth images. Thus the future development of time-of-flight cameras with a higher number of depth measurements can be expected to provide suitable depth measurement technology for symmetry axis based motion capture.

5. Conclusion

Real-time depth imaging is subject to rapid technological improvements. Whereas current state-of-the-art depth cameras either have a rather small image resolution or discretize the depth measurements so significantly that normals cannot be inferred from the depth values, the development of depth cameras with a higher resolution and more reliable depth measurements is to be expected in the near future. In this paper we have presented a markerless motion capture algorithm which tracks human movements by estimating the symmetry axes of the human body from the depth images of a single depth camera. Just as real-time depth imaging can enhance the realism of Mixed Reality applications by realistic shadow and occlusion visualization [FKOJ11], depth-image based markerless motion capture can contribute to an intuitive interaction with virtual worlds. The evaluation results of our algorithm show that symmetry axis based motion capture has great potential for depth images with at least 320x240 depth measurements. The presented algorithm aligns body parts with their corresponding symmetry axes. By incorporating knowledge about temporal and spatial neighbourhood relations, the algorithm is able to track human movements in real-time. Thus it fulfills the most important requirement for human motion capture for deviceless interaction with virtual environments. Furthermore, only a single depth camera is required. Therefore the presented algorithm can be used to track the human movements in VR environments without the need to set up complex multicamera systems. In contrast to the algorithm which is used for Microsoft’s Kinect, the presented algorithm is able to...
track human movements without a learning phase in which hundreds of thousands depth images need to be analyzed.
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