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Abstract

In this paper, we propose to take advantage of computer graphics hardware to achieve an accelerated simulation of X-ray transmission imaging, and we compare results with a fast and robust software-only implementation. The running times of the GPU and CPU implementations are compared in different test cases. The results show that the GPU implementation with full floating point precision is faster by a factor of about 60 to 65 than the CPU implementation, without any significant loss of accuracy. The increase in performance achieved with GPU calculations opens up new perspectives. Notably, it paves the way for physically-realistic simulation of X-ray imaging in interactive time.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Physically based modeling I.3.7 [Computer Graphics]: Raytracing J.2 [Computer Applications]: Physics

1. Introduction

The simulation of X-ray imaging techniques such as radiography or tomography is extensively studied in the physics community and different physically-based simulation codes are available. Deterministic methods based on ray-tracing are commonly used to compute direct images (i.e. images formed by the X-ray beam transmitted without interaction through the scanned object) of computer-aided design (CAD) models. Ray-tracing provides a fast alternative to Monte Carlo methods [FDLB06]. Such programs are very useful to optimize experiment parameters, to conceive imaging systems, or to take into account non-destructive testing during the design of a mechanical structure [BCL02,LPF04]. However, even with fast ray tracing algorithms, the simulation of complex X-ray imaging systems still requires very long computation times and is not suitable for an interactive use as would be required in a medical training tool.

Physics-based simulations are traditionally performed on CPUs. However, there is a growing interest for general-purpose computation on GPUs (GPGPU) and this has been an active area of research some time [OLG\textsuperscript{+}07].

In this paper, we present an efficient simulation of X-ray attenuation through complex objects, that makes use of the capability improvement of today’s graphics cards. We also compare the performance of this GPU approach with an efficient software-only implementation. To our knowledge this is the first GPU-based X-Ray attenuation simulation. Such a simulation tool can be deployed in medical virtual interactive applications for training fluoroscopy guidance of needles, catheters and guidewires [VVH\textsuperscript{+}09], and can also be useful to speed-up current physics-based simulation where computational accuracy is critical.

The following Section gives an overview of the context and objectives of this work. The implementation of our simulation scheme is described in Section 3. The results and performance comparisons with a software-only implementation are given in Section 4. The last section discusses the work carried out and provides directions for further work.

2. Context and objectives

To date, there are two different kinds of X-ray simulation algorithms:

- probabilistic methods, based on Monte Carlo trials;
- deterministic or analytic methods, based on ray-tracing (these include the resolution of the Boltzmann transport equation).

Monte Carlo simulations can produce very accurate X-ray images, but they are computationally expensive, which pre-
vents their use in any interactive applications. For example, to simulate an image consisting of $10^6$ pixels, with a noise level of 1%, at least $10^{10}$ photons have to be cast (depending on the attenuation in the object). This would take days of computation time if using only a single PC. This time can be reduced using a cluster of PCs, a supercomputer, or Grid computing. Pasciak et al. show the possibilities of performing Monte Carlo simulations applied to radiating transport using a field-programmable gate array (FPGA) [PF06]. However, so far no realistic object geometry is implemented. One of the problems encountered is the fact that FPGAs cannot be programmed using standard programming languages, and low level design has to be used at the gate level.

Alternatively, the ray-tracing principle has been adapted to X-ray simulation [IGJX98, FDLB06]. Here, all intersections between a ray and an object have to be considered and radiation attenuation is computed by considering the thickness penetrated by the ray going through the object characterized by its density and attenuation coefficient. The 3D scene is typically made up of objects described by triangle mesh. The main reason to use triangle meshes is to make the render process fast as many algorithms in real-time 3D graphics have been developed for such geometry representation, including polygon clipping and filling, etc. and also the classic Z-buffer algorithm to remove hidden faces. A modified version of the Z-buffer, known as the L-buffer (for length buffer), can be used to store the length of a ray crossing a given 3D object [FDLB06]. The simulation of radiographic images from CT data sets has been also reported [IGJX98, LKP00]. More recently, volume rendering by ray-casting has been adapted to the realistic simulation of X-rays in a virtual reality environment [LKS07]. Ray-casting can also be used to implement a hybrid deterministic/probabilistic approach to compute the dose deposited in cancerous and healthy tissues during radiotherapy treatment [FLM05]. In this case, each voxel corresponds to a cube characterized by its attenuation and energy-absorption coefficients. Using this approach, the attenuation of the incident X-ray beam is computed for each voxel traversed. Laney et al. proposed a GPU simulation of based on volume rendering of unstructured data [LCM05]. Using a 3D texture, ray-tracing through voxel data is also possible on GPU to simulate fluoroscopic images [VJG07]. In this method, voxels are processed as parallelepiped boxes. Yan et al. adapted GPU volume rendering by ray-casting to generate digitally reconstructed radiographs (DRRs) for image guided radiation therapy (IGRT) [YRGY07]. The original ray casting algorithm creates a high quality image by casting a ray for each pixel into the volume and compositing the light reflected back to the viewer from a set of samples along the ray [Lev88]. An alternative adaptation of GPU volume rendering to reconstruct DRRs is splatting [SBW07]. In splatting, voxels are “thrown” at the image in a forward projection, forming a footprint, and the result is accumulated in the image plane [Wes89]. The previous approaches to simulate X-ray images using GPU implementation all make use of volume rendering.

The hypothesis of this work is that using GPUs can provide the real-time simulation of X-ray imaging techniques from surface models and that the simulated results still have all the required numerical accuracy. As the core building block of this type of simulation is the ray tracing algorithm, the work is focused on its implementation using GPUs and comparison with a CPU implementation of the same method, described by Freud et al. [FDLB06]. The scope of the validation of our GPU implementation is limited to the assessment of the potential of GPUs to accelerate X-ray imaging simulation and to provide accurate results. In this paper, we consider test cases with a point source of monochromatic X-rays, and homogeneous objects with triangle meshes. Only the directly transmitted photons are simulated, using the X-ray exponential attenuation law. Physically more realistic situations can be simulated in a straightforward manner by introducing additional loops, to take into account polychromatic X-rays or focal spots causing geometric unsharpness [DFK00]. The simple case studied in this work also constitutes the core calculation for more complex simulations involving emission of secondary radiation, such as scattered or fluorescence photons [FLB05], or emission of $\gamma$ photons by radiotracers in nuclear medicine applications.

3. Simulation algorithm

3.1. Attenuation law

The attenuation law, also called the Beer-Lambert law, relates the absorption of light to the properties of the material through which the light is travelling. The integrated form for a monochromatic incident X-ray beam (i.e. all the incident photons have the same energy) is:

$$N_{\text{out}}(E) = N_{\text{in}}(E) \times e^{-\int \mu(E,\rho(x),Z(x))\,dx}$$

(1)

with $N_{\text{in}}(E)$ the number of incident photons at energy $E$, $N_{\text{out}}(E)$ the number of transmitted photons and $\mu$ the linear attenuation coefficient (in cm$^{-1}$), $\mu$ can be seen as a probability of interaction by unit length. It depends on: i) $E$ - the energy of incident photons, ii) $\rho$ - the material density of the object, and iii) $Z$ - the atomic number of the object material.

3.2. Overview

Specific algorithms can be implemented as shader programs that will be executed directly on the GPU to replace the parts of the fixed graphics rendering pipeline [Ros06]. A shader program is twofold i) a vertex shader (or vertex program) that substitutes major parts of the vertex operations of the fixed function of the geometry processing unit, and ii) a fragment shader (or fragment program) that substitutes major parts of the fragment operations of the traditional fixed function of the rasterization unit. Such programs are written in a shading language such as the OpenGL shading language...
(GLSL) by the OpenGL Architecture Review Board. More recently Nvidia released CUDA technology to use the standard C language to implement programs that run directly on the graphics processor without the need of a graphics Application Programming Interface (API).

The algorithm presented below has been implemented using GLSL. Figure 1 shows the simulation pipeline. The principle of computing direct images is to emit rays from the X-ray source to every pixel of the detector. For each ray, the total path length through each object is determined using geometrical computations. Finally, the attenuation of X-rays for a given pixel is computed using the recorded path lengths and X-ray attenuation coefficients. Eq. 1 can be written as follows:

\[ N_{\text{out}} = N_{\text{in}} \times \exp \left( - \sum_{i=0}^{N_{\text{obj}}} \mu(i) L_p(i) \right) \] (2)

with \( N_{\text{obj}} \) the total number of objects and \( L_p(i) \) the path length of the ray in the \( i \)th object. It can be decomposed to illustrate the different rendering passes:

1. compute and store the path length of every object, i.e. \( L_p(i) \) in Eq. 2,
2. make use of the first pass to compute \( \sum_{i} \mu(i) L_p(i) \) in Eq. 2,
3. make use of the second pass to compute the number of transmitted photons using the attenuation law.

Multi-pass rendering algorithms are usually implemented using a 2D texture attached to a framebuffer object (FBO), a relatively new extension of the OpenGL API. This makes it possible to render the 3D scene into a framebuffer that is not displayed but saved into a 2D texture. During the second rendering pass, a rectangle of the size of the detector is displayed making use of this texture to compute \( \sum_{i} \mu(i) L_p(i) \) in Eq. 2. Similarly, during the final rendering pass, a rectangle of the size of the detector is displayed making use of this texture to compute the X-ray attenuation. Storing intermediate rendering passes in textures attached to FBOs is a compulsory stage.

Floating point precision is necessary in the \( L \)-buffer, and this can be obtained via off-screen rendering (floating point texture attached to a FBO).

Finally, displaying the results of the simulation is not always necessary. For example, one application is the optimization of experimental parameters in the imaging chain. For this purpose, it is necessary to simulate large series of images with no need to visualize every image. The X-ray attenuation image is therefore stored as a floating point texture attached to a FBO.

3.3. Computation of path length

To evaluate Eq. 4, a shader program is used to compute the \( L \)-buffer for every object \( L_p(i) \). The result is stored in FBO \( L_p(i) \). The X-ray source and detector parameters are taken into account using the OpenGL projection and modelview matrices: the projection matrix is set to match the X-ray detector’s geometrical properties and the modelview matrix is set so that the camera position matches the X-ray source position (see Figure 2).

The naive approach to compute the path length \( L_p \) of the ray in objects consists of determining and sorting the intersection points. This can be handled using the well-known depth-peeling technique [Eve01], that is used to render semi-transparent polygonal geometries without sorting polygons. However this is a multi-pass technique, which is a computational overhead. To efficiently perform path length computations, we use the algorithm presented by Freud et al for GPU programming. This method is more effective in our application as it only requires a single pass and no intersection ordering is needed. By convention in OpenGL, triangles of a mesh are described so that their respective normal vectors are outward. Consider the geometry setup described in Figure 3. This is a 2D representation of a scene made up of a
disk in which a rectangular hole has been made. Let \( \mu_d \) be the attenuation coefficient of the disk. In this case, the path length is given by:

\[
L_p = (d_2 - d_1) + (d_4 - d_3)
\]  

(3)

where \( d_1 \) to \( d_4 \) are the distances from the X-ray source to the successive intersection points of the ray with the triangle mesh. We can observe in Figure 3 that the ray penetrates into the disk when the dot product between \( \text{viewVec} \) and \( N_1 \), the normal of the triangle at the intersection point, is positive. Conversely, the ray leaves an object if the dot product between \( \text{viewVec} \) and \( N_1 \) is negative. The path length of the ray in a given object can be written as follows:

\[
L_p = \sum_i -\text{sgn(\text{viewVec} \cdot N_i)}d_i
\]  

(4)

where \( i \) refers to the \( i \)th intersection found in an arbitrary order, \( d_i \) is the distance from the X-ray source to the intersection point of the ray with the triangle. \( \text{sgn(\text{viewVec} \cdot N_i)} \) stands for the sign of the dot product between \( \text{viewVec} \) and \( N_i \). This dot product and \( d_i \) must be computed for each intersection point. These operations can be efficiently achieved on the GPU using a fragment program. During the rendering stage, hidden surface removal algorithms such as Z-buffer and back-face culling are disabled so that every triangle of the polygon mesh is taken into account. In the vertex program, we first compute the viewing vector (\( \text{viewVec} \)). The position of the vertex being handled by the geometry processing unit is stored and will be used later in the fragment program to compute the distance of the intersection to the X-ray source. The normal vector of the vertex is stored and will be automatically interpolated to be used later in the fragment shader. In the fragment shader, we evaluate the sign of the dot product between \( \text{viewVec} \) and the normal vector \( (N_i) \). Note that the calculation of \( L_p \) using Eq. 4 raises robustness issues, notably when rays encounter triangle edges or vertices, or when the normal vector \( N_i \) is perpendicular to the viewing direction \( \text{viewVec} \). These issues are addressed in [FDLB06] in the case of a CPU implementation, and we propose a method to address these on the GPU (see Section 3.5).

To evaluate Eq. 4, fragment values computed from overlapping intersections at a given pixel of the detector (i.e. intersection points found along the corresponding ray) must be added to each other into the framebuffer. In practice the current value that is computed by the fragment program needs to be combined with the value that is already in the framebuffer. This operation is known as blending. It is not possible to perform the blending operation within the fragment program alone because a fragment program does not give any access to the current value of the fragment in the framebuffer. Without blending, the new fragment will overwrite the value in the framebuffer. The only way to avoid this is to enable the OpenGL built-in blending function. Using the blending function \( \text{glBlendFunc(GL\_ONE, GL\_ONE)} \), it is possible to update the value that is already in the framebuffer by adding the new value computed by the fragment program. Figure 4(a) shows the \( L \)-buffers corresponding to Figure 4(b).
3.4. Computation of the X-ray attenuation

An intermediate stage is required to compute $\sum \mu(i)L_p(i)$ in Eq. 2. This second pass is stored into another FBO, called $FBO(\sum \mu(i)L_p(i))$. A textured rectangle of the size of the X-ray detector is drawn using the texture that is attached to $FBO(L_p(i))$. To compute $\sum \mu(i)L_p(i)$, $\text{glBlendFunc}(\text{GL_CONSTANT_ALPHA}, \text{GL_ONE})$ is used with $\text{gBlendColor}(1.0, 1.0, 1.0, \mu(i))$.

Similarly, in the final stage, a textured rectangle of the size of the X-ray detector is rendered to compute the total attenuation ($N_{out}$ in Eq. 2). This can be achieved by a fragment program that makes use of the texture attached to $FBO(\sum \mu(i)L_p(i))$. Figure 4(b) shows the computed image from the $L$-buffer of Figure 4(a).

### 3.5. Correcting Artefacts

When intersections occur between a ray and an object, there should be the same number of incoming and outgoing intersections. However, some intersections may be duplicated when the ray hits triangle edges or vertices. Also, uncertainty occurs when the normal vector $N_l$ is perpendicular to the viewing direction. In these cases, black or white pixel artefacts in the final image will appear depending on the orientation of the normal vector. Figure 5(a) shows such a X-ray image from a complex scene without artefact correction. It makes use of a human model made up of the ribs, spine, sternum, diaphragm, lungs, cartilage, liver and skin.

However, it is possible to detect for each pixel if such artefacts will occur and correct them using image processing. Indeed, Eq. 5 should always be null for every pixel:

$$\sum_{i=1}^{n} \text{sgn(viewVec.N_l)} = 0$$

with $n$ the number of intersections between the ray and the processed triangle mesh. The fragment shader used to compute the $L$-buffer can be extended so that the sign of the dot product is stored into the green channel of the $L$-buffer texture. The sum operation in Eq. 5 is performed by taking advantage of the blending function used during the $L$-buffer computations. Before using any value of the $L$-buffer, we check the validity of the green component. If the green component is not null, then the $L$-buffer value is invalid. To avoid the artefact, it is replaced by the average value of the valid pixels within its direct neighbourhood. Figure 5(b) shows the X-ray image corresponding to Figure 5(a) when artefact correction is enabled.

### 4. Results and discussion

Radiographs usually represent the negative images of the attenuation, e.g. highly attenuating materials such as bones are in white and gas in black. Figure 6 presents such medical images. CT datasets have been segmented to extract polygon meshes. The hip model is composed of the bowels, fat, muscle and bones. Note that the hands are visible on the top of the image. The foot model is made of muscle and bones only. In [VVH*09], we show how to integrate our GPU imple-

![Figure 5: Effect of the artefact correction filtering.](image)

(a) Without filtering.  
(b) With adaptive filtering.

(a) Hip.  
(b) Left foot.  
(c) Left foot.

![Figure 6: Simulated radiographs.](image)
When assessing the performance, two different scenarios can be identified as regards the data transfer between GPU and CPU, which can be a bottleneck. In many cases, there is no need to transfer any data from the GPU to the CPU (see Figures 7(a) and 7(c)). For example, to simulate a radiograph taking into account the finite size of the X-ray tube focus (causing geometric unsharpness), many projections have to be carried out with a collection of source points representing the focal spot. These image contributions only have to be integrated to obtain the final image. The integration can be done in the same FBO using the blending function. If every simulated image has to be transferred to the RAM (see Figures 7(b) and 7(d)), the time required to transfer the data may become the limiting factor. A test case confirmed this assumption when small numbers of polygons are considered. For objects with a high number of triangles, the data transfer is a limited expense in the overall computation time.

It can be observed in Figure 7(a) that when the number of pixels becomes very high, the number of FPS tends to decrease linearly with a slope equal to $-1$ in the logarithmic graph. It corresponds to the fact that the fragment calculations become the prevailing component in the computation time, and the number of FPS is then inversely proportional to the number of pixels. The same type of behaviour is observed with respect to the number of triangles of the mesh (Figure 7(c)). When the number of triangles increases, the number of FPS also tends to decrease linearly with a slope of $-1$, meaning that the vertex calculations prevail in the number of frames per second.
computation time. In the case of objects with 871,414 triangles, the GPU implementation using full floating point precision is up to 61 times faster than the CPU implementation. With the least powerful GPU, the performance obtained using the highest resolution triangle mesh still enables interactive frame rates.

When every frame is transferred from the GPU to the RAM, the number of FPS tends to decrease linearly with a slope equal to $-1$ in the logarithmic graph and the number of FPS is then inversely proportional to the number of pixels (see Figure 7(b)). The number of FPS tends to be constant when the number of triangles increases, unless the number of triangles is very high (see Figure 7(d)). It corresponds to the fact that i) the time required to transfer the data, which is constant at a given pixel resolution, becomes the limiting factor when small numbers of polygons are considered, and ii) for objects with a high number of triangles, the data transfer becomes negligible. In the case of an image with $1024 \times 768$ pixels, transferring every frame to the RAM, the performance is up to 9 times slower for objects with 11,102 triangles and 2 times slower for objects with 871,414 triangles.

4.2. Accuracy

To validate the accuracy of our GPU implementation, we simulate an image with the same physical parameters on every platform and we compare intensities pixel by pixel with a reference image computed with the CPU implementation (see Figure 8). The gray square in Figure 8(a) shows the region of the scanned object that has been chosen for the accuracy comparison. Comparing the results with the full image would underestimate the average error because of the high proportion of rays which do not intersect the object. In the chosen region, 99.42% of the rays are attenuated by the object. Figure 9 shows close-up diagonal profiles of the images computed with the GPUs and with the CPU. It illustrates that simulations performed on GPUs are relatively close to the reference simulation. Profiles extracted from the images computed with full floating point precision accurately match the profile from the reference image. This contrasts with computations performed using half floating point precision.

To quantify inacurancy, disparity measurements using the pixelwise relative error were computed for each test image computed on GPUs with respect to the reference image (see Table 1). The error metrics is computed pixelwise as follows:

$$\delta(i, j) = \frac{|A(i, j) - B(i, j)|}{B(i, j)}$$

with $A$ the image computed on GPUs and $B$ the reference image. These results confirm our hypothesis that a fast and accurate GPU implementation of X-ray simulation can be implemented with full floating precision. Using half floating point precision, the accuracy of computations is somewhat reduced but the relative error stays below 1.2%.

![Figure 8: Test image used in accuracy comparison.](image_url)

![Figure 9: Close-up of profiles diagonal profiles corresponding to Figure 8(b).](image_url)

<table>
<thead>
<tr>
<th>Table 1: Disparity measurements.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>full float</td>
</tr>
<tr>
<td>half float</td>
</tr>
<tr>
<td>full float</td>
</tr>
<tr>
<td>half float</td>
</tr>
<tr>
<td>half float</td>
</tr>
</tbody>
</table>
5. Conclusion

The simulation of X-ray transmission imaging using common CPU-based approaches is highly time consuming. The use of the GPU allows the simulation to be accelerated considerably. Our implementation has proved to be both fast and accurate.
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