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Abstract

We propose a new algorithm that uses consumer-level graphics hardware to render shadows cast by synthetic objects and a real lighting environment. This has immediate benefit for interactive Augmented Reality applications, where synthetic objects must be accurately merged with real images. We show how soft shadows cast by direct and indirect illumination sources may be generated and composited into a background image at interactive rates. We describe how the sources of light (and hence shadow) affecting each point in an image can be efficiently encoded using a hierarchical shaft-based subdivision of line-space. This subdivision is then used to determine the sources of light that are occluded by synthetic objects, and we show how the contributions from these sources may be removed from a background image using facilities available on modern graphics hardware. A trade-off may be made at run-time between shadow accuracy and rendering cost, converging towards a result that is subjectively similar to that obtained using ray-tracing based differential rendering algorithms. Examples of the proposed technique are given for a variety of different lighting environments, and the visual fidelity of images generated by our algorithm is compared to both real photographs and synthetic images generated using non-real-time techniques.


1. Introduction

The ability to merge synthetically generated objects into photographs of a real scene is becoming central to many applications of computer graphics, and in particular, mixed or augmented reality. In many situations, this merging must be done at rates of many frames-per-second if an illusion of interactivity is to be maintained. Also, visually realistic combinations of objects and background images are required if the ultimate goal of augmentation is to present images to the user that are indistinguishable from reality. To achieve these goals the synthetic objects must be registered into the camera’s coordinate frame, correctly composited with the image to resolve occlusions, and illuminated using the same lighting conditions as in the real scene. Finally, the augmentation process requires determining how the synthetic objects affect the illumination already present in the scene. Typically, these changes in illumination take the form of reflections of the synthetic object in background surfaces, and occlusions of light transport paths that manifest themselves as shadows cast onto the real objects.

Traditionally, the competing requirements of real-time rendering and visual realism have meant that achieving interactive photorealistic Augmented Reality has been a distant goal. Recently however, techniques have been developed that allow synthetic objects to be illuminated with real-world lighting environments in real-time (see for example21, 26, 29). Although these techniques are able to accurately shade surfaces, photorealism also requires that synthetic objects interact with the light affecting other real objects in the image. The addition of soft shadows in particular has been shown to increase the perception of image realism24, and can also enhance users’ spatial awareness32, 19. In this paper we describe a new approach to solving the problem of interactive shadow generation for photorealistic Augmented Reality.
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Our algorithm uses geometry and illumination data captured using computer vision and high dynamic-range imaging techniques. We use a shaft-based data structure to provide a hierarchical subdivision of the light transport paths within the reconstructed environment. Shafts are used to link a hierarchy of source patches with a hierarchy of the receiver patches visible in the image, thereby allowing us to quickly determine the sources of light that are potentially occluded by any synthetic objects. We will show how hardware accelerated shadow-mapping may be used to identify the pixels in an image where light from these sources is occluded by synthetic objects. Multiple rendering passes are then performed that blend hard shadows together to approximate the soft shadow cast by the object. We will show how the contributions of light may be easily removed from the background image using facilities commonly found on modern graphics hardware. This results in a rendering algorithm capable of generating complex, visually realistic shadows at interactive frame-rates.

It is important to note the assumptions we are making in order to generate these shadows. Most significantly, we assume that a soft shadow can be accurately represented using multiple overlapping hard-edged shadows\(^3\). Whilst this is rarely true when using small numbers of hard shadows, we will show that our algorithm is capable of achieving interactive frame-rates whilst using a large number of shadow blending passes, which allows a much wider variety of soft shadows to be approximated. We also assume that the only moving objects are the synthetic ones we are introducing, and that casting shadows is the only effect these synthetic objects have on the environment.

Figure 1 shows an example of our algorithm in use. On the left is an image rendered at over 11 frames-per-second using an NVIDIA GeForce4 graphics card. By way of comparison, on the right is an image generated using ray-tracing and differential rendering techniques\(^4\). As the Figure shows, the shadows appear subjectively similar even though the ray-traced image took over 1 hour to generate. The remainder of this paper is organised as follows: Section 2 describes related work, and Section 3 briefly outlines the techniques we use to capture real-world illumination. The main body of this paper contains a more detailed explanation of our new shadow rendering algorithm, presented in Sections 4 to 8. Results for a variety of lighting environments and shadow types are then given in Section 9, along with visual comparisons between our algorithm, ray-traced images and photographs. We also illustrate the graceful trade-off between image quality and rendering time our algorithm achieves. Finally, we draw conclusions and describe future work in Section 10.

2. Previous Work

There has been an enormous amount of research devoted to shadow generation. The literature is too large to review in this paper, but useful surveys can be found in\(^14\) and\(^16\). Here, we will focus on previous work that is related to the problem of generating realistic shadows at interactive rates, or aims to composite shadows into a background photograph.

Basic shadow-mapping techniques\(^13\) have been extended to generate soft shadows by approximating the penumbral regions using several hard-edged shadow\(^3\). By rendering each shadow from a slightly different position on the light source, and then combining the maps together, realistic representations of soft shadows can be generated. Alternative approaches that attempt to reduce the cost of soft shadow generation include convolution\(^30\), “soft objects”\(^23\) or search techniques\(^2\) to approximate the penumbral region.

Radiosity\(^4\)\(^,\)\(^28\) has previously been used to generate soft shadows, but at a large computational cost. More recently, extensions to these techniques have been made to allow updates to localised regions of the solution, allowing for object movement (see, for example\(^8\)\(^,\)\(^13\)\(^,\)\(^31\)). Following pioneering work by Fournier et al.\(^9\), Drettakis et al.\(^7\) and Loscos et al.\(^22\) used an interactive cluster-based radiosity system to generate the shadows cast by a synthetic object in a real-environment, and composited those shadows into a background photograph at rates of 1 – 2 frames per second. Keller has also introduced the “Instant Radiosity” algorithm\(^30\) that uses shadow-mapping hardware to accelerate the generation of globally illuminated environments.

The difficulty in applying hardware-based shadow-mapping to photorealistic Augmented Reality lies in the fact that real-world lighting environments contain a wide variety of different types of light sources, ranging from small focused spot-lights to broad area lights or even diffuse skylight. As the number or area of light sources increases, it becomes harder to apply shadow-mapping and generate believable synthetic shadows. This is especially so if important secondary sources of illumination are required to cast shadows.

To deal with the problem of rendering with a wide vari-
ety of real-world light sources,Debevec proposed the use of image-based lighting techniques to allow real-world lighting environments to be captured and used to illuminate synthetic objects\(^5\). High dynamic-range images\(^6\) of a light probe were used in conjunction with a ray-tracing algorithm to render shadows cast by synthetic objects. Differential rendering techniques (discussed in more detail in Section 7) were used to produce photorealistic augmented images containing caustics and shadows. A similar algorithm was proposed by Sato et al.\(^{27}\), with the light probe replaced by a camera with a hemispherical lens. Unfortunately, due to the computationally intensive nature of the ray-tracing algorithms used in these approaches, interacting with the synthetic objects at rates required in Augmented Reality applications is not yet possible.

To achieve interactive update rates whilst rendering with real-world illumination,Gibson and Murta proposed using computer graphics hardware to render the shadows cast by synthetic objects\(^{12}\). Shadows were approximated using multiple hard-edged shadow-maps, and blended into the background image using accumulation-buffer hardware. Although capable of generating images at rates of several frames-per-second, their approach assumed that all light sources in the scene were distant from the synthetic objects. Shadows cast by the objects were also only valid when falling onto a horizontal surface lying immediately below the object, limiting the applicability of the algorithm.

Unlike the techniques described in\(^{12}\), the approach presented in this paper is not constrained by the assumption of distant light sources, allowing for more general lighting environments to be used. Shadows cast by the synthetic objects are also accurate for all orientations and positions of receiver surface. Finally, our algorithm is capable of trading accuracy against rendering time, enabling synthetic objects and subjectively realistic shadows to be merged into background images in real time.

3. Data Capture

Before we can describe our shadow generation algorithm, we will first outline the techniques we use to capture the illumination present in a real environment. Currently, we focus on augmenting real images captured using standard digital cameras. The examples shown in this paper are for single images, but the shadow rendering algorithm we propose is view-independent, and so could also be applied to moving cameras. Image-based modelling is used to reconstruct an approximate model of the background scene geometry\(^{11}\) and high dynamic-range (HDR) photography\(^6\) is used to capture images of a lightprobe\(^5\). The transfer function of the camera is estimated, and HDR radiance information is mapped outwards from the lightprobe onto the approximate scene model. The scene geometry is then triangulated, and an approximate diffuse reflectance and radience value calculated for each triangular patch. Note that both primary and non-primary sources of light are accounted for in the triangulated scene model.

4. Overview

Shadow generation proceeds by first constructing a hierarchical subdivision of the line-space between all source and receiver patches in the scene. This hierarchy is then used to determine the sources of occluded radiance transfers between sources and receivers. Finally, shadows are generated by approximating the removal of each transfer from the background photograph.

Construction of the line-space subdivision relies on the patches in the environment being partitioned into two sets, containing source and receiver patches respectively. Note that a single patch may be classified as both a source and a receiver, and hence may appear in both sets. Also, we make no distinction between primary and non-primary sources of light, and simply take every patch with non-zero radience as a potential member of the source set. In discussions below, we refer to any patch with a non-zero radiance as a “source patch”.

The receiver set contains all patches that are visible from the point of view of the calibrated image camera. The source set contains the patches that are considered to provide significant contributions of light to the image. This set is built by first sorting all patches in decreasing order of radiance. The source set is defined as the first \(N\) patches in the sorted list having a total power equal to a user-specified percentage of the total power of all patches. This has the effect of removing very insignificant sources of light from further consideration. The percentage of radiance can be used to trade accuracy against shaft hierarchy traversal time, but typically, a value of around 70\% has been found to be satisfactory in all situations we have encountered, as this accounts for all primary and important secondary sources of light.

5. Radiance Transfer Pre-computation

One important assumption we make during the shadow rendering process is that the background environment remains static. This allows us to pre-compute the radiance transfer from each source patch to the vertices of patches contained in the receiver set. Assuming each source patch emits light diffusely, we calculate the form-factor between each source patch and each receiver vertex\(^{4\, 28}\), multiplied by an estimate of the point-to-patch visibility obtained using ray-casting. Because an approximate reflectivity for the vertex has already been estimated, the radiance transfer from one source patch to each receiver vertex can be found, and stored with the source patch. These radiance transfers will be used during shaft-hierarchy traversal to identify shafts that represent insignificant transfers of light, and also during shadow compositing to remove the contributions of light emitted by occluded sources from the background image. Although this
is an $O(n^2)$ operation, radiance transfers can be calculated quickly in practice, due to the small number of receiver vertices and source patches.

6. Shaft-Hierarchy Construction

Before the shaft-hierarchy can be built, patches in the source and receiver sets must be clustered together into separate hierarchies. Patches in the receiver set are clustered using top-down octree subdivision. Subdivision is halted once a node contains less than a user-specified number of receiver patches. Typically, we build the hierarchy with at most 8 patches in one leaf node, but this number can be increased or decreased to trade accuracy against shaft-hierarchy traversal time. For the source set, it is important that we have fine-grain control over traversal of the source hierarchy (see Section 6.1 for further details). Because of this, we cluster patches in the source set using top-down binary KD-tree subdivision, which results in a much deeper hierarchy than with an octree. Subdivision is halted once a node contains a single source patch. For non-leaf nodes in the source hierarchy, the total radiance transfer from all child patches to each receiver vertex is calculated, summed, and stored with the node. This will be used in Section 8 when generating shadows from non-leaf positions in the hierarchy.

Once the source and receiver hierarchies are in place, the sets of line segments connecting nodes in the source and receiver hierarchies can be constructed using a hierarchy of shafts. The purpose of the shaft hierarchy is to allow the sources of light that are potentially occluded by an object to be quickly identified.

Shaft-hierarchy construction proceeds in a relatively straightforward manner, starting with a shaft linking the root of the source hierarchy to the root of the receiver hierarchy. At each level the planes bounding the region of line-space between patches in the source and receiver nodes are stored with the shaft. Each shaft is recursively subdivided until the leaves of both the source and receiver hierarchies are reached. For each shaft, the total radiance transfer from its source patches to each of its receiver patch vertices is calculated. Recursion is terminated if it is found that the total radiance contribution from the shaft’s source patches to each of its receiver vertices is less than 2% of the total radiance associated with the vertex. This avoids using many shafts to store visually insignificant contributions of light, which in turn accelerates traversal of the shaft hierarchy and reduces memory requirements.

The shaft hierarchy introduced in this paper has certain similarities to that proposed by Drettakis and Sillion. The main difference between the two approaches is that our hierarchy is only used to store a coarse representation of existing light transport paths in order to identify the source patches that are potentially affected by a moving object. Once these sets of patches have been identified, shadow mapping hardware is used to resolve the fine-grain occlusions of light (see Section 7). Because we are encoding an existing static lighting solution, we are also able to remove shafts that transfer insignificant contributions of energy. This is in contrast to the hierarchy proposed by Drettakis and Sillion, which is used to encode the complete set of light transport paths in an environment. As will be demonstrated later, this separation of coarse and fine-level evaluation allows our shaft hierarchy to be constructed very quickly using a small amount of memory (see Section 9).

6.1. Hierarchy Traversal

In order to augment an image with shadows cast by a synthetic object, the sources of light occluded by the object must be rapidly identified. The shaft hierarchy described above is used to perform this task, and in this section we outline how a list of potentially occluded source patches may be generated.

Given the bounding box of a synthetic object at one particular instance in time, we are able to quickly identify the set of shafts that intersect this box and are therefore potentially occluded by the object. This traversal of line-space is done by visiting each node of the shaft-hierarchy recursively, starting at the root. An intersection test is applied between the shaft $s$ and the object’s bounding box. If the box does not intersect $s$, further traversal of the portion of line-space associated with the shaft can cease. Alternatively, if an intersection occurs, the test is applied recursively to each of $s$’s children. If $s$ is a leaf shaft then the source patch $p$ associated with $s$ is added to a list. $p$ is then tagged with a frame-number counter that is incremented after every frame is rendered. As further source patches are found their counter tags are checked against the current frame number to make sure each patch is not added to the list multiple times. Once traversal of the shaft-hierarchy has been completed, we are left with a list of source patches that may cast shadows from the synthetic object (the source list). Similarly, by placing the receiver patches associated with the leaf shafts in a receiver list, we are also able to identify the regions of the scene that will potentially receive a shadow cast by the synthetic object.

The shadow compositing algorithm described in the next section generates a single hard shadow for each of these source patches, blending them together to form an approximation to the correct shadow. Typically, the time required to do this will exceed the amount of time the user is willing to spend generating each frame. For this reason, our rendering algorithm is able to use the source hierarchy to trade accuracy against frame-rate and generate single hard shadows from groups of source patches in order to render a single frame within the available time. The mechanisms by which this is achieved will be described in Section 8.

The memory requirements and time required to traverse line-space depend on the complexity of both the source and
receiver hierarchies. As mentioned above, we use an octree subdivision and large leaf size for the receiver hierarchy, and deeper KD-tree subdivision with a small leaf size (i.e., a single patch) for the source hierarchy. The octree subdivision of receivers results in a broad but relatively shallow receiver hierarchy, meaning that large regions of line-space may be quickly removed from consideration, and traversal to the leaf nodes occurs rapidly. For the source hierarchy, however, more fine-grain traversal is required in order to meet the required frame rate. Because subdivision of a binary KD-tree node only increases the total number of leaf nodes by one, this structure is used to store the source patch hierarchy.

7. Shadow Compositing

The process of compositing shadows into the background image occurs after the synthetic objects have been shaded and depth composited with the scene model. The overall approach we take is to generate a shadow-map for each patch in the source list, and use this shadow-map as a mask to remove the corresponding contribution of light from the background image in regions where the source is occluded from receivers by the synthetic object. This process is repeated for each source patch, blending multiple shadows into the background image and results in a subjectively realistic representation of the real shadow. By using facilities available on modern graphics hardware, the generation of these shadow-maps and the removal of light contributions from the background image can be done quickly enough to allow frames to be generated at interactive rates. In the following discussion we will assume that we are generating a single shadow from each patch in the source list. In Section 8 we will show how this assumption may be lifted, allowing the overall rendering speed and quality to be increased or decreased. The algorithm described here is a modification of the differential rendering algorithm introduced by Debevec, enabling us to work with standard low dynamic-range frame buffers found in commonly available graphics hardware.

The differential rendering algorithm introduced by Debevec describes how two synthetic images of a scene may be used to compute the changes in a background photograph caused by the introduction of synthetic objects. Given a rendered image $I_{obj}$ containing the synthetic objects and scene geometry illuminated by the reconstructed lighting data, and a second image $I_{noobj}$ that does not contain the synthetic objects, the difference between these two images, $I_e$, is subtracted from the background photograph $I_b$:

$$I_{final} = I_b - I_e = I_b - (I_{noobj} - I_{obj})$$

in order to generate a final image $I_{final}$ that contains the correct shadowing effects. Wherever $I_{obj}$ is darker than $I_{noobj}$ (i.e., the areas where the synthetic object cast a shadow), light is subtracted from the background image accordingly.

More specifically, consider a pixel in the image, and a point $x$ which corresponds to the nearest surface seen through that pixel. The adjustment $\varepsilon_x$ that must be subtracted from the radiance associated with the pixel is simply:

$$\varepsilon_x = \sum_{j=0}^{N-1} L_{xj} - \sum_{j=0}^{N-1} L_{xj} V_{xj} = \sum_{j=0}^{N-1} L_{xj} M_{xj}$$

where the summation is over all source patches $j = 0 \ldots N - 1$, $L_{xj}$ is the unoccluded radiance transferred from source $j$ to $x$ and then reflected at $x$ towards the camera, and $V_{xj}$ is the visibility of $j$ with respect to $x$, i.e., $0 \leq V_{xj} \leq 1$, where $V_{xj} = 0$ if the transfer is completely occluded by a synthetic object, and 1 if it is completely visible. Defining a new term, $M_{xj} = 1 - V_{xj}$, allows the adjustment to be calculated using a single summation, where $M_{xj}$ represents an occlusion mask, which varies between 1 when $i$ is completely occluded from $j$ and 0 when it is completely visible.

In order to apply these adjustments to a background image, we assume that the background scene is static, and separate the term inside the summation in Equation 2 into two parts: $L_{xj}$ which can be precomputed for each $x$ and $j$, and $M_{xj}$ which depends on the position of the dynamic synthetic objects.

In order to execute this algorithm at rates fast enough for interactive applications, we take the basic approach of performing the image generation and subtraction operations in Equation 1 using graphics hardware. In the following discussion, we assume that the graphics hardware and framebuffer are able to process HDR data. Once the basic algorithm is described, extensions that allow us to work with low dynamic-range (LDR) data will be presented in Section 7.1. Facilities to perform these LDR operations are available on NVIDIA GeForce3/4 graphics hardware, using extensions to OpenGL 1.2.

We first assume that the contribution of a single source patch $j$ to each scene point $x$ is smoothly varying, allowing us to store $L_{xj}$ for each $j$ at the vertices $i$ of patches in
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**Figure 2:** Two stage compositing process for differential shadow rendering.
the receiver set. We let the graphics hardware linearly interpolate the values between each receiver vertex. Differential rendering of shadows into a background image can then be performed using the two-stage process presented in Figure 2. Note that we have explicitly separated the calculation of $M_{ij}$ from the subtraction of $L_{ij}$. This is done because of the different rendering techniques are used to execute each loop: The first is evaluated using hardware shadow-mapping, approximating $M_{ij}$ at each pixel in the image using binary visible/invisible values. Subtractive blending is then used during the second loop, and the receiver set is drawn with the colour of each vertex $i$ set to $L_{ij}$. Texture combiners are set to use the shadow-map as a mask, simulating the multiplication by $M_{ij}$.

7.1. Shadow Compositing using Graphics Hardware

The discussion so far has only considered HDR representations of light where, assuming access to a floating-point frame buffer, we can operate entirely on floating-point radiance values and map back to pixel intensities as a post-process. Complications occur, however, when we try to apply differential rendering algorithms to LDR images, as used by most digital cameras and graphics hardware. Most importantly, for the background image we wish to augment, the relationship between high and low dynamic-range representations of light is non-linear. Ideally we would like to perform all operations using HDR data and apply a non-linear tone-map after shadow compositing:

$$I_{\text{final}} = T(f_{\text{final}}) = T(L_b - L_e)$$

where $I = T(L)$ is the tone-map transforming radiance into pixel colours. Unfortunately, due to the LDR nature of the frame-buffer we must operate entirely with LDR data.

By letting the graphics hardware interpolate between vertices in the receiver set, we can reduce the problem to one of performing differential rendering at the receiver vertices themselves. We will denote the desired HDR differential rendering process at a vertex $i$ as:

$$I_{\text{final}} = T(L_i - \sum_{j=0}^{N-1} L_{ij}M_{ij})$$

where $L_i$ represents the radiance obtained from the image at the pixel location associated with vertex $i$. Define a new intensity transfer $S_{ij}$ for each pair of a vertex $i$ and source patch $j$. These intensity transfers are LDR equivalents of the radiance transfers $L_{ij}$ in Equation 2. We wish to subtract these intensity transfers from the LDR frame-buffer intensity $I_i$ so that the overall result is equivalent to when HDR operations are used:

$$I_{\text{final}} = I_i - \sum_{j=0}^{N-1} S_{ij}M_{ij}$$

Because we will be removing these contributions from the frame-buffer using multiple rendering passes, and we do not know the correct values for $M_{ij}$, Equation 3 implies that:

$$S_{ik} = I_i - T(L_i - \sum_{j=0}^{k} L_{ij}M_{ij}) - \sum_{j=0}^{k-1} S_{ij}M_{ij}$$

must hold for each $0 \leq k < N$. Unfortunately, we are unable to pre-compute the intensity transfers exactly from this relation, because the values of $M_{ij}$ are not known until rendering occurs. The non-linearity of $T(\cdot)$ also means that the final result is dependent on the order the source patches are considered. We can, however, generate a useful approximation by assuming that each source patch is either entirely visible or entirely invisible. Initially, we don’t know which of the source patches will be visible and which will be invisible, but if we assign estimates to each source patch then we can calculate $S_{ij}$ and remove the correct contribution from the background image. If the visibility estimates were correct, this should result in a correct final image, assuming the order that the source patches are considered remains the same. In practice, the order is unlikely to remain fixed, but if we choose to order patches from brightest to dimmest when evaluating Equation 3, and ensure we sort any later sets of source patches in that same order, the approximation error will be reduced.

Without knowing which patches are actually occluded, we can generate an approximation by randomly partitioning the source patches into two separate sets. By assuming that when all the patches in the first set are occluded those in the second remain visible, we can fix the values of $M_{ij}$ and calculate intensity transfers for the first set of patches using Equation 4. Similarly, assuming that when the patches in the second set are all occluded, those in the first set are visible, we can determine the remaining intensity transfers.

© The Eurographics Association 2003.
Figure 3 illustrates how this approximation affects the final shadow intensity for differently sized sets. The graph in the top-left shows the typical reduction in $I_j$ that occurs after each successive rendering pass using a set of 50 random source patches. The remaining graphs plot the error found when assuming that all source patches are occluded in differently sized sets. Intensity transfers were calculated as described above. Varying numbers of $P$ ($0 \leq P \leq 50$) source patches were then randomly selected as being actually occluded, simulating the evaluation of $M_{ij}$ using shadow-mapping (plotted on the horizontal axis of each graph). For each $P$, 10000 trials were run over 4 datasets, and $P$ random patches were selected for each trial. The difference between the left and right-hand sides of Equation 3 was then measured, with $M_{ij} = 1$ for the $P$ random patches, and 0 otherwise. The graph shows the variance of the error in red green and blue pixel intensities.

For each set size, the error is insignificant for small $P$. This is because subtracting a small number of incorrect intensity transfers has little effect on the overall image. Similarly, the error is also small for values of $P$ that match the assumption being made (e.g. the error is small for $P = 25$ when assuming an 50%/50% split). For intermediate values of $P$, the error rises as increasing numbers of incorrect intensity transfers are subtracted from the image.

In practice, we have found that for receivers in the vicinity of synthetic objects, typical occlusion rates run at around 30 – 50% for the scenes we have examined, and only rarely rise above 75%. For this reason we have used the 50%/50% split in all further examples because this split has the smallest overall error in the 30 – 50% region (see the top-right graph in Figure 3).

### 7.1.1. Calculating Intensity Transfers

Intensity transfers can be calculated very quickly for each frame before the shadows are composited into the background image. Before these intensity transfers can be determined, the patches in the source list for the current frame are sorted in decreasing order of average radiance transfer to patches in the receiver set. The average transfer of radiance from each source patch can easily be pre-computed and stored with the source hierarchy because we assume that light reflected off the synthetic objects does not affect the overall illumination in the scene. The transfers can then be calculated using the algorithm presented in Figure 4. For each receiver vertex, $V_1$ and $V_2$ are initialised to the total radiance gathered from all source patches and reflected at the vertex towards the camera. These two radiance values will be used to calculate the intensity transfers under the assumption that the source patches are occluded in two equally sized sets, as described above. These initial radiance values are mapped to pixel colours $C_1$ and $C_2$ using the calibrated camera response function $T()$.

A loop is then made over all patches in the source list that can contribute radiance to the vertex. In order to quickly simulate a random assignment of patches to sets, we assign each patch according to a randomly generated id number between 0 and $N - 1$. For even numbered ids, the pre-calculated radiance transfer from the source to the receiver is subtracted from $V_1$, and the radiance is then transformed by $T(\cdot)$ into a pixel colour $C_1'$. The intensity transfer $S_{ij}$ is then calculated as the difference between $C_1$ and $C_1'$, $C_1$ is set equal to $C_1'$ and the process repeated for the next source patch. For odd numbered ids the calculations are performed using $V_2$ and $C_2$, so as the source list is traversed, two independent radiance values are used to estimate the intensity transfers. Each of these independent values corresponds to one of the sets we made in the occlusion assumption described above.

### 7.2. Shadow-Map Generation

As a pre-process, simplified representations of all synthetic objects are generated using the techniques described in\cite{10}, each containing between 100 and 500 triangles. These simplified objects are used during shadow-map rendering, and shadow-map resolution is also limited to 256x256 pixels. This greatly accelerates rendering speed without visibly reducing image quality.

Once the intensity transfers have been estimated for the current frame, the second inner-loop of the algorithm presented in Figure 2 can be executed, with $L_{ij}$ replaced by the transfers $S_{ij}$. The receiver set is drawn with vertex colours set to $S_{ij}$, and graphics hardware used to interpolate between these values. A shadow map is then generated for each source $j$, allowing us to find $M_{ij}$. This is done by first initialising the OpenGL projection and model-view matrices so...
the synthetic object is contained entirely within the shadow-map, as seen from the source patch. The simplified representation of the synthetic object is then rendered into the depth buffer to produce the shadow-map. Hardware shadow-mapping, texture combiners, and blending operations are initialised so that when the geometric representation of the receiver set is drawn, the vertex colours ($S_{ij}$) are multiplied by $M_j$, and the product is subtracted from the background colour buffer. If required, self-shadows cast onto the synthetic objects can also be generated by approximating the intensity transfer $S_{ij}$ from a source patch to the vertices of the object, and then rendering the object with shadow-mapping and blending enabled.

8. Controlling Frame-Rate

In the previous section we described how a shadow from each source patch could be generated and composited into a background photograph using commonly available graphics hardware. In interactive settings, the time required to do this for all source patches will often exceed the time a user is willing to spend generating a single frame. In these situations, what is required is a trade-off between overall shadow quality and rendering cost, and this can be achieved by generating shadow-maps from non-leaf nodes in the source hierarchy that was described in Section 6.

Figure 5(a) shows a typical source hierarchy, with a root node at the top and 6 source patches at the leaves. Assume, for example, that during construction of the source set, $N = 5$ out of the 6 source patches (shown in blue) have been identified as being potentially occluded by a synthetic object. Assuming that we are unable to generate shadows from all 5 sources due to frame-rate constraints, we need to find a representative source set that encapsulates the effect of all source patches and yet can be processed in the available time. We can do this very quickly before each frame is rendered using the algorithm described in this section.

Building the representative source set starts by pushing the current frame number from each potentially occluded source patch up towards the root of the hierarchy. This allows the branches of the hierarchy containing these patches to be identified and marked (shown in green in Figure 5(b)). Starting with the root, we wish to build a list of $n < N$ nodes, where each node can be either a leaf of the source hierarchy or an intermediate node representing the combined effect of several leaves.

Figure 6(a) shows the start of the construction process for $n = 4$ nodes. While the target number of nodes has not been reached, the node in the list which transfers the largest average amount of radiance to patches in the receiver set is removed from the list. This is done very quickly by storing the list using a binary tree, sorted by the average radiance transfer. Initially, as it is the only node in the list, the root node is removed. The hierarchy is then traversed by one level and the node’s immediate children in the marked portions of the hierarchy are identified and added to the list (source patch “2” and node “B”). This process is repeated until the required number of patches or nodes is found. Figures 6(b) and (c) show further traversals, until finally, in (d) we reach the target of $n = 4$ nodes. Note that although we have chosen fewer than 5 nodes, the energy from all potentially occluded source patches is still accounted for, because the radiance transfer from node “C” represents the combined
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\[\text{Figure 5: (a) Traversal of the shaft-hierarchy identifies 5 out of 6 potentially occluded source patches (marked in blue). (b) The affected portions of the source hierarchy (shown in green) are then identified by pushing a frame identification tag up towards the root node.}\]

\[\text{Figure 6: A set of } n = 4 \text{ source clusters are identified that represent the combined effect of all 6 potentially occluded source patches.}\]

\[\text{Starting at the root node (a), the affected portion of the hierarchy is traversed (b), (c), and (d) until the required number of source clusters are identified (yellow).}\]
Figure 7: Examples of interaction between a synthetic object and real environment, generated at around 15 frames-per-second using our system. The left-hand column illustrates the reduction in shadow intensity that occurs as the synthetic object is raised off the ground. The sequence in the right-hand column shows how real and virtual shadows can interact as the synthetic object is moved underneath the real desk.

The algorithm described in this paper has been implemented using OpenGL on a 2.5 GHz Pentium 4 PC running Microsoft Windows XP and equipped with a NVIDIA GeForce 4 Ti4600 graphics card. For all examples shown, synthetic objects have been shaded using a combination of an irradiance volume and dynamic environment-maps for specular reflections. The irradiance-volume uses spherical harmonics to represent irradiance, greatly reducing the computation and storage requirements.

Examples showing interactive object movement are given in Figure 7. All images are snapshots from an interactive session rendered at approximately 15 frames-per-second, using 50 blending passes. Of this, the majority of the time was spent generating and blending shadows into the background image, and the time required to shade each object was negligible. The left-hand column shows an example where the user is lifting a box off the floor of the scene. Because the intensity of the shadows blended into the background image are based on the actual amount of light transferred from source to receiver, the reduction in intensity of the synthetic shadow is correctly modelled as the object is raised off the floor. The right-hand column shows a different kind of interaction between a synthetic object and the environment, where the sphere moves under a real table. Notice the darkening of the object and merging of the synthetic shadow with the real shadow due to the fact that the desk has been included in the geometric scene model. Further examples are given in the accompanying video material.

Figure 8 compares rendering quality against ray-traced and photographic references for different lighting environments. In each row, an image produced using our interactive system is shown on the left, a ray-traced image generated using a HDR differential rendering algorithm is shown in the middle, and a photograph of a real object in the scene is shown on the right. The left-hand images were all generated using 50 blending passes, and were rendered at 14, 12 and 16 frames-per-second respectively. For comparison, the ray-traced images in the middle column each took several hours to generate using an un-optimized Monte-Carlo ray-tracer. Overall, the shadows generated using our algorithm are subjectively very similar to both the ray-traced and photographic references.

Note that the differences in shading of the synthetic objects in these examples are due to the fact that we did not accurately measure or model the reflectance properties of the real object. As such, the shading is only an approximation and these images are only intended to indicate the quality of the shadows that our rendering algorithm can generate.

The time spent constructing the patch and shaft hierarchies for these examples was relatively small. The first example in Figure 8 required around 30 seconds of pre-processing time, and produced a shaft hierarchy with 47,000 leaf nodes occupying just over 9 Mb of memory. The second and third examples only required 15 seconds of pre-processing, generating 102,000 and 64,000 leaf shafts respectively. Typically, each scene contained between 1000 and 2000 patches, and between 10 and 40 milliseconds was required to traverse the shaft hierarchy and generate a representative source set for each frame.

The trade-off that can be made between frame rendering time and shadow accuracy is illustrated under two different lighting environments in Figure 9. On the top row, a 500 triangle sphere was rendered into a background environment using different numbers of blending passes. For each number of passes, the algorithm described in Section 8 was used to determine a representative set of source nodes, and a sin-
ingle shadow-map was generated for each node. From left to right, the Figure shows frames generated with 10, 20 and 50 passes. These were rendered at rates of 35, 25 and 14 frames-per-second. For comparison, a ray-traced image was also produced in approximately 1 hour and is shown on the right. Note that because the image on the far-left was generated with a smaller number of blending passes, the hard-edged shadows are clearly visible. Our algorithm is, however, able to maintain the same overall intensity of the shadow as in the ray-traced image (see Section 7.1). As the number of blending passes increases, the hard edges of the individual shadow-maps are less visible and the overall result becomes an increasingly better approximation to the ray-traced reference image on the far-right. Similar images for a second lighting environment are given on the bottom row. Frame rendering rates for this example were 27, 18 and 9 frames-per-second respectively, with the ray-traced image requiring over 1.5 hours to render.

10. Conclusions and Future Work

In this paper we have presented a new shadow rendering algorithm suitable for photorealistic Augmented Reality, where shadows cast by synthetic objects are composited into a background image fast enough to allow interactive object manipulation. Our algorithm combines a shaft-based hierarchical data structure that allows the rapid identification of the sources of light that are occluded by a synthetic object, with a technique that allows soft shadows to be approximated using multiple shadow-maps and blended into the background image using commonly available computer graphics hardware.

We have shown that we can generate subjectively realistic augmented images at interactive rates for a variety of different real-world lighting environments including both interior and natural illumination. Our algorithm is also capable of trading image accuracy against frame-rate by approximating shadows using different numbers of shadow-maps. As the number of shadow blending passes (and hence frame generation time) increases, the result rapidly approaches the quality obtained using a non-real-time differential rendering algorithm. Future work includes a more formal evaluation of the perceptual fidelity of the images, when compared to both photographs and real environments.

There are currently limitations in our system on the types of light sources that can be modelled. For example, we are unable to render shadows cast by direct sunlight, or other types of directional illumination. There is nothing inherent in the rendering algorithm preventing this, but our current methods of data capture (Section 3) are not able to distinguish between directional and diffuse sources of light in the scene. We also assume that all surfaces onto which shadows are cast are diffuse, although this is not a fundamental limitation of the algorithm. Because we pre-compute the radiance reduction caused by the occlusion of each source of light (Section 5), a view-dependent evaluation of this could account for non-diffuse reflectance properties. However, such extensions are left as future work, mainly because of the complexity of recovering non-diffuse surface reflectance data for real-world environments.1

Although we have presented examples showing augmentation of static images, our shadow generation algorithm is not view-dependent in any way, and the techniques presented in this paper could also be applied to moving cameras. Finally, the overall rendering quality will be enhanced by the appearance of floating-point graphics pipelines in the next generation of computer graphics hardware. This will reduce rounding errors that can sometimes occur when blending large numbers of very faint shadows into the background image.
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Figure 8: A comparison of image quality for three different scenes, containing both soft and harder-edged shadows cast by daylight and artificial light sources. Snapshots from interactive sessions with our system are shown on the left, generated at (from top to bottom) 14, 12 and 16 frames-per-second respectively. Ray-traced reference images are shown in the middle column, and photographic references containing an equivalent real object at approximately the same position are shown on the right. Further details are given in the text.

Figure 9: This figure shows the trade-off between rendering speed and accuracy that is available with our system, for two different lighting environments. From left to right, this figure presents snapshots from our system with shadows generated using 10, 20 and 50 blending passes. These images were rendered at approximately 35, 25 and 14 frames per second for the top row, and 27, 18 and 9 frames per second for the bottom row. For comparison, ray-traced reference images are shown on the far-right.