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Abstract
This paper describes a workflow and system to digitize, manage and render large and fast changing sets of building materials, e.g. brick, concrete, ceramic tiles, for VR architectural visualization. We describe the use case of VR-based sampling of detached houses, i.e. the process of choosing the interior and exterior materials of the house to be built. This use case implies some specific requirements: The main material database is very large, in the range of several thousands of individual materials, and is subject to frequent change due to regular changes in the material manufacturer’s product collections. In addition, a relatively large number of materials have to be rendered simultaneously in the VR visualization. These requirements imply some limitations on both the material acquisition process, which has to be handled by end users, and the rendering methods useable for this application, which have to deal with the available graphics memory and rendering performance resources.

The solution we propose in this paper combines a simple and easy to handle image acquisition process with an automatic generation of image resources and associated parameters, which together form the resources for a shader-based real-time rendering. Despite not being physically correct, this rendering provides a high fidelity in representation of the relevant materials. In addition to the description of our concept, we also discuss the results of its implementation and productive use for a manufacturer of detached houses.

Categories and Subject Descriptors (according to ACM CCS): I.2.0 [Virtual Reality]: —, I.2.4 [GPU Programming]: —, I.2.4 [Color, Shading, Shadowing and Texture]: —, I.2.4 [Architecture]: —,

1. Introduction
VR is already an established tool in architecture visualization. Recently, manufacturers of detached houses show increasing interest in VR visualization, not only for customer acquisition, but also to improve the process of sampling. For example having the customers choose the materials for their house, by using a fully configurable VR model, in which the materials of most surfaces can be chosen from the actual material catalog and immediately visualized in the VR model. Obviously, a high fidelity visual representation of the surface materials is a crucial success factor for such a solution. Equally important, the full catalog of materials offered by the manufacturer has to be presentable to the customer, which leads to a quite large and frequently changing material database. The VR system for this use case must be able to render an at least moderately complex geometric model with a relatively large number of different materials at interactive frame rates.

2. Motivation
Our experience from a variety of VR architecture visualization projects shows a common problem in collecting all the visual materials needed for high-quality visualization, often leading to a fallback to lookalike materials as described above. In our particular use case of customizable buildings, this problem is even harder: If we want to realize a true VR-based building customization, we do not only need a rendering quality way above simple textured geometry, but also a process for acquisition and generation of the necessary rendering resources, for exactly the materials which the house manufacturer wants to offer - lookalikes are not acceptable. In addition, in order to be productively implementable in the relevant industry, this process must be manageable and usable by computer graphics laypersons. Once established, such a process can generate a material database which is usable for a variety of visualization applications and target media. Many projects of architecture visualization, also those
with less need for customization functionality, can benefit from such a process and the resulting database.

3. Related Work

High-fidelity representation of surface materials is one of the key factors to visual realism, and, consequently, one of the most important research areas in computer graphics; [DRS08] provides an overview of techniques for material representation. As our use case requires handling of a large number of different physical materials, we concentrated on representation methods which can use acquired image data. A common method of digital representation of surface reflectance characteristics is the bidirectional reflectance distribution function (BRDF, [Nic65]), which defines the reflectance characteristics of a point on an opaque surface. As the specular portion of reflectance is depending on both the lighting and viewing angle, the BRDF is a four-dimensional function. For real materials, the BRDF can be represented numerically as a set of surface reflectance samples measured from different lighting and viewing angles, e.g. using a gonioreflectometer as described by Foo [Foo97]. For a sufficient sampling density, this results in large numerical databases. Extending the BRDF concept to materials where the BRDF varies over the surface, which is the case for most materials in our use case, leads to the the bidirectional texture function (BTF, [JnvGK96]), which further increases the amount of data to be stored to represent real materials. For example, the material samples in the BTF database Bonn [BTF11] were acquired for 81 lighting and viewing directions, resulting in a set of 6561 images with a resolution of 256x256 pixels each, for samples with a maximum physical size of 80x80 mm. For the acquisition of this imagery, two setups were used, one employing a moving camera and moving light source, the other, avoiding any moving parts, consisting of an array of 151 cameras and light sources in a half-spherical arrangement. To reduce the amount of data for real-time rendering usage, various approximation and compression techniques for BTF scanner data have been proposed. For example, Kautz [Kau05] proposes a BTF approximation using only ten image samples for different lighting directions and a fixed viewing direction, assuming isotropy and only small-scale features in the surface texture, and not representing specular characteristics in the acquired BTF data. Compression methods like the one proposed by Havran et al. [HFM10] can reduce the amount of data to be stored by a two or even three orders of magnitude, but at the cost of a computationally intense decompression during rendering.

4. Application Requirement Analysis

The input of the following groups was used to specify the requirements for our material acquisition and rendering process:

- **Material Manufacturer (MM)**: The MM has direct access to the physical material, as well as new materials even before they go into mass production.
- **Industry Software Manufacturer (ISM)**: Produces a software tool which manages 3D geometry of buildings and material assignment, probably along with production management data. Often a SME with special knowledge of industry sector.
- **VR Software Provider (VSP)**: Provides a VR visualization software with high quality visualization.
- **Application End User (AU)**: Uses the software and material data for products and projects which makes up their business. If the AU is a house manufacturer, it has also access to physical material.

As a result of our analysis, we found the following constraints and requirements:

- The total number of materials for a single AU can quickly reach several thousands.
- The acquisition of material image data has to be cost-effective and simple, using low-cost acquisition hardware.
- For cost considerations, it should be possible to use existing image data provided by the MM.
- For the materials that cannot be provided by the MM the resources have to be acquired in another way, e.g. material samples photographed by the AU, who has them available in most cases.
- As a result from the above, the process has to be able to get along with photographic image data.
- Existing image data from MM was not useable in most cases.
- A wide range of different material types (e.g. wood, stone, ceramic tiles) must be covered.
- Visual parameters that cannot be automatically collected have to be specified, e.g. relief depth measure.
- For correct 1:1 scale visualization, the actual material scale must be recorded.
- There must be a way to synthesize materials that could not be captured or are not tileable, e.g. wood based materials.
- Meta-materials are required to describe surfaces which consist of multiple different elements (tiles), such as checkerboard layered floor tiles.
- Similar material resources should be usable by multiple materials.

Based on these requirements we designed the necessary guidelines, tools and a VR application which uses the materials from the process within a productive use case.

5. Our Approach

From the above requirements, it becomes clear that a full BTF-based approach is not suitable for the task at hand. Image acquisition is too complex and too costly, and either the amount of resulting data is too large to be manageable for the number of materials we must handle in acquisition and
processing, or, if compression methods are applied, the runtime decompression is too costly to render all the materials occurring simultaneously in a typical scene. Thus, we had to trade physical correctness for manageability, while still providing a high-fidelity material rendering.

The basic idea of our approach is to render the materials using algorithms which can be efficiently implemented in GPU shaders, and which require only surface-related image resources such as diffuse texture, bump and normal maps. We analyzed and categorized the required range of material categories and developed a shader for each material category which yields the best representation of the particular material. This way, we could also incorporate material characteristics not represented in the BTF, such as occlusion effects from geometric surface relief, being important for materials like brick.

We further defined a standardized process of acquiring color images from the material samples, and use automatic or semi-automatic postprocessing to approximate the necessary shader resources, such as diffuse texture, height and normal maps, from these raw image data.

5.1. Acquisition of Image Resources

Most imagery initially available from MM and AU was taken under inappropriate lighting conditions and lacked the necessary scaling information and were thus not usable for our purposes. Thus we developed a material acquisition process with reproducible constraints to digitize the materials using a simple photographic setup. This process is described in a guideline for the AU, helping to ensure its correct application. It contains correct lighting condition setup, surface preparation, camera setup and image capturing. The area containing the material sample must be segmented from the image taken, which should happen automatically wherever possible. To that end, we designed a gauge consisting of three parts, each equipped with an AR-Toolkit [KB99] marker. Having placed these at the corners of the material sample, we are able to extract the actual material image area as well as its physical size in the same step.

![Figure 1](image.png)

Figure 1: Example picture for image acquisition of a single ceramic floor tile.

Additional information not represented in the image, such as surface roughness of the material, is approximated by weighted parameters which are entered by the user through an electronic form associated with the image. These data are used to indirectly parameterize the shaders, as described below.

5.2. Image Postprocessing and Import Process

After acquisition and cropping, the other image maps which may be required by the shaders, such as height or normal maps, are generated from the original photographic image. Obviously, this process does not generate physically correct surface informations, but it gives a sufficient approximation in most cases. References to the resulting images, along with scaling and the other additional parameters are then inserted into the material database. Even for a limited number of materials, due to the high number of dimensions of the parameter space, a huge amount of data would result if we would pre-generate all occurrences of each material. To avoid redundant material generation, including generation of the required texture resources from the raw images, is deferred to the moment of request. The result is cached so that subsequent requests won’t delay the generation process.

5.3. Categorization of Materials and Representation in Shaders

We categorized the materials into basic groups such as ceramic tiles, paint, or plaster, for two reasons. At first for shader development, in order to select the combination shading algorithms yielding the best visual result for a particular material. Secondly to provide the end user with a set of material parameters which are described in terms common to the user instead of exposing the raw shader parameters. For example, the user gets a parameter for surface roughness which controls both bump and parallax mapping of a brick shader. Each material category has its own particular set of parameters describing it completely. The mapping of these user-space parameters to the actual shader tweakables is described in a per-material data structure called the Shader Map. For the current implementation, we developed 21 different shader effects to efficiently use the memory and computing power of up-to-date graphics hardware, while using techniques like relief mapping (see [AMHH08]) to achieve maximum visual realism. The categorization of materials allows us to apply the best-fitting shading algorithms to each material. Environment maps for reflection mapping are provided by the rendering engine. For complexity reduction as well as to reduce artifacts from repetition for tiled materials, we incorporate a patterning technique inspired by [LN03] within the shaders. We store the shader resources for one or more base tiles, and use an additional small index texture, which requires a resolution of one texel per pattern tile, to construct arbitrary tile patterns, requiring texture space only for the base tiles and the index texture. In addition, we use this technique to pseudo-randomly rotate repeated tiles by multiples of 90/180 degrees for quadratic/rectangular tiles;
this considerably reduces repetition artifacts. Another degree of freedom handled within the shaders is rotation of tile patterns, e.g. for diagonal tile alignment. The shaders are implemented in the Cg language [MSK+03] and encapsulated in the associated CgFX effect format. Color plates 2, 3, 4, 5 show some examples of materials as rendered by our VR application.

6. Results
We implemented all of the previously mentioned features of the process for the German brick house maker Bauunion1905 in a special VR-setup [BHK11] which consists of a 3m x 2.4m stereo projection in a cinema-like ambience. For the planning and calculation of the houses, the integrated industrial software solution VI2000 from the German supplier Softwareparadies [SWP11] is used, which is capable of generating a simple, textured 3D view of the house being planned. The VR application developed by us is based on VRfx [BWD07], with a user interface customized to the requirements of this particular use case. Our VR application communicates bidirectionally with VI2000 over network, obtaining the 3D geometry and material assignment information and providing information about material changes carried out during the customization session. The brick house maker acquired about 2000 material images and parameters, resulting in about 5800 distinct materials from 13 material categories, which are rendered using 21 different shaders. For a typical average house model with 422k triangles and decorated with 12 different material shaders, we achieve a frame rate of about 20 Hz on the productive system with two NVIDIA Quadro FX 5800 cards (one per eye).

The evaluation focus for us was the usefulness of the VR-based sampling process itself rather than the VR user interface, as the latter is operated by a trained user and thus is less important for the customer’s user experience. Until today, Bauunion has led about 200 clients through the virtual building customization process. Bauunion presents a satisfaction questionnaire to every customer and statistically evaluates the results; this was extended by specific questions about the VR-based material choosing. About 80% say that VR-based sampling was helpful in choosing the materials for the building, compared to the traditional process of examining isolated material samples in a physical exhibition. About 90% of the customers reported that the real house which was built later met or even exceeded their expectations they had from the virtual sampling process.

7. Future work
These results indicate that the visual quality we can obtain using the proposed process is sufficient for the use case. Nevertheless, further improvement of visual quality by incorporating new shading techniques is an ongoing process. The material acquisition process itself, while having proven to be applicable for the large amount of materials we encountered, still has to be made more end user friendly, by streamlining the current prototypic user interfaces for data import and database maintenance. Also, the integration of recent material image processing tools like Allegorithmic [ALL11] or CrazyBump [CRA11] is investigated, which is facilitated by the component-based structure of our material processing workflow.
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