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Abstract

We present a novel tele-presence approach that extends the window metaphor by combining large high-resolution LCD walls with multi-camera 3D video. We propose to integrate an array of cameras into the bezels of the wall to support flexible camera placement for optimized video acquisition. The user’s 3D video representation combined with the high-resolution LCD wall provides local and remote users with a shared virtual space in an extended life-size window metaphor. We discuss important system design aspects such as camera placement strategies, resolution, field of view, and dynamic camera selection for different 3D video reconstruction approaches, such as stereo and visual hulls. Finally, we describe our current prototype system based on the design guidelines described in this paper.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism—Virtual Reality

1. Introduction

In recent years, the demand for systems that support remote collaboration and tele-presence has increased steadily. Collaborating teams are often spread over large distances and ad-hoc meetings are difficult to organize. Video conferencing, online document sharing, and cloud computing cannot fully replace face-to-face meetings. In this paper, we present a new tele-presence approach that draws on recent developments in the areas of large high-resolution displays, 3D video, virtual reality, and user interaction. Our prototype system comprises off-the-shelf hardware components and can be replicated easily.

We explore the use of large high-resolution LCD walls for collaborative tele-presence. Tiled display walls have several advantages over traditional projection-based display systems due to their scalable pixel dimensions and display area [NSS +06]. Thus, we are able to display remote users at a natural scale at a sufficient resolution. Furthermore, this enables us to use the display as a shared application workspace for high-resolution content. As a result, frequent zoom-and-pan interaction using mouse and keyboard is reduced compared with standard desktop displays: If a user needs an overview of the workspace, she can step back. To obtain a detailed view, she can simply step closer to the area of interest on the screen.

One of our central ideas is the integration of cameras directly into the LCD wall by utilizing the "unused" bezel space between individual display panels. Integrating cameras directly into the display wall provides us with a number of interesting new options. We are able to capture free-viewpoint 3D video with multiple cameras that are facing the user directly. Previous approaches, such as the blue-c tele-presence system [GWN +03], achieved this by using shuttered display screens and placing the cameras behind the screen outside of the user’s view. However, the blue-c prototype required numerous custom components and is difficult to replicate.

Our approach can be used as a virtual window into a remote space. We introduce a shared virtual space that is located between the local and remote users. We call this setting Extended Window Metaphor. We demonstrate how this shared virtual space enables us to explore new possibilities for interaction and collaboration and how it guides the design. We discuss how we can take advantage of the constraints of our system and present the current hardware implementation of our prototype.
The main contributions of our work are (i) introduction of the Extended Window Metaphor, (ii) integration of a camera array into a tiled LCD wall, (iii) easy-to-use estimations to guide camera placement, (iv) a discussion on how the shared virtual space helps to overcome some resolution problems and (v) a description of the chosen hardware for our prototype system.

2. Related Work

The Office of the Future by Raskar et al. [RWC∗02] the National Tele-immersion Initiative [STL∗01] and Lanier [Lan01] highlighted the importance of tele-immersion as advanced video-conferencing environments with support for important non-verbal communication cues such as gaze. The blue-c tele-presence environment by Gross et al. [GWN∗03], introduced the first fully-functional bi-directional tele-presence system. These early systems, however, were proof-of-concept prototypes that are difficult to replicate.

Anstis et al. [AMM69] identified gaze direction as a crucial non-verbal cue in tele-communication applications. The influence of camera position, relation between camera position to image position and of the displayed image size on the perception of eye contact was studied in [GM03]. An evaluation of the influence of eye contact on trust in messaging was carried out in [BS06]. Nguyen and Canny [NC07] showed that non-verbal cues like gaze awareness help to improve trust in video conferencing. Recent studies by Roberts et al. [RWR∗09] and Murray et al. [MRS∗09] demonstrated the importance of realistic eye gaze in immersive collaborative environments. These studies conclude that (i) tele-presence system has to support high-resolution video avatars to enable the user to track eye gaze, (ii) realistic eye movement is necessary to judge gaze direction, (iii) a real image of the remote user is superior to synthetic avatars in perceived presence, and (iv) a 2D video stream without perspective correction and a correct parallax can lead to loss of trust and gaze judgement.

Lincoln et al. [LNI∗09] presented a multi-user lenticular display with support for multiple perspectives for each viewer. The system supports non-verbal cues, but the users are required to remain in specific locations in front of the display. An early tele-conferencing system using a wall-sized display and enabling interaction in a virtual environment is presented in [GAB99]. A multi user approach described in [KS02] provides a perspective correct view on the conferreces located around a virtual desk. The HoloPort system by Kuechler and Kunz [KK06] supports gaze-awareness as well as on-screen and free-space interaction using an infrared pen. However, shared collaboration data, which is overlaid on top of the remote video, occludes the remote user’s hands.

Numerous multi-view video schemes have been presented in recent years. For an overview see Kubota et al. [KSM∗07] and Smolic [Smo09]. Many of these approaches are not suitable for online collaboration due to their lack of real-time support. Real-time systems frequently use silhouette-based visual hull approaches [GWN∗03, KK09, MBR∗00, MBM01, PLB∗09, PLM∗10]. Petit et al. [PLB∗09] devised a parallel version of the polyhedral visual hull algorithm. Vasudevan et al. [VLK∗10] presented a multi-camera system that covers a 360°-view of the user. They calculate a 3D mesh in real time from pairs of video images using a stereo approach. The resulting 3D user representation is merged with a shared virtual environment. The camera acquisition setup, however, cannot be integrated with the immersive display system in a straightforward manner to support bi-directional communication. Furthermore, the use of active-stereo glasses prohibits direct eye contact between local and remote users.

In contrast, autostereoscopic displays, such as the Varrier tiled LCD wall [SMG∗05], enable the user to perceive 3D content without wearing glasses. Jones et al. [JLF∗09] presented a one-to-many 3D Teleconferencing system that facilitates gaze cues and eye contact. The system captures a multi-view representation of the user’s head and renders it on a volumetric autostereoscopic display. Currently, the display system supports only one 3D subject.

Recent work by Ebara et al. [EKLK07, ES09] placed video cameras at the center and the edges of a tiled display, respectively, to support gaze awareness and eye contact in a large display environment. Only the 2D video stream of a single camera is transmitted to the remote site and integration into a shared virtual space is not supported.

Several systems have used video cameras in large display environment for user interaction purposes. Strode et al. [STLA09] placed video cameras along the floor to create an interaction space in front of their display wall where the 3D position of a user’s finger can be triangulated without using markers. Luo and Kenyon [LK09] employed a single camera to control an ultra-high-resolution tiled display wall by using gestures.

Our goal is to integrate the idea of virtual see-through into a collaborative virtual environment with 3D video conferencing combined with the benefits of a large screen (e.g., life-size user, large interaction space, gaze awareness).

3. Extended Window Metaphor

The Window Metaphor uses a display as a real window into a virtual space. If a user is moving in front of the display, the virtual camera viewpoint, which can be obtained using a head tracker, is updated. Thus, depth perception is created via motion parallax.

Yuan [Yua09] called this setting “virtual 3D see-through experience” for high-resolution displays. The basic window metaphor creates a window that looks into a virtual space that contains a 3D scene. We suggest a simple and natural
extension to the basic window metaphor for collaborative environments. Firstly, we look through the window into a virtual space as before. Secondly, we place the remote physical space of our collaborator behind the virtual space. In other words, we are looking through the "second window" into our collaborator’s physical space. This concept is illustrated in Figure 1.

The depth of the virtual space in between the two windows can be adjusted and can contain shared collaborative data. The collaborators are separated from this virtual space. We believe that this arrangement is suitable for very natural collaboration in distributed large display environments.

The benefits are:

1. **natural scale**: users (and virtual objects) appear in natural size.
2. **gaze awareness**: We can see where our remote collaborator is looking at, whether she is making eye contact or is looking at some object in the virtual space.
3. **collaboration space in between**: The virtual space for collaboration is in between of the two users.
4. **high resolution content**: Content in the virtual space may be displayed at ultra-high resolution.
5. **intuitive navigation**: The systems supports motion parallax based on tracking the users’s head position and orientation.

To implement the Extended Window Metaphor for large high-resolution displays we need three main hardware components: (i) a display connected to a computation cluster, (ii) low-latency head tracking, and (iii) a camera array integrated into the display. All systems may be built from available off-the-shelf components.

Some consumer displays already contain integrated cameras. Generally, these cameras are positioned centered and above the display. One may use these displays directly for building a tiled display. To position the cameras in a more flexible fashion, we decided to integrate small micro-lens cameras with remote heads between the bezels of the display panels. See Section 5 for more details on the hardware setup of our prototype implementation.

4. System Design Considerations

In this section we discuss some general conditions and constraints associated with the proposed setup. Firstly, we consider some aspects of the user’s action radius and visual acuity in front of a large high resolution display. We discuss camera positioning, camera tilt, and sensor dimensions. The impacts of all parameters are characterized by a set of approximation formulas. Then, the next subsection discusses in detail the screen-space resolution of objects on the tiled display using these estimations.

To create virtual viewpoints from camera arrays there exists a variety of algorithms. The more cameras are used, the more data needs to be processed. If the camera array is sparse, then more computational power is needed. We devise camera selection strategies to reduce bandwidth and computational requirements.

4.1. Visual Acuity

The position of the user in front of the large display is related directly to the placement of the virtual camera and the user’s perceived resolution. In the following we will give some characterisations.

For ergonomic reasons, the minimal distance to a standard LCD panel in a desktop environment is normally 40 cm. Therefore, we assume that this is the minimal user-display distance for users in front of a tiled LCD wall. The maximum user-display distance is limited by the room size or the range of the tracking system.

The limit of human visual acuity is $\approx 0.5 \text{ min of arc}$ (i.e., $0.0083^\circ$) [Sta02]. Assuming a user-display distance, $d_{ud}$, and a display resolution, $r_{\text{display}}$, the resulting angular resolution $\rho$ may be approximated as

$$\tan \rho \approx \frac{1}{r_{\text{display}}d_{ud}}. \quad (1)$$

Assuming $d_{ud} = 40 \text{ cm}$ and $r_{\text{display}} = 40 \text{ px/cm} (\approx 101 \text{ dpi})$, then, $\rho$ is approximately $0.036^\circ$/px. This value does not reach the limit for the visual acuity of the human eye. Nevertheless, it is a good landmark because this is the angular resolution in desktop environments.

4.2. Camera Placement

For practical reasons we restrict the placement of cameras to the bezels between pairs of tiles. As a consequence, some of the space in front of every display cannot be covered. However, cameras may be placed freely in locations outside of the display wall.

The exact location of the cameras on the grid does not only depend on the tile layout, but also on the number of cameras and the 3D video reconstruction algorithm. Therefore, in this section we will give some general rules and some
simple formulas to relate the field of view (FOV) and camera spacing on the grid.

We define the full-view distance, $d_{fv}$, as the distance from the display wall, from where a point in space is seen by at least one camera. The full-overlap distance, $d_{fo}$, is the distance where the point is seen by at least two cameras. These distances should be as small as possible and at best smaller than the minimal user-display distance $d_{ud}$.

The full-view distance, $d_{fv}$, may be calculated using two cameras where $s$ is the spacing between the cameras (see Figure 2). The FOV and tilt angles for the $i$-th camera are $\phi_i$ and $\psi_i$, respectively:

$$d_{fv} = s \left[ \tan \left( \frac{1}{2} \phi_1 + \psi_1 \right) + \tan \left( \frac{1}{2} \phi_2 + \psi_2 \right) \right]^{-1}. \quad (2)$$

In the common case where the two cameras have the same FOV and the tilt is zero (the cameras principal rays are perpendicular to the display) the equation simplifies to

$$d_{fv} = \frac{1}{2} s \tan \left( \frac{180^\circ - \phi}{2} \right). \quad (3)$$

For example, to get a full-view distance of at most the minimal user-display distance of 40 cm with a FOV $\phi = 80^\circ$ the spacing must be $s < 67$ cm.

Obtaining bounds for full-overlap distance is more complex. Therefore, we just consider the most simple case, where all cameras have the same spacing, $s$, the same FOV, and the principal rays are all perpendicular. Then, the full-overlap distance, $d_{fo}$, is just two times the full-view distance, $d_{fv}$:

$$d_{fo} = 2 d_{fv} \quad \text{or} \quad d_{fo} = s \tan \left( \frac{180^\circ - \phi}{2} \right). \quad (4)$$

Despite the overlap of the cameras FOV, another important factor is the object height in pixels, $p_{obj}$, seen by the camera sensor at different distances. Given an object of height $h_{obj}$ at distance $d_{obj}$ as well as vertical camera sensor dimension in pixels, $p_{cam}$, and the FOV, $\phi$, we estimate $p_{obj}$ using

$$p_{obj} = \frac{p_{cam}}{2 d_{obj} \tan \left( \frac{1}{2} \phi \right)} h_{obj}. \quad (5)$$

Often, only the horizontal FOV, $\phi_h$, of camera lenses is available from the specification. If the aspect ratio of the chip $h/w$ is known, the vertical FOV, $\phi_v$, may be calculated from the following relation:

$$\tan \left( \frac{\phi_v}{2} \right) = \frac{h}{w} \tan \left( \frac{\phi_h}{2} \right). \quad (6)$$

### 4.3. Camera Tilt

In typical camera layouts for 3D video acquisition, the cameras point at the center of the scene. This is not the best choice for large high-resolution displays, because the user is expected to move within a considerable distance to the left and to the right in front of the display. Therefore, the horizontal camera tilt should be $0^\circ$. At the display’s boundaries one may let the cameras point inwards, depending on whether the user can move the left or right boundary of the display.

However, the vertical camera tilt may be modified to increase camera overlap and reduce (vertically) the full-view distance. For example, using Equation 2, we set a moderate vertical tilt $\phi_1 = 0^\circ$, $\phi_2 = 15^\circ$, a vertical FOV $\phi_{1,2} = 70^\circ$ and the vertical camera spacing, $s_v$ to one display height $s_v = 40$ cm. The full-view distance then is $d_{fv} \approx 21$ cm. Without tilt ($\phi_1 = \phi_2 = 0^\circ$) we obtain $d_{fv} \approx 28$ cm.

Now, using Equation 3 we can calculate the horizontal camera spacing that would be required to get the same full-view distance of $d_{fv} = 21$ cm. With $\phi_v = 70^\circ$ the horizontal FOV is $\phi_h = 86^\circ$ (with an aspect ratio $h/w$ of 3/4). Inserting these values into Equation 3 results in a horizontal camera spacing of $s_h = 39$ cm. Note that this is approximately the vertical camera spacing $s_v$ from above.

This example showed that introducing vertical camera tilt helps to reduce the full-view distance. Reducing the full-view distance also reduces the full-overlap distance. Overlap of neighbouring cameras is crucial for depth reconstruction that based on finding correspondences.

For this example we assume a fixed monitor height, because the camera sensor’s aspect ratio is 4:3 whereas most modern LCD panels are 16:10. If the goal is to minimize the full-view distance, then placing the cameras on the horizontal gaps between displays is preferable.

### 4.4. Resolution

The depth of the virtual space, $e$, has effect on the projected size of the remote user with height $d_{obj}$ on the tiled display as illustrated in Figure 3. The image height in pixels, $p_{obj}$, may be calculated as
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Hence, to quantify the effect, we again set $u_r = 0$ that this increases the projected size of the remote user. $p_{obj}$. We assume a user who is $h_{obj} = 170$ cm tall. The values for $r_{display}$ and $d_{obj}$ remain the same and we obtain $p_{obj} = 4000$ px from Equation 7. Standing close to the display at a distance of $d_{ud} = 40$ cm we would obtain $p_{obj} = 1511$ px.

Now, standing farther from the LCD wall, we may not need the high resolution. To achieve the angular resolution of desktop displays, $p = 0.036^\circ$, at a distance $d_{ud} = 200$ cm, we need a display resolution of $r_{display} = 8$ px/cm. Hence, the remote user’s image size increases by a factor of 2.7, but the necessary display resolution decreases faster (by a factor of 0.2). That means angular resolution compensates well the increasing image size of the user.

At this point we have considered two extreme cases: (i) both users standing close to the display and (ii), the remote user remains close and the local user steps back. An exhaustive discussion would have to include the two remaining cases: (iii) the remote users steps back, whereas the local user stays close and (iv), both users step back. We will consider these cases briefly.

Using Equation 8 for case (iii) with $d_{ud} = 40$ cm, $e = 100$ cm, $d_{obj} = 200$ cm, $\phi = 70^\circ$, and $r_{display} = 40$ px/cm, we realize that the necessary camera resolution increases slightly to $p_{cam} = 659$ px. For the remaining case (iv) with $d_{ud} = d_{obj} = 200$ cm, $e = 100$ cm, $\phi = 70^\circ$, and $r_{display} = 40$ px/cm we obtain $p_{cam} = 4481$ px. If we multiply by 0.2 we get 897 px, which is the necessary vertical pixel dimension if we want to reach desktop angular resolution.

We conclude that resolution issues can be compensated by the added virtual space. There is a trade-off between wide FOV (to assure low minimal user-display distance) and high resolution (requiring smaller FOV and/or higher chip dimensions). The limiting case is where both users step back.

4.5. Dynamic Camera Selection

The user is typically not captured by all cameras simultaneously when standing close to the LCD wall. Hence, we may select a subset of cameras dynamically depending user’s position.

Typical camera chip resolutions vary between 640x480 (VGA) and 1920x1080 (HDTV 1080p), which results in a bandwidth of about 1 - 6 MBytes for each RGB frame. A favorable framerate for realtime applications is 30 fps. Combined with a frame rate of 30 Hz, that means each camera generates 30 to 180 MBytes of (uncompressed RGB) data per second. For that reason bandwidth may become an issue if the camera array is dense.

Consequently, dynamic camera selection also saves processing time. Consider, for example, a visual hull based reconstruction scheme with a complexity of $O(n^2)$, where $n$ is the number of silhouettes (see, e.g., [PLM*10]).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Size of objects on the large high-resolution display.}
\end{figure}
From the above discussion, we can estimate the set of cameras that can capture the user based on head tracking information. If the user is standing close to the display, only some columns of the camera grid are needed. If the user steps back she will be visible in more cameras. In this case the camera rows from the top and bottom may be left out, because the user is imaged completely in centre camera rows.

### 4.6. Standard Reconstruction Algorithms

Two standard algorithms which are frequently used in real-time 3D and depth reconstruction are visual hull based approaches and small baseline stereo.

Visual Hull based approaches reconstruct full geometry by carving the object from space using its silhouettes. For good results, different viewpoints around the objects are needed. Hence, we need additional cameras that are not integrated into the tiled display. Generally, cameras can be placed freely to the left and to the right of the wall. However, one has to keep in mind that any cameras capturing parts of the tiled display itself might not be advisable, because the dynamic content on the display will complicate background segmentation. Precise and fast segmentation is a crucial and very sensitive step in real-time visual hull reconstruction.

In small baseline stereo reconstruction settings, the cameras are arranged in pairs. We can treat a stereo pair as one camera when using Equation 2 to calculate the full-view distance. Within each stereo pair’s cone we are able to acquire depth information, because we have overlap. That means, for small baseline stereo, the full-overlap distance is approximately equal to the full-view distance ($d_{ov} \approx d_{fv}$).

### 5. Prototype Setup and Discussion

Based on the design parameters outlined in the previous sections, we built our prototype system. We describe our prototype and its hardware components as outlined in Section 3. Furthermore, we discuss our results, possible drawbacks and propose further research.

(i) **Displaywall and Computation Cluster:** The basic construction of our tiled LCD wall follows the guidelines from the OptIPortal project [DLR’09]. It comprises 24 DELL 2709W displays. These displays were chosen due to their horizontal and 7 cameras vertical positioned inside the wall. Following the calculation above we would need 11 cameras mounted perpendicular inside the wall.

A set of four panels is connected to one compute node. Each compute node is equipped with two NVIDIA GTX 260 graphic card. The cluster is interconnected using Gigabit Ethernet.

(ii) **Head Tracking System:** We use a 12-camera OptiTrack infrared head-tracking system, which provides us with a large tracking volume in front of the LCD wall. The volume inside which a user can move while looking at the wall provides a maximal user-display distance of 3.5 m away from the screen and a minimal user-display distance of 40 cm. This reflects what we stated in section 4.1.

(iii) **Camera Array:** To evaluate the configurations for the cameras and as a proof of concept we integrated six remote-head PointGrey Dragonfly2 Firewire cameras inside the wall (see figure 4). The cameras are connected each to one compute node to use its full processing power for preprocessing the acquired images. To acquire additional views we can position eight PointGrey Flea2 cameras around the volume in front of the display wall. Our Dragonfly2 cameras are equipped with wide-angle high resolution 3.6 mm lenses with a field of view of 82.5° at a minimal working distance of 40 cm and an optical resolution of 150 lp/mm. We decided against lenses with a wider FOV due to the heavy loss of resolution outside their centre and the introduced distortion. The Dragonfly2 cameras use a 1/3" sensor with an aspect ratio of 4/3 and square pixels. Using equation 6 and our horizontal field of view of 82.5° this delivers a vertical field of view of 66.67°. Due to physical simplicity we consider the cameras mounted perpendicular inside the wall.

Now we are able to calculate required setup and number of cameras using the above specifications. Having a minimal working distance of 40 cm provided by the lenses, which is even the minimal ergonomic viewing distance according to section 4.1, we obtain a full-view distance with a horizontal camera spacing of 70 cm. For the vertical positioning we need a spacing of 52.6 cm. A full-overlap can be achieved by dividing the above full-view distance by two, resulting in 35 cm horizontal and 26.3 cm vertical distances between the cameras.

Our wall has a width of 378 cm and a height of 164 cm. Following the calculation above we would need 11 cameras horizontal and 7 cameras vertical positioned inside the wall to have full overlap in all directions. Due to the restriction of positioning the cameras on the bezels we are not able to position the cameras on a grid with the calculated spacing of 35 x 26.3 cm. Since full overlap is only important for

<table>
<thead>
<tr>
<th>Table 1: Specification of our tiled LCD wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>display wall properties</td>
</tr>
<tr>
<td># of 27&quot; panels (6 × 4)</td>
</tr>
<tr>
<td># of horizontal pixels</td>
</tr>
<tr>
<td># of vertical pixels</td>
</tr>
<tr>
<td>(outer) height</td>
</tr>
<tr>
<td>(outer) width</td>
</tr>
<tr>
<td>bezel width between panels</td>
</tr>
<tr>
<td>height above floor</td>
</tr>
<tr>
<td>single panel height</td>
</tr>
<tr>
<td>single panel width</td>
</tr>
</tbody>
</table>
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wide baseline stereo depth extraction we can decide to just have full overlap in horizontal axis. In section 4.3 we also discussed why it is beneficial to place the cameras on the horizontal bezels. Positioning the cameras in equal distances without displacement from row to row, we can position 11 cameras horizontal per row in the required spacing of 35 cm and 5 cameras in each column in a distance of 41 cm due to the height of the panels. This results in a total number of 55 cameras if one wants to use wide baseline depth from stereo algorithms that will work up to the minimal distance of 40 cm. With the vertical camera distance of 41 cm we reach vertical full-overlap distance at 63 cm away from the display wall. Using the option of tilting the cameras vertically we could reduce this distance further (see 4.3 and Fig. 2).

Our approach has also some drawbacks. First, the display wall doesn’t support stereo rendering. This would be possible with autostereoscopic displays (like in [SMG*05]) or glasses. Stereoscopic display that require the user to wear glasses are not suitable for tele-presence systems because they do not support eye contact. As a result, synthetic 3D objects can only be perceived as being inside the virtual space and in front of the display. However, by supporting motion parallax through 3D video, we believe that this will compensate for the lack of stereo parallax.

Currently, spatial audio recording is not considered, but to improve presence, we plan to investigate this in the future.

6. Conclusions
We introduced a novel tele-presence approach for large LCD walls, which we call the Extended Window Metaphor. We investigate the various constraints and option for camera setup and showed how the number of cameras can be reduced using vertical tilt. We further showed in 4.4 that due to the physical properties and the human visual acuity the use of cameras with a pixel resolution of 800x600 is sufficient for most practical cases. We gave some principal ideas how to further reduce the acquired data due to a camera selection. Our results show that a considerable number of cameras is necessary to build a tele-presence system that supports 3D video acquisition at high resolution. Therefore, we plan to investigate alternative video acquisition schemes including the use of time-of-flight depth cameras.
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