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Abstract

Embroidery is a long-standing and high-quality approach to making logos and images on textiles. Nowadays, it can also be performed via automated machines that weave threads with high spatial accuracy. A characteristic feature of the appearance of the threads is a high degree of anisotropy. The anisotropic behavior is caused by depositing thin but long strings of thread. As a result, the stitched patterns convey both color and direction. Artists leverage this anisotropic behavior to enhance pure color images with textures, illusions of motion, or depth cues. However, designing colorful embroidery patterns with prescribed directionality is a challenging task, one usually requiring an expert designer. In this work, we propose an interactive algorithm that generates machine-fabricable embroidery patterns from multi-chromatic images equipped with user-specified directionality fields. We cast the problem of finding a stitching pattern into vector theory. To find a suitable stitching pattern, we extract sources and sinks from the divergence field of the vector field extracted from the input and use them to trace streamlines. We further optimize the streamlines to guarantee a smooth and connected stitching pattern. The generated patterns approximate the color distribution constrained by the directionality field. To allow for further artistic control, the trade-off between color match and directionality match can be interactively explored via an intuitive slider. We showcase our approach by fabricating several embroidery paths.

CCS Concepts

- Computing methodologies \rightarrow Shape modeling;
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1. Introduction

The embroidery machine is one of the oldest fully automated devices, starting from designs punched on paper tapes and continuing in modern times with numerically controlled machines featuring several stitching heads. To create the desired appearance, embroidery machines weave colored threads into a cloth substrate. This process is governed by strict hardware constraints, such as a minimal stitch length, and connectedness of adjacent stitches to form stitch lines. Because of these constraints, the fabrication process generates a characteristic anisotropic appearance [GLL+21] with a limited design space. By trial and error, artists have learned to navigate this design space and leverage the anisotropy to create various effects. For example, horizontal and vertical directions are used to convey depth, diagonal lines convey movement and a sense of energy, and curved lines evoke emotions while softening edges. For more embroidery practices in real life, we refer the readers to a book [Nee18] that covers many of the aspects of this traditional handcraft technique.

Despite the importance of thread directionality, commercial embroidery software [Ber21] offers only limited control options, for example, a set of pre-programmed parametric designs. Alternatively, it hides the anisotropy while partitioning via color quantization and filling partitions with randomized stitches; see Figure 11. As a result, reproducing features such as a flowing river requires the manual generation of several regions that approximate the river flow.

One of the key reasons why only limited control over anisotropy is provided is the challenging interaction between spatially varying directionality and thread density. When generating a curve network following a direction field at a given density, it is impossible to satisfy both requirements exactly. Despite the availability of algorithms for the generation of these so-called stripe patterns, none satisfy the unique demands for generating stitching paths and providing enough artistic control. We propose a new algorithm for generating a stitching path, based on sampling the spawning points and terminal points of curve segments that are guaranteed to yield a distribution with the correct average directionality and density. In the next step, we include the designer in the loop to strike an aesthetic balance between faithfully reproducing directionality and density also on a local level.

The entire pipeline of our interactive algorithm for the generation of embroidery patterns with desired directionality is illustrated in Figure 2. Our input is a multichromatic image representing the density of individual colors and a direction field (Figure 2, Input). The first step, and one of our technical contributions, is the generation of sources and sinks in the interior and on the boundary of a colored region (Figure 2, Sources). The distribution of these points is guaranteed to be such that the streamlines (Figure 2, Streamlines) traced through the direction field from sources to sinks will reproduce the density given by the colors of the input. To explicitly address the trade-off between adhering to the density and direction field, we introduce an interactive regularization step (Figure 2, Regularization), in which the artist can explore different options, as illustrated in Figure 7. Finally, we postprocess the set of streamlines to yield one continuous path and fabricate it on an embroidery machine (Figure 2, Fabrication).

To demonstrate the usefulness of our approach, we created a design interface that facilitates the conversion of images into colored regions with a direction field and, ultimately, into a stitching path. We showcase the results of our design pipeline by fabricating several automatically generated stitching patterns.

2. Related Work

Embroidery modeling is a long-standing problem in computer graphics, and one of its important aspects is the intricate anisotropic appearance of embroidered threads. For embroidery visualization, there is work that proposes modeling the thread as a bundle of elongated cylinders [CMKM12]. The cylinders can be further refined to incorporate the bending of a thread as it enters and leaves the fabric [GLL+21]. The resulting visualizations yield a faithful representation of the final stitched designs [YSMY16, MS21]. The visualization can be enhanced to automatically convert input images to stitch representation where stitches are parametrized by their starting and ending locations [CSZ17, QXC+19, QXC+20]. Even though these methods can produce images in a realistic embroidery style, their final design tends to contain many disconnected stitches, making it hard to be directly sewn on an embroidery machine.

Fabrication constraints are a key factor in the successful design of embroidery patterns. To guarantee stitchable patterns, commercial software [Ber21] only provides a restricted set of predefined parametric patterns, from which the user can choose. This paradigm was extended to semi-automatically convert an input image into a set of regions with user-selected textures [GLL+21]. An alternative to manual pattern selection is the automatic conversion of images to embroidery designs. These automatic tools mask the anisotropy of the thread designs by generating patterns with randomized stitch directions. However, this randomization does not exploit the full capabilities of the hardware to use the thread direction for texturing. Thus, researchers investigated how to convert input images into designs suitable for continuous line-drawing systems [KLC07, WT13, LM14, CPG15]. [LHM17] proposed a fully automatic method for generating quilt path from images, with the path constrained being a single loop and aggregating the edge information extracted from the image. Our proposed method is for generating fabricable embroidery designs from images, and the key difference is that we aim to produce colored infills. Therefore, our technique can be seen as a complimentary, where the main color information could be manufactured using our method, and then, the edges could be enhanced with the method proposed by [LHM17].

Non-photorealistic rendering researchers have also investigated the problem of generating images that are composed of strokes with a prescribed density and/or directionality. Automated methods were designed for various painting techniques, including pencil drawings [LXJ12], inks [Ahm14], and oil paintings [HFL11]. Another interesting technique is hatching, where shades are reproduced by tightly spacing parallel lines [WS94, ZISS04, KSZ18, LFH+19]. However, these techniques are tightly tied to the painting method of choice and, as a result, cannot be readily applied to embroidery, where many of the original assumptions, such as color blending, are violated.
Another option to reproduce the desired density is to generate continuous lines passing through key image features. This typically involves first generating a set of points that approximate the desired image either manually or via stippling techniques [Sec02]. These points can then be treated as a graph, and connecting lines can be generated by solving a traveling salesman problem, or a minimal spanning tree [Ahn15]. The edges of the graph can be further weighted to produce more aesthetically pleasing results [IU09]. Although these methods can capture the density information well, the directionality is often neglected. In contrast, we seek to design a pattern that respects user-supplied density and directionality fields.

**Visualization techniques** for prescribed density and directionality fields are another option to reproduce an image [TB96]. The techniques are either based on tracing the streamlines directly [JL97, MAD05, LS20] or through a generative noise function [LH06, LLD10]. The image-based methods can be further extended to trace the streamlines on meshes [CDS10, SLCZ09, KCP13] or utilize curve-based [TWY20] or image-based [HWY20] primitives. For a more detailed overview of these techniques please see [DGK07]. Recently, [BCOM*22] proposed a method to generate infills of a constant density while providing control over anisotropy via a directionality field. In contrast, we aim to control both the density and directionality based on user-supplied input.

Two promising techniques for the generation of stripe patterns are those proposed in [KCP15] and [TEZ*19, TZY*20]. The former does not have fabrication as a goal, but yields excellent results for inputs in which the gradient of the density field aligns with the direction field. The latter leverages parametric noise functions to generate images with a prescribed density and directionality. We compare these two methods to ours in Figure 10 and find that our results are more regular and contain fewer artifacts in regions with a changing density. Furthermore, our method provides a higher level of user control by allowing users to interactively explore a range of designs with an intuitive slider.

![Figure 2: Our method takes as input a density and a direction field, extracted from an image and user input direction (blue arrows). We sample the sources (blue dots) and sinks (orange dots) according to the divergence field of the combination of density and direction field. Then, we trace and trim streamlines from the sources and sinks. Next, we run a regularization step to promote even spacing between the streamlines. Finally, with postprocessing, a single connected path is constructed and embroidered by a programmable embroidery machine.](image_url)

3. **Design of Embroidery Patterns**

The design space of sewable embroidery is constrained by hardware limitations. The machine has access to a limited selection of threads and can typically load only up to 10 colors. Moreover, the thread-cutting function is slow and unreliable, often leaving strands that require manual cleaning. Therefore, each color in the design should be carefully considered to avoid unnecessary thread swapping or cutting. We reflect these constraints in our method.

Our pipeline takes as input a simply connected domain $\Omega \subset \mathbb{R}^2$, a density function $\alpha : \Omega \to \mathbb{R}_{>0}$, and an analytical or user-supplied unit vector field $v : \Omega \to S^1 \subset \mathbb{R}^2$, both of which are assumed to be at least weakly differentiable. The goal of our algorithm is to find a continuous space-filling curve $\gamma : [0,1] \to \Omega$ that approximates $\alpha$ and $v$ in the following sense: First, the direction of $\gamma(s)$ should follow the vector field $v(\gamma(s))$, or the opposite direction $-v(\gamma(s))$ everywhere. Second, the distance between neighboring segments of $\gamma$ that run parallel (or anti-parallel) to each other should be approximately equal to the reciprocal of the density, $1/\alpha$. In the end, $\gamma$ is converted to a fabricable stitching part. We break down the generation of $\gamma$ into three steps:

1. Even though the final goal is to produce one continuous curve, we start out by generating a set of streamlines that cover $\Omega$. Each streamline is traced from a source point to a sink point. The first step is to sample these sources and sinks at suitable locations.
2. After tracing the streamlines, they are post-processed to improve the approximation of the direction and density fields.
3. We add connecting segments between neighboring streamlines to form a spanning tree. In a final step, we generate a stitching path $\gamma$ that traverses the tree in depth-first order, thereby doubling all edges of the tree.

The following subsections elaborate on each step and give the algorithmic details.

3.1. **Distribution of Sources and Sinks**

Our first goal is to trace a set of streamline segments through the vector field $v : \Omega \to S^1$, such that two neighboring streamlines...
are approximately $1/\alpha$ apart. It is intuitive that more streamlines are needed in high-density regions, and fewer streamlines in low-density regions, so we need to spawn or terminate streamlines as needed. We do this by sampling a set of sources and sinks, which mark the locations where streamlines begin and end, respectively. Here, we argue that the distribution of sources and sinks is inherently related to the divergence of the vector field formed by the product of $\alpha$ and $v$.

Let this vector field be denoted by $Z(p) := \alpha(p)v(p)$. To illustrate the connection between sources/sinks and $\nabla \cdot Z$, consider a subdomain $\omega \subset \Omega$ shaped like the one in Figure 3, sometimes called a streamtube of $v$. The boundary $\partial \omega$ is formed by four smooth curves $\partial \omega_i$, $i = 1, \ldots, 4$, such that $\partial \omega_1$ and $\partial \omega_3$ are orthogonal to $v$, and $\partial \omega_2$ and $\partial \omega_4$ tangent to $v$. Next, assume that we are given a set of streamline segments that satisfy the density requirement of being $1/\alpha$ apart. Because this holds also at the boundary, we observe:

$$\int_{\partial \omega_1} \alpha = \bar{\alpha}_1 \cdot \text{length}(\partial \omega_1) = \#\text{streamlines across } \partial \omega_1,$$

where $\bar{\alpha}_1$ denotes the average of $\alpha$ on $\partial \omega_1$. The last equality holds since each streamline takes a width of $1/\alpha$. Similarly, the integral of $\alpha$ over $\partial \omega_i$ gives the number of streamlines crossing $\partial \omega_i$.

Now we can establish the relationship between sources/sinks and $Z$, using the divergence theorem in the first step:

$$\int_{\omega} \nabla \cdot Z = \int_{\partial \omega} \alpha \cdot n = \int_{\partial \omega_1} \alpha - \int_{\partial \omega_1} \bar{\alpha}_1 = \#\text{streamlines across } \partial \omega_3 - \#\text{streamlines across } \partial \omega_1 = \#\text{sources} - \#\text{sinks},$$

where $n$ stands for the outward-pointing normal along $\partial \omega$. The last equality holds because the difference between the number of streamlines exiting (across $\partial \omega_3$) and entering (across $\partial \omega_1$) must be equal to the difference between the number of streamlines starting and terminating in $\omega$; see Figure 3 for an example.

This argument can be extended to arbitrary subregions of $\Omega$, because any subregion can be approximated by a union of streamlines that are orthogonal to $v$ (light blue arrows in the background), and $\partial \omega_3$ that are tangent to $v$. The number of sources $(5 \text{ blue dots})$, sinks $(4 \text{ orange points})$, streamlines across $\partial \omega_3$ (entering on the left), and streamlines across $\partial \omega_3$ (4 exiting on the right) satisfy Equation (1).

Let Figure 3: Streamtube $\omega$ is formed by two curves $\partial \omega_1, \partial \omega_3$ that are orthogonal to $v$ and $\partial \omega_2, \partial \omega_4$ that are tangent to $v$. The number of sources $(5 \text{ blue dots})$, sinks $(4 \text{ orange points})$, streamlines across $\partial \omega_3$ (entering on the left), and streamlines across $\partial \omega_3$ (4 exiting on the right) satisfy Equation (1).

Placing sources in negative-divergence regions causes the streamlines to spawn where density should decrease, creating visual artifacts. Also, these streamlines need to be terminated quickly to correct the error, resulting in very short segments. To avoid this, we partition $\Omega$ into $\Omega^+ := \{p \in \Omega : \nabla \cdot Z(p) > 0\}$ and $\Omega^- := \{p \in \Omega : \nabla \cdot Z(p) < 0\}$ and perform the sampling of sources only in $\Omega^+$ and of sinks only in $\Omega^-$ independently of each other.

### 3.2. Sampling Sources and Sinks

Sampling points according to a prescribed density field is a long-standing computer graphics problem [LWSF10, MAR17], and there are algorithms that can be used to approximate the input density. However, since our aim is not to visually match a density field but rather to solve Equation (1), we would like the sampling to provide additional guarantees: (1) generate the exact number of sources and sinks as needed; (2) the sources and sinks match positive and negative divergence as closely as possible, and (3) have a fast runtime. In this subsection, we provide a sampling algorithm specifically tailored to solve Equation (1).
Here we describe our algorithm for sampling sources in $\Omega^+$, with special treatment for the boundary $\partial \Omega \cap \Omega^-$. The algorithm for sampling sinks in $\Omega^-$ works the same way, except that all appearances of $\Omega^+$ need to be replaced by $\Omega^-$, and of $\nabla \cdot \mathbf{Z}$ by $-\nabla \cdot \mathbf{Z}$. After these steps, we end up with four point sets: sources $S_{\text{int}}$ in the interior of $\Omega^+$ and $S_{\text{bdry}}$ on the boundary $\partial \Omega \cap \Omega^+$, as well as sinks $T_{\text{int}}$ in the interior of $\Omega^-$ and $T_{\text{bdry}}$ on the boundary $\partial \Omega \cap \Omega^-$; please see Figure 5 for instances of each point set. Also note that these four sets are sampled independently.

Sources in the interior. First, we describe the algorithm for generating $S_{\text{int}}$. As mentioned, we do not sample sinks in $\Omega^+$; then, by Equation (1), we see that the integral $\int_{\Omega^+} \nabla \cdot \mathbf{Z}$ must equal the total number of sources. However, the number of sources is an integer, whereas the integral term is most likely not. The smallest modification we can make is to scale the input signal $\mathbf{Z}$, such that the integral becomes an integer. We do so by having $\mathbf{Z} = [\int_{\Omega^+} \nabla \cdot \mathbf{Z}] / |\nabla \cdot \mathbf{Z}|$. The scaling factor usually is close to 1 for a realistic input, because for most of the input we need to generate many sources. After this scaling, $n := \int_{\Omega^+} \nabla \cdot \mathbf{Z}$ gives the number of sources we need to distribute.

We distribute $n$ sources by partitioning $\Omega^+$ into $\omega_1, \ldots, \omega_n$ such that $\int_{\omega_i} \nabla \cdot \mathbf{Z} = 1$ for all $i = 1, \ldots, n$, and place one source per $\omega_i$. As a heuristic, we place the source point $\mathbf{s}_i \in \Omega^+$ at the location of concentrated divergence, i.e., the center of mass of $\nabla \cdot \mathbf{Z}$ on $\omega_i$:

$$\mathbf{s}_i = \frac{\int_{\omega_i} (\nabla \cdot \mathbf{Z}) d\mathbf{p}}{\int_{\omega_i} \nabla \cdot \mathbf{Z}}.$$

This guarantees that integrating $\nabla \cdot \mathbf{Z}$ over $\Omega^+$ gives approximately the same result as counting the number of sources.

To construct the partition, we take the axis-aligned bounding box $B^+$ of $\Omega^+$, and define $w : B^+ \rightarrow \mathbb{R}_{\geq 0}$ by

$$w(p) := \begin{cases} \nabla \cdot \mathbf{Z}(p) & \text{if } p \in \Omega^+, \\ 0 & \text{otherwise}. \end{cases}$$

The idea is to compute a k-d tree decomposition of $B^+$ such that $w$ integrates exactly to 1 on each leaf cell. Our procedure for doing this is shown in Algorithm 1, but we need to verify that Step 6, which subdivides a cell, is always possible.

To show this, consider a rectangle $\Omega = [x_1, x_2] \times [y_1, y_2]$ with $\int_{\Omega} w = m$. Then, we can define $f(x) := \int_{[x_1, x_2] \times [y_1, y_2]} w$, which integrates $w$ on a subrectangle of $\Omega$ and satisfies $f(x_1) = 0$ and $f(x_2) = m$. From the intermediate value theorem and continuity of $f$, it follows that there exists $x^* \in (x_1, x_2)$ such that $f(x^*) = |m/2|$. This shows that $x^*$ marks the location of a vertical line that subdivides $\Omega$ in the way required by Algorithm 1. In practice, we subdivide along a vertical line if $x_2 - x_1 > y_2 - y_1$, and along a horizontal line otherwise. Algorithmically, we find $x^*$ (or $y^*$) using binary search. The final partition $\omega_1, \ldots, \omega_n$ is given by intersecting every rectangular region at a leaf of the k-d tree with $\Omega^+$.

**Algorithm 1 FINDSOURCESINREGION($\Omega$, $w$) $\rightarrow S_{\text{int}}$**

1: $m \leftarrow \int_{\Omega} w dA$ $\triangleright$ Integrate over a 2D region
2: if $m = 1$ then
3:   $S_{\text{int}} \leftarrow \{ \int_{\Omega} w(p) p dp / \int_{\Omega} w dA \}$ $\triangleright$ Center of mass
4: else if $m > 1$ then
5:   $n \leftarrow \lfloor m/2 \rfloor$
6:   Partition $\Omega$ into $\Omega_1, \Omega_2$ such that $\int_{\Omega_i} w dA = n$
7:   $S_1 \leftarrow \text{FINDSOURCESINREGION}(\Omega_1, w)$
8:   $S_2 \leftarrow \text{FINDSOURCESINREGION}(\Omega_2, w)$
9:   $S_{\text{int}} \leftarrow S_1 \cup S_2$
10: end if

Sources on the boundary. To generate the set of sources $S_{\text{bdry}}$ on the boundary portion $\Gamma^+ := \partial \Omega \cap \Omega^+$, we can employ a strategy very similar to that of the interior, and subdivide the boundary based on a particular density function analogous to $\nabla \cdot \mathbf{Z}$. To derive this density function, we view the boundary as part of the signal $\mathbf{Z}$ by defining a function extension $\mathbf{Z}(p) := \mathbf{Z}(p)$ for $p \in \Omega^+$, and $\mathbf{Z}(p) = 0$ for $p \notin \Omega^+$.

This extended signal $\mathbf{Z}$ has a discontinuity along $\Gamma^+$, but we can write down its divergence as a distribution:

$$\nabla \cdot \mathbf{Z}(p) = \begin{cases} \nabla \cdot \mathbf{Z}(p) & \text{if } p \in \Omega^+ \setminus \partial \Omega, \\ 0 & \text{if } p \in \Gamma^+, \\ \delta(p) & \text{otherwise}, \end{cases}$$

where $\delta$ denotes the Dirac distribution on $\Gamma^+$. The term $\mathbf{n} \cdot \mathbf{Z}$ is part of the divergence which is concentrated at $\Gamma^+$, and we sample sources from it. Following the same reasoning as before, we scale $\mathbf{Z}$ to be $\mathbf{Z} := \frac{\int_{\Gamma^+} \mathbf{n} \cdot \mathbf{Z}}{\int_{\Gamma^+} \mathbf{Z}} \mathbf{Z}$. Then we will distribute the sources as per the integral of term $u := \mathbf{n} \cdot \mathbf{Z}$ using Algorithm 2, which is the one-dimensional equivalent of Algorithm 1. The main difference is that during the partitioning step, which is Step 6, we subdivide a curve into two parts instead of a rectangle. The argument why this is always possible follows—as before—from the intermediate value theorem, used on an antiderivative of $u$ along $\Gamma^+$.

### 3.3. Tracing and Trimming

Our sampling of sources and sinks guarantees that the streamlines will be generated at the correct average density, given by $\alpha$. However, since source and sink generation are independent, a streamline traced from a source is not guaranteed to flow directly into a sink. A greedy approach, such as assigning every sink to the closest streamline, will fail in general, as illustrated in Figure 6.
alignment with the direction field in turn. The new streamline, as shown in the inset figure, which worsens the neighboring streamline segments. This results in the density term that penalizes two neighboring streamlines if their distance deviates from the ideal distance $1/\alpha$; and two regularization terms.

The **directionality term** runs over all streamline edges, \[ E_{\text{dir}} = \sum_{k,l} (e_k \cdot n_k)^2, \] and penalizes deviations of the edge from being orthogonal to the normal. The energy of each edge is implicitly scaled by the length of $e_k$, so long edges incur a greater penalty.

The **density term** involves the distance between vertices of neighboring streamlines. To identify pairs of such vertices, we compute a Delaunay triangulation on the vertices $\bar{p}_k$, constrained to contain all streamlines edges, as shown in Figure 8. The additional edges present in the Delaunay triangulation will connect vertices of neighboring streamlines that are the closest together – denote the set of these Delaunay edges by $\mathcal{D}$. We use the density at the midpoint of an edge to represent the varying density across the edge. Let $m_{k,l} := \frac{1}{2}(\bar{p}_k + \bar{p}_l)$ the midpoint of an edge in $\mathcal{D}$. Then, the density energy reads as follows:

\[ E_{\text{den}} = \sum_{(\bar{p}_k, \bar{p}_l) \in \mathcal{D}} \left( \alpha (\bar{m}_{k,l} \cdot (\bar{p}_k - \bar{p}_l)) \cdot v \cdot (\bar{m}_{k,l} \cdot p_l - 1) \right)^2. \]

This energy is small if the projection of a Delaunay edge onto the normal $v$ of the direction field is close to the ideal distance $1/\alpha$.

In addition, there are two regularization terms: one term to prevent stretching of edges and their shifting along the direction field, the other one is the general regularity term:

\[ E_{\text{stretch}} = \sum_{k,l} (e_k \cdot (\bar{p}_k - \bar{p}_l))^2 + (e_k \cdot (\bar{p}_k - \bar{p}_{k+1}))^2, \]

\[ E_{\text{reg}} = \sum_{k,l} ||\bar{p}_k - \bar{p}_l||^2, \]

summing over all streamline edges and vertices, respectively.

The total energy is given by

\[ E = w_{\text{den}}E_{\text{den}} + w_{\text{dir}}E_{\text{dir}} + w_{\text{stretch}}E_{\text{stretch}} + w_{\text{reg}}E_{\text{reg}}, \]

and its unique minimizer can be found by one sparse linear solve as it is quadratic in $\bar{p}_k$. The default values of the weights

![Algorithm 2 FINDSOURCESONCURVE(Γ, u) → S̄dry]

To resolve this ambiguity, we propose the following approach. First, we trace a streamline from every source to the boundary, using the method advocated by [TB96] with a second-order Runge-Kutta integrator. To make sure that every sink trims exactly one streamline while choosing streamlines and sinks close to each other, we formulate an assignment problem. The cost associated with assigning a streamline to a sink is given by the shortest distance between them. Thus, a low cost is associated with streamlines that are the closest together – denote the set of these Delaunay edges by $\mathcal{D}$. Then, the density energy reads as follows:

\[ E_{\text{den}} = \sum_{(\bar{p}_k, \bar{p}_l) \in \mathcal{D}} \left( \alpha (\bar{m}_{k,l} \cdot (\bar{p}_k - \bar{p}_l)) \cdot v \cdot (\bar{m}_{k,l} \cdot p_l - 1) \right)^2. \]

This energy is small if the projection of a Delaunay edge onto the normal $v$ of the direction field is close to the ideal distance $1/\alpha$.

In addition, there are two regularization terms: one term to prevent stretching of edges and their shifting along the direction field, the other one is the general regularity term:

\[ E_{\text{stretch}} = \sum_{k,l} (e_k \cdot (\bar{p}_k - \bar{p}_l))^2 + (e_k \cdot (\bar{p}_k - \bar{p}_{k+1}))^2, \]

\[ E_{\text{reg}} = \sum_{k,l} ||\bar{p}_k - \bar{p}_l||^2, \]

summing over all streamline edges and vertices, respectively.

The total energy is given by

\[ E = w_{\text{den}}E_{\text{den}} + w_{\text{dir}}E_{\text{dir}} + w_{\text{stretch}}E_{\text{stretch}} + w_{\text{reg}}E_{\text{reg}}, \]

and its unique minimizer can be found by one sparse linear solve as it is quadratic in $\bar{p}_k$. The default values of the weights

![Figure 6: We intend to ensure that each streamline pairs with one sink. The greedy approach that always assigns the sink to the closest streamline might violate our intention because of an improper order of processing the sinks, whereas solving a weighted assignment problem guarantees that the constraint is satisfied.]

3.4. Density vs. Directionality

There is a trade-off between locally improving streamline density and keeping the streamlines aligned with the direction field. The inset (horizontal direction field) illustrates why: Whenever a new streamline emerges from a source, this creates a sudden jump in density at this point. To correct for this jump, the two neighboring streamlines have to flow “around” the new streamline, as shown in the inset figure, which worsens the alignment with the direction field in turn.
Our user interface enables the users to interactively explore how the weights change the look of the results via a single slider. It allows artistic control of directionality and density. Four sets of streamlines generated from a horizontal direction field and a linear density field after the regularization step are shown, with different \( w_{\text{den}} \) from left to right, \( 10^0 \), \( 10^{-1} \), \( 10^2 \), and \( 10^3 \).

In our design system, the user can interactively change the weights and observe the effect on the streamline pattern to achieve the desired balance between faithfully reproducing density and directionality, as shown in Figure 7. What matters the most is the ratio between \( w_{\text{den}} \) and \( w_{\text{dir}} \) as they are used to control the density-directionality tradeoff. The other two weights alleviate undesired artifacts such as the shifting of the whole pattern, or the stretching/shifting of individual streamline, as shown in Figure 9.

### 3.5. Continuous Stitching Path Generation

The last step in generating a stitching path is to join the set of disjoint streamlines into one connected component. The reason for this is that, during the physical embroidery process, the thread needs to be cut at the end of every stitching path, and several additional stitches need to be made to prevent loose ends. This process tends to warp the underlying piece of cloth and decreases the quality of the embroidery drastically. To avoid this issue, we connect the set of streamlines into one continuous path, which minimizes the number of starts and stops that the embroidery machine must perform.

This entails adding additional edges connecting neighboring streamlines. Inherently, these edges will run counter to the direction field \( \mathbf{v} \), so we want to minimize their visibility by preferring short connecting segments in high-density regions. The problem of choosing these edges can naturally be formulated as a minimum spanning tree (MST) problem on the edges of the Delaunay triangulation constructed during the previous step. We define the cost \( w \) associated with adding an edge as

\[
w(p_k^i, p_l^j) = \left\| \frac{p_l^j - p_k^i}{\alpha(m_{k,l}^{ij})} \right\|,
\]

where \( m_{k,l}^{ij} \) is defined as the midpoint of the edge \((p_k^i, p_l^j)\).

Finally, we convert the MST into a single continuous stitching path by traversing it in depth-first order. We add a stitch every time an edge is traversed forward or backward. This effectively doubles all edges of the tree, which is similar to patterns from commercial embroidery software. This results in a stitching pattern ready for fabrication.

### 4. Results, Comparison and Discussions

In this section, we demonstrate the capabilities of our streamline generation. We first compare our method to state-of-the-art algorithms for streamline generation. Next, we present a user interface to convert input images into regions with density and directionality fields. Finally, we use our user interface to design and fabricate several examples of embroidery designs.

#### 4.1. Alternative Streamline Algorithms

In Figure 10, we compare our method with the state-of-the-art approaches for generating streamline patterns. We use three varying density and direction fields, please see Figure 10 (top). We observe that our method spawns new streamlines as the density increases, and terminates streamlines as density decreases. The streamlines are also distributed such that they remain well-aligned with the prescribed direction field.

The method of [KCPS15] runs at an interactive speed and gives a good match for directionality and density in regions where the density gradient is orthogonal to the direction field. In other regions,
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**Figure 9:** From the given input fields, we generate the streamlines and regularize them with different $w_{\text{reg}}$ and $w_{\text{stretch}}$. The center cell in the $3 \times 3$ matrix uses the default weights. The green dashed line squares mark the bounding box of the streamlines before regularization.

The method generates bifurcations that significantly violate the directionality requirement. In contrast, the method of [TTZ*20] runs in real-time, producing streamlines that are well-aligned with the input fields globally but have large local errors, both in direction and density. This is most visible near streamline endpoints, where the curves form hook-like artifacts.

**4.2. Commercial Embroidery Software**

We also compare our method to the commercial software Bernina DesignerPlus [Ber21] by manufacturing a flower petal example. Our method (Figure 11, center) results in a stitching pattern that is aligned with the direction field derived from the brush strokes in the input image. The spacing of the threads produces an intensity variation through half-toning, which results in a red-to-pink gradient that matches the input image when viewed from a distance. The AutoDigitize function from the commercial software (Figure 11, right) cannot reproduce the color gradient because it only separates the input image into uniformly colored regions. Furthermore, the stitching direction is derived from the shape of the boundary of each region, so it cannot generally be made to align with the direction of the brush strokes in the input image.

**4.3. User Interface**

**Regions and Direction Field.** We provide a user interface to supplement our method in creating complex designs. The input to our method is the boundary of a region, a direction field, and a density, as defined in Section 3. For the boundary and direction field, we adopt the image annotation tool Labelme [Wad21]. First, the user draws a polygonal boundary to select a region in the image. Then,
Furthermore, $dE$ is the Delta E2000 distance [The01], a perceptual

\[ t \rightarrow \alpha \]

where $s_1, s_2$ are the PCA colors of the region, and $t_1, t_2 \in T$ are the physical thread colors from the set of all available threads $T$. Furthermore, $dE$ is the Delta E2000 distance [The01], a perceptual color distance measure, and $C$ is the relative contrast as specified by the W3C consortium [W3C16]. We use a weight $w = 10$ to bring the relative contrast into the range of typical magnitudes of color distances. Finally, we exhaustively search for the pair of colors $t_1, t_2$ that minimizes $E$.

### 4.4. Embroidery Prototypes

We fabricated several stitching paths generated by our algorithm using Bernina B590, an embroidery machine that supports automatic embroidery. As a substrate, we used an ivory embroidery cloth and colored polyester threads for stitching. The input images, their corresponding segmentation, generated paths, and fabricated results are shown in Figure 14.

The first example is a stylized FEATHER. We reproduce the feather in two colors: pink as a background and white as a foreground, which is introduced for adding structure. Thanks to the alignment of the direction field with the bars of the feather, the white thread achieves a believable reproduction of the feathery texture. Our next example is a classic for embroidery, a CHERRY, which we reproduce with a radial direction field. Even in this challenging scenario, our method can reconstruct the highlights from the original image, creating the illusion of spherical cherries. We significantly increase the complexity of the input image with the PHOENIX example. It combines a complex direction field to match the orientation of the individual tongues of fire with gradients to render the body and wings.

For our next set of examples, we use the full images of the SUNSET, AURORA, and MOUNTAIN scenes. The SUNSET demonstrates smooth transitions between different shades of color while preserving the directionality in the water reflection. The AURORA example features complicated paths as it traverses the sky. Finally, the MOUNTAIN example includes foliage and clouds. In all of these images, our method captures the original appearance while highlighting the finer features through the direction field. The threads of each embroidered sample are well-aligned and fill up the entire canvas, leaving no gaps between the segmented regions. Moreover, the cloth substrate only undergoes minimal stretching and warping during embroidery, because we layer at most two stitches on top of each other.

### 4.5. Timings

To produce the embroidery pattern for a multi-segment image, our pipeline needs to run per segment. However, the computation of each segment is independent and, thus, can be performed in parallel. Therefore, we will discuss the timing for generating an embroidery pattern for a single segment.

We prototype our method in Python, using SciPy for the k-d tree, and Triangle package [She96] for computing constrained Delaunay triangulation. To finish the pipeline shown in Figure 2 and generate the flower petal stitching pattern, it takes 1.58 seconds, of which 0.03 seconds is used for sampling the sources and sinks; 0.79 seconds for tracing streamlines from the sources; 0.01 seconds for matching the sinks and streamlines for cutting; 0.66 seconds for constructing the sparse matrix for the regularization step; 0.02 seconds for linear solve; and 0.07 seconds for connecting streamlines via MST.
We also analyze how our method scales. For given input density and directionality fields, the time consumed for processing a segment depends on the thread width $b$ (Section 4.2). The smaller $b$ is, the more threads (streamlines) are needed to fill the same regions. Varying $b$ for the petal example, we plot the timings of different steps in our pipeline against the number of streamlines in Figure 13. As the problem scales up, the most significant factors of runtime are the streamline tracing and the assembly of the matrix for regularization. These two steps can be accelerated via a parallelized C++ implementation.

**Figure 13:** The runtime of the flower petal example. Varying thread width density leads to different numbers of streamlines. As the thread width decreases, more streamlines are needed to approximate the same density field, and hence, the number of streamlines and vertices on the streamlines increases. As the problem scales up, the two most important factors are assembly matrices for regularization and the streamline tracing.

### 4.6. Limitations and Future Work

We propose an algorithm that facilitates the generation of embroidery designs with prescribed directionality. However, the anisotropy of the thread appearance could be leveraged not only to convey direction but also to simulate textures. An exciting direction for future work is to include various stitching patterns to enhance the high-frequency feature of the final pattern.

The direction field in our method is currently limited to be continuous and defined on a simply-connected domain. Although this limitation still provides a wide range of inputs as demonstrated by our fabricated samples, direction fields with singularities are not supported at the moment. Likewise, non-simply-connected domains have to be split into simply-connected ones. A promising direction of future work would be to extend the method to handle even these challenging direction fields.

We present a method for generating stitchable embroidery designs from direction and density fields. To provide these inputs, we propose a combination of user interaction and algorithmic processing that splits an input image into regions formed by gradients of two colors each. A possible direction of future work is to generalize the method to consider color overlaps and blending similarly to vector drawing [FLB17]. This would enable processing regions with more colors to decrease the total number of regions.

During the stitching process, the cloth may locally bend or shrink depending on the location of introduced threads. In our samples, this effect is sufficiently small to be ignored. However, in certain cases, it can cause significant distortion of the cloth, making future stitches deviate from their intended location. An interesting avenue for future work would be to explore how the warping of the cloth depends on the directionality and density of the stitched pattern, and to minimize this effect.

### 5. Conclusion

We present an algorithm for generating stitchable embroidery designs that satisfy the fabrication constraints of an embroidery machine, and approximate the color gradients in an input image. To achieve this goal, we formulate the search for patterns as a streamline generation problem with a density requirement, based on a novel method for sampling spawn and terminal points of streamlines. We also provide a user interface that enables the artist to explore a range of designs that emphasize a regular spacing of stitch lines or strict adherence to the desired direction field. In the last step, we join streamlines into one connected component and convert it into a single continuous path, so that it can be stitched without cutting the thread, thus resulting in a clean design.

We compare our streamline generation algorithm to state-of-the-art methods and find that it produces more regular results for difficult inputs. Furthermore, we fabricate several physical embroidery samples that were designed using our algorithm and user interface.
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Figure 14: Different embroidery patterns produced by our method. We show the original image with direction annotation, the segmented PCA image superposed by the direction field, the generated stitching pattern, and the photos of the patterns sewed by an embroidery machine.


© 2023 The Authors. Computer Graphics Forum published by Eurographics and John Wiley & Sons Ltd.


