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Figure 1: Kucher et al. present a hierarchical taxonomy used to classify text visualisation techniques. Courtesy of Kucher et al. [KK15]

Figure 2: Table a presents the distribution of papers for each single data category, whilst b contains the distribution papers which look at
multiple data-types. Both tables distribute papers based on tasks. Numbers in parentheses are papers identified as a secondary classification.
Image courtesy of Federico et al. [FHKM16]

Figure 3: A hierarchical classification of aggregation strategies for Information Visualisation techniques. Image courtesy of Elmqvist and
Fekete [EF10].

c© 2017 The Author(s)
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Figure 4: A 1-N taxonomy of set-types data showing a comparision between tasks and techniques. Courtesy of Alsallakh et al. [AMA∗14]

c© 2017 The Author(s)
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Figure 5: A 1-N classification created to systemise quality metrics factors for high-dimensional data. Courtesy of Bertini et al. [BTK11]

c© 2017 The Author(s)
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Figure 6: A 2D classification designed using the information visualisation pipeline for the taxonomy of high dimensional data. Courtesy of
Liu et al. [LMW∗15]

Figure 7: A 1-N classification of 26 techniques performed in relation to standard 2D parallel coordinates. Yellow colour indicates no
significant difference in performance. Green colour means that the technique outperforms 2DPC for the specific task. Red colour shows the
technique performs worse than 2DPC. Light blue colour reveals no evaluation has been found in the literature. ∇ denotes that the technique
is based on animation. Courtesy of Johansson and Forsell [JF16] .
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Figure 8: Classification of graphs with respect to the temporal or structural characteristics. Courtesy of Von Landesberger et al. [VLKS∗11]
.

Figure 9: The taxonomy displays different data types with their potential properties. These are then categorized into three data types:
Numerical; Categorical; or Textual. Examples of related literature are also given. Courtesy of Chen et al. [CGW15]
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Figure 10: Hierarchical taxonomy of dynamic graph visualisation courtesy of Beck et al. [BBDW14]

c© 2017 The Author(s)
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Figure 11: Classification of elementary structural task variations. Courtesy of Kerracher et al. [KKC15]

Figure 12: Research areas and techniques associated with data items by quadrant. Courtesy of Kerracher et al. [KKCG15]

c© 2017 The Author(s)
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Figure 13: Taxonomy presented by Behrisch et al. classifying different matrices reordering algorithms [BBR∗16]

Figure 14: A matrix created by Cottam et al. to classify different dynamic visualisation techniques [CLW12]

c© 2017 The Author(s)
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Figure 15: A 2D systematic overview of different types of cartograms, displayed with their categorisations. Courtesy of Nusrat and Kobourov
[NK16].
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Figure 16: Classification of common composite visualisation techniques. Image courtesy of Javed and Elmqvist [JE12].

Figure 17: A classification of performance visualisation techniques courtesy of Gao et al. [GZR∗11]

c© 2017 The Author(s)
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Figure 18: Taxonomy of Security Visualisation Systems, divided into different use-cases. Created by Shiravi et al. [SSG12]

c© 2017 The Author(s)
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Figure 19: Design framework associated with bicluster visualisation. Courtesy of Sun et al. [SNR14]

Figure 20: A taxonomy of InfoVis techniques created by Liu et al. [LCWL14]

c© 2017 The Author(s)
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Higher-Res Tables

Figure 21: The original Information Visualisation Pipeline model created by Card et al. [CMS99] which we adapt to design our modified
classification.
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Figure 24: A 1-N Taxonomy by Jänicke et al. to map reading techniqes found within different analysis methods. Image courtesy of Janicke et
al. [JFCS15]

c© 2017 The Author(s)
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Brewer [Bre99]: Color use guidelines 1 1 1 1

Cleveland & McGill [CM84]: Graphical percepton 2D/3D 1 1 1 1 1 1 1 1

Crawfis & Max [CM93]: Vector field visualizaton 3D 2 1 1 1 1 1 1 1 1 1 1

de Leeuw & van Wijk [dLvW93]: Local flow probe 3D -3 1 1 1 1 1 1 1 1

Healey & Enns [HE99]: Combining textures and colors 2.5D 1 1 1 1 1 1 1 1 1 1 1 1

Healey et al. [HBE96]: Preattentve processing 2D 1 1 1 1 1 1 1 1 1 1

Kindlmann & Westn [KW06]: Glyph packing 3D 2 1 1 1 1 1 1 1 1 1 1 1 1

Kindlmann [Kin04]: Superquadric tensor glyphs 2.5D 1.5 1 1 1 1 1 1 1 1

Kirby et al. [KML99]: Concepts from paintng 2D 1 1 1 1 1 1 1 1 1 1 1 1 1

Laidlaw et al. [LAK*98]: Stochastc glyph placement 2D 2 1 1 1 1 1 1 1 1 1 1 1 1 1

Li et al. [LMvW10]: Symbol size discriminaton 2D 1 1 1 1

Lie et al. [LKH09]: Design aspects of glyph-based 3D visualizaton 3D 2 1 1 1 1 1 1 1 1 1 1 1 1 1

McGill et al. [MTL78]: Variatons of box plots 2D -3 1 1 1 1 1 1 1 1

Meyer-Spradow et al. [MSSD*08]: Surface glyphs 2.5D 0 1 1 1 1 1 1 1 1 1 1 1 1

Peng et al. [PWR04]: Clutter reducton using dimension reordering 2D 1 1 1 1 1 1 1 1

Pickett & Grinstein [PG88]: Stck figures 2D 3 1 1 1 1 1 1

Piringer et al. [PKH04]: Depth percepton in 3D scatterplots 3D 1 1 1 1 1 1 1

Rogowitz et al. [RTB96]: How not to lie with visualizaton 3D 1 1 1 1 1 1 1

Tominski et al. [TSWS05]: Helix glyphs on geographic maps 2.5D -2 1 1 1 1 1 1 1

Treinish [Tre99]: Task-specific visualizaton design 2.5D -2 1 1 1 1 1 1 1 1 1 1

Ward & Guo [WG11]: Shape space projectons 2D 3 1 1 1 1 1 1

Figure 26: A 1-N categorization of glyph-based approaches created by Borgo et al. In Desgin Guideline 2, -3 represents a small amount of
complex glyphs with +3 displaying a large number of simple glyphs. Courtesy of Borgo et al. [BKC∗13]
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Figure 27: A 2-Dimensional table showing the classification of the literature in the glyph-based user-study survey. Courtesy of Fuchs et
al. [FIBK16]
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Figure 28: Taxonomy table created by Vehlow et al. correlating group visualizations and group structures. Courtesy of Vehlow et al. [VBW15]
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Observe an entity appears or disappears independently (s1)

Examine the number of node/link or group events (e.g. post, reply, report, invitation, page view) at a time point (s3)

Find if events or structural properties are 
stable [st1]

Find if events or structural properties 
change pattern repeats [re1]

Identify the pattern of the repetition [re2]

Find if/when events or structural properties show a peak or a valley (pv1)

Identify the shape of the peaks/valleys (pv2)

Identify how much changes occur at a given time [fs1]

Identify whether a change of events or structural properties is getting faster or slower [ad1]

Find if a new structure emerges from 
the convergence [cd2]

Observe if a structure property 
converges at a specific time point [cd1]

Observe the growth/contraction of entities and their properties [gc1]

Observe growth/contraction of structure properties [gc2]

Examine structural (degree, density, centrality) or domain properties at a time point (s2)

Find when a node/link or a group event appears/disappears (bd1)

Identify when the peaks/valleys appear (pv3)

Find if and when a edge direction (e.g. replies) changes [rp1]

Find an emergence of a new network structure such as an interaction pattern, or sub-groups (bd2)

Find when the stabilization happen [st2]

Figure 29: Design Space of network temporal evolution tasks courtesy of Ahn et al. [APS14]
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Figure 30: Taxonomy of Space-Time cube operations created by Bach et al. [BDA∗14]. Each operation gives a representation of how the
operation may work. Bold font indicates complete operations. Gray shading indicates non-leaf nodes. Image courtesy of Bach et al. [BDA∗14]
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Figure 31: Caserta and Zendra present a table that classifies methods that visualise the static aspects of software, and the associated
literature. Image courtesy of Caserta and Zendra [CZ11] .
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Figure 32: Lens Techniques categorised according to data types and task. Courtesy of Tominski et al. [TGK∗16]
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