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Figure 1: Kucher et al. present a hierarchical taxonomy used to classify text visualisation techniques. Courtesy of Kucher et al. [KK15]
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Figure 2: Table a presents the distribution of papers for each single data category, whilst b contains the distribution papers which look at
multiple data-types. Both tables distribute papers based on tasks. Numbers in parentheses are papers identified as a secondary classification.

Image courtesy of Federico et al. [FHKM16]

Data structure Visualization Type | Aggregation Visual aggregate Metadata visualized
multidimensional | scatterplot VL | hierarchical clustering points [149, 74] average

multidimensional | scatterplot /L. | hierarchical clustering boxes [82] extents (axis-aligned), average
multidimensional | scatterplot VL | space-filling subdivision | boxes [80] extents (axis-aligned), average
multidimensional | scatterplot O/L. | hierarchical clustering hulls [4) extents (convex hull), average
multidimensional | scatterplot O/L. | hierarchical clustering blobs (6, 15, 20, 44] extents

multidimensional | parallel coordinates | O/L | hierarchical clustering lines [75] average

multidimensional | parallel coordinates | YL | hierarchical clustering bands [34, 82] extents, average
multidimensional | parallel coordinmtes | /L | hierarchical clustering color histograms [29, 30] | distribution, extents
multidimensional | parallel coordinmes | /L | hierarchical clustering beads [4] distribution, extents
multidimensional | starglyphs O/L | hierarchical clustering lines [75] average

multidimensional | stanglyphs VL hierarchical clustering bands [34, 82] exlents, average
multidimensional | starglyphs O/L. | hierarchical clustering color histograms [29, 30] | distribution, extents, average
lree regmap S/F | existing tree hierarchy treemap nodes [63] exients, average

lree node-link dingram O/ | existing tree hierarchy thumbnails [17, 59] extents, count, depth

eraph node-link diagram /L | hierarchical clustering metanodes [2, 8] exients, average

graph node-link diagram oL | — edge bundles [47] link extents, average

graph node-link diagram O/ | data cube aggregation metanodes [78] node and link counts

graph adjacency matrix S/F | recursive edge merging | edge blocks [1, 28] distribution, average

spatial 23D geometnic — | recursive data merging guadioctree blocks [4] extents, average

Figure 3: A hierarchical classification of aggregation strategies for Information Visualisation techniques. Image courtesy of Elmqvist and

Fekete [EF10].
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A I-N taxonomy of set-types data showing a comparision between tasks and techniques. Courtesy of Alsallakh et al. [AMA™ 14]

Figure 4



Liam McNabb and Robert S. Laramee / Survey of Surveys / Page: 5

[2H & 1@ Pasweprswmps - UOGEZFENSIA
10 BOfEN 24} BLLNETS L SRIEMO] (EMIS0UN

[£1] 00 % 6813 - Ej0d sjEWROOD
BB W8 UOGINPEY JSHMD) dqELojng Busqeus |

[#2] BdooD § uossweyor - voEn sy |
EJE(] 04 poyle | AEND sTedS USRS
[l monpueg |

F g - JEiniD [Ensy, Buonpey AgEcsEwainy|
BINIRID) J0{dIRIEDS (IZ 204 BB SEnD)

[l ‘B2 D - suchEzrENSy, LognezAN)Y |
u {gEny uoroElEgY BlE Duunseai|

[5] 'E 12 jsuspy -

EEQ o Y 0 oy A
UE X0 BUCEUSWNG JO Buussien) Auegues |
[6Ed TE 8 Busad
- s puce) uoiswauA (] Bussn) uoEZNENSIA |
B [PUCEUSLACHING U Woqnpay sino
[55] ' 12 uosump) - sucgnousig
0 |0 EMEY, SEUANES A0 PEDING) UOGED G
SNPEB (EEuy BTl [FuciEusuad-ubiH
[gr] B 32 NE | - EjER EUciEURWR |
-ubm Jor LOEN| e B335 40} sanbraas) |
3 PUE EEfEUE BLIGLL0T)

[51] esms oy  Eydnbiseq - sajEwRA0D)
BB 10} EIUE) soEdg-a0EwY (e EouluEy |

[0 uossuEyor 3 wosswEYCT |
- 52UlB ANEND JO BUOYEWOIOT) PEULEp-1E6M)
UBnOR)| Uononpey AFEUCIEUBLLA] BNGIEsEUI |

[#5] & 12 BuE A - SjeeE)E [EudisUaLI
yfiH o uogEuoydx 3 0y Duusp 4 pue Duoedg
BULBPAD LOEUSLIG [EMOIEISH SRS

[t T2 snbiznbogry |
- sansES fueny Busn) sjesElE(] FEusisusLI0|
-ufitH 40 /ey fEnei, ey Bumosdiu) |

[l T

B WHDEIE - Sepigmpy EEws BEDLER
UGN} Y B0E S O ?..a_QL
[2g] ong) - Busssnis syeuengnu|

PUE LOIOSEE SMNJES) SWIOEE 10} seyIEcudde |
JENEIN PUE [EUOGEIN dlusoD furjeupioo

lr] ‘T 12 Bdrg - fouaEBuCo BEERD Busen|
EJEP [EUCIELBUIP-yiny 0 Ematn pook Buoses |

[rs]
B 12 osunay), - sas0ubeng Jqai0sy | -ydein

[Dzl., saopssdy EoBopydiop pejosuucn Busn)
EJE(] [ELUCUGLBY [EUCEUSUA] -yBH BuueismiD|
10} 5e0EdEqNS JWENGSY BumiEns:), pUE Buipusy

[rriueusspeus § Sw.ﬁa%&oi i
] BAS ) UCYE0 3 EVEQ [EUCSUBLIDHII |
PEEIEANEL 40} YIOMBLIEL] SINJES4-(0-¥UEY Y

[1z] fen) 7 wEwpsu, - 55 EEQ
RooyeacgEic 20y Whgucny e ueteRiod

~saud ApEnb sweped
sbewn eEp  sumjesy sbeun  xgdwos  ssagno  uogeEpuLos  Buusgsnp =y od  dS

Figure 5: A I-N classification created to systemise quality metrics factors for high-dimensional data. Courtesy of Bertini et al. [BTK11]
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Figure 6: A 2D classification designed using the information visualisation pipeline for the taxonomy of high dimensional data. Courtesy of
Liuetal. [LMW*15]
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Figure 7: A I-N classification of 26 techniques performed in relation to standard 2D parallel coordinates. Yellow colour indicates no
significant difference in performance. Green colour means that the technique outperforms 2DPC for the specific task. Red colour shows the
technique performs worse than 2DPC. Light blue colour reveals no evaluation has been found in the literature. NV denotes that the technique
is based on animation. Courtesy of Johansson and Forsell [JF16] .
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Figure 8: Classification of graphs with respect to the temporal or structural characteristics. Courtesy of Von Landesberger et al. [VLKS*11]
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Figure 9: The taxonomy displays different data types with their potential properties. These are then categorized into three data types:

Numerical; Categorical; or Textual. Examples of related literature are also given. Courtesy of Chen et al. [CGW15]
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Taxonomic Cawgory lustration Techniques
I. Animation (Time-to-Time Mapping) e
|.a. General-Purpose Layout 2
l.a.1. Onfine Problem 6  layout adjustment to avoid owerlap [MELS25]
framework based on Bayesian decision theory [EWaT]
simulated annealing with customizable weights for optimization criteria [LLY0E]
efficient algorithm and GPU implementation [FTO8E]
consider age of nodes to stabilize the layout [GdBG12]
more efficient initial positions of nodes [HMHU13]
1.a.2. Offfine Problem 7 Foresighted Layout (with Tolerance) [DGHO1, DG02, GEPDOE]
Graphd EL: force-directsd layout with virtusl forces between time stepa [EHK™ 04b, FKN™ 05]
Visome: force-directed layout with additional energy factors between time steps [BS08]
user-selected multiple foci [FWSL12)
l.a.3. Transition Problem 8  stepwise animation for navigation based on a spring algorithm [HEWSE]
Marey: stepwise animation maving (parts of} the graph togsther [FEQ1, FEDZ, FHDZ, NFD2]
VisuGraph: using super-graph as inermediate step [LDOE]
transitions of bundied edges [HEF ™ 13]
GraphD¥aries: highlight changes in staged transitions [BPF14a]
b. Special-Purpass Layout TTTTT T T IITIT] 12
T I T IIIITT
Lb.1. Compound Graphs 8  force-directed approach preserving the position of clusters [FT04]
nested bubbles in 3D [KGOE]
XLDN: extending Foresighted Layout with Tolerance to dynamic compound graphs [PBOE]
focused animation collapsing constant parts of the hierarchy [RPDOE]
Contax Tour: smooth contours of colored clusters [LSCL10)
Space-filling maps of colored clusters [MEH12, HKW12]
deg f-interast f ions for ab ing and focusing large graphs [AHSS13]
Lb.2. Orthver 4 online drawing of planar graphs [COBT* 92, CDBTT25]
DynaDAG: acyclic graphs based on hisrarchical layout [NorE]
stable layout of small world graphs [BFPOE]
II. Timeline (Time-io-Space Mapping) 23
»
Il.a. Node-Link. 15
ILa.1. Juxtaposed 5 TimaArcTrees: inearized nodes on vertical axes [GBO0D]
Parallel Edge Splatting: artificially bipartite, linearzed nods layout [BVE™ 11, BEW12]
nested circles: partial links in TimeSpiderFees [EFED 10], ego centered graphs [FHO11]
ILa 2. Superimposad 5 3D stack with fixed positions [BC03, DEOZ]
30 stack with relaxed positions [EKLMO4, GWOE]
ahatracting nodes and links to tubss [GHWOD]
ILa.3. Integrated 3 ego network with edges as timelines [Rei10]
ego network with ege node as timaline [SWW11]
Extendsd Massive Sequence Vews: event-based timeline with parallel edges fpdEHEWW 13]
ILa.4. Hybrid (Juxt, Super., Int.) 2 juxtapesition as well as 2D and 30 superimposition [FAM* 11, ITK10]
1. Matrix 8
ILb.1. Intra-Cell Timelines 4 time series as sparkiine bar charts [BSW13, YEL10]
Gestaliines encoding three metrics in angles and fine lengths [BM11]
pixel-bazed folded timelines [SWS10]
ILb.2. Layered Matrices 4 (Layered] TimeRadar Trees: radially layered lists with radial matrix thumbnails [BD0E, BEHW11]

radially bended and layered matrices [VBSW 13]
Cubix: stacked matrices to a 30 cube and sliced small multiples thereof [EPF14E]

lll. Hybrid {Animation, Timeline )

in situ integration of small visualizations [HS511]

cluster evolution on a timeline for navigati i d node-fink di
maving imeline based on Parallel Edge Spiating [BEV * 12]

DiffA ni: combinations of emall multiples, diffierence representations, and animation [AM13]

[SMM12]

Figure 10: Hierarchical taxonomy of dynamic graph visualisation courtesy of Beck et al. [BBDW14]
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Graph elements (nodes, graph objects)

Both constraints

One constraint, one target

Both are targets

Find connections between elements
(comparison) (How) is graph element g;
connected to graph element g, at the
given time, t?

PA: (81, 1) A (82, 1)

Both
constraints

Find elements connected in the given way
(relation seeking) Find the graph element(s)
to which graph element g, is connected in
the given way at time t:

?9>: (8, t) A (gs t)

Find elements connected in the given way
(relation seeking) Find graph objects which
lare connected in the given way at the given
time:

201, g2:(gs )A(gx t)

Hybrid Find the time points at which two
given graph objects were connected in
the given way:

2t:gy A (82 1)

Time points

Both
targets

Find elements connected in the given way
(relation seeking) Find the graph element(s)
to which graph element g, is connected and
the time(s) at which the connection(s) occur:

?g,t: (g8 t)A(gat)

Find elements connected in the given way
(relation seeking) Find graph objects (and
their associated time points) at any time that
are connected in the given way:

295,05 t:gy YA (g, B)

Figure 11: Classification of elementary structural task variations. Courtesy of Kerracher et al. [KKCI15]

QI General
visualisation 4
principles

®x A O
e

o _Em
- Hn

Q2 Static graph visualisation

Q3 Temporal
visualisation

Q4 Temporal graph visualisation

et aph ttructur sl en oding

Figure 12: Research areas and techniques associated with data items by quadrant. Courtesy of Kerracher et al. [KKCG15]
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Robinson [Rob51], Kendall [Ken63], Eisen et al. [ESBB98], Gelfand [Gel71], Hubert [Hub74],
Brusco and Stahl [BS05], Brusco and Stahl [BS06], Brusco et al. [BKS08], Gruvaeus and Wainer [GW72],
Bar-Joseph et al. [BJGJO1], Wilkinson [Wil05], Brandes and Wagner [Bra07], Behrisch et al. [BKSK12]

Sternin [Ste65], Friendly [Fri02], Friendly and Kwan [FKO03], McQuitty [McQ68], Breiger et al. [BBA75]
Chen [Che02], Atkins et al. [ABH98], Koren and Harel [Kor05]

o— | ension __ Harel and Koren [HK02], Elmqist et al. [EDG*08], Liu et al. [LHGY03], Spence and Graef [SG74],
Reduction Rodgers and Thompson [RT92], Hill [Hil74, Hil79]

Heuristic
-
Approaches

Deutsch and Martin [DM71], McCormick et al. [MDMS69, MSW72], Hubert and Golledge [HG81],
Niermann [Nie05], Wilkinson [Wil05]

Sloan [Slo86, Slo89], Harper [Har64], Harel and Koren [HK02], Rosen [Ros68], Cuthill and McKee [CM69],
George [Geo71], Liu and Sherman [LS76], Chan and George [CG80], King [Kin70], Gibbs et al. [GPS76],
Leung et al. [LVW84], Lozano et al. [LDGM12,LDGM13], Pop and Matei [PM14], Lenstra et al. [Len74,LK75],
Bentley [Ben92], Henry-Riche and Fekete [HF06]

Hartigan [Har72], Cheng and Church [CCO00], Lazzeroni et al. [LO*02], Turner et al. [TBK05],
Murali and Kasif [MK03], Kaiser [Kai11], Prelic et al. [PBZ*06], Jin et al. [JXFD08]

| Interactive _ Bertin [Ber73, Ber81], Perin [PDF14], Brakel and Westenberg [BW13], Roa and Card [RC94], Siirtola [Sii99],
User-Controlled Mékinen and Siirtola [MS00], Caraux and Pinloche [CPO05]

Figure 13: Taxonomy presented by Behrisch et al. classifying different matrices reordering algorithms [BBR*16]

Retinal Categories

Known Extreme Mutable
Scale Bins Scale

Immutable

= Fixed

B

,:,F.IL-E Mutate

29

Z = Create

=

=

5. Create &
. Delete

Figure 14: A matrix created by Cottam et al. to classify different dynamic visualisation techniques [CLWI2]
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Type Statistics Contiguity Geography Topa Loy Example
Diffusion-hased Al
cartograms mzt Contiguous Distoried Topolog y-preserving
i, aocuraic
[GM4]
Circular-are N Shape mastly
cartograms A . Contigeous | rzicn-td ¥ Topolog y-prescrving
[KKNL3] courate pres
Oiptimeal rubber Almest
sheat _ Im:; Comtiguous Distaried Topolog y-preserving
methed [Sun[3h] | AOCUrE
i-.ﬂ.--’
Fast, free-form )
rubber-sheet .Allm:: Comnti guous Distoried Topolog y-preserving ¥
method [Sunl3a] [ W -‘*
Tafuape - Shape not . l— =
cartograms Accumie Comtiguous Topolog y-preserving |
. preserved
[ABF*13]
N‘]:L;::T:L’:im‘ Ae Mot Shape Topology not :
cartograms Grurie contiguous preserved preserved
[D1=T6]
Demers
Sha it
cartograms A . Mot mcl;cnr:d Topology not
[BDC02] {figure courte contiguous :j ’ aes) prescrved
from [NYT12]) Square:
Mo aic ) }
CaroErams . Comtiguous Shape mastly Topolog y-preserving
- accurae preserved
[CBCT15]
Table cartograms N Shape not Topalogy not
[EFK* 13] Acamte | Contiguous | c g preserved

Figure 15: A 2D systematic overview of different types of cartograms, displayed with their categorisations. Courtesy of Nusrat and Kobourov

[NKI16].
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Technique Visualization A Visualization B Spatial Relation  Data Relation
ComVis [24] (Figure 2) any any Juxtapose none
Improvise [39] (Figure 3) any any Juxtapose none
Jigsaw [36] any any Juxtapose none
Snap-Together [30] any any Juxtipose none
semantic substrates [34] (Figure 4) node-link node-link Juxtipose item-item
VisLink [11] (Figure 5) radial graph node-link Juxtipose item-itemn

Napoleon™s March on Moscow [37] time line view area visualization Juxtapose item-item
Mapgets [38] (Figure 6) map text superimpose item-itemn
GeoSpace [22] (Figure 7) map bar graph superimpose item-item
3D GIS [8] map glyphs superimpose item-item
Scatter Plots in Parallel Coordinates [45] (Figure 8)  parallel coordinate scatterplot overload item-dimension
Graph links on treemaps [14] (Figure 9) treemap node-link overload item-itemn
SparkClouds [21] tag cloud line graph overload item-item
ZAME [13] (Figure 10) matrix glyphs nested item-group
NodeTrix [17] (Figure 11) node-link matrix nested item-group
TimeMatrix [44] matrix glyphs nested item-group
GPUVis [25] Scatterplot alyphs nested item- group

Figure 16: Classification of common composite visualisation techniques. Image courtesy of Javed and Elmqvist [JE12].

Performance Visualization Tech-
niques

Category

Example applications and studies

Simple visual
structures

Pie charts, distribution, box plots,
kiviat diagrams
Timeline views

Information typologies
Information landscape
Trees & networks

Composed visual
structures

Single-axis composition
Double-axis composition
Case composition

Interaction through controls (data
input, data transformation, visual

Interactive visual
structure

Focus + context
visual structures

mapping definition, view operations)
Interaction through images (magnify-
ing lens, cascading displays, linking
and brushing, direct manipulation of
views and objects)

Macro-micro composite view

ParaGraph [2], PET [20], SvPablo [16],
VAMPIR [21], Devise [22], AIMS [9]
Paje [23], AIMS [9], Devise [22],
AerialVision [24], Paraver [25],

SIEVE [14], Virtue [13], utilization and
algorithm timeline views in [17]
SHMAP [26], Vista [4], Voyeur [27],
processor and network port display in
[28], hierarchical display in [12]

Triva [29], Cichild [30]

Paradyn [18], Cone Trees [31],

Virtue [13], [32]

AIMS [9], Vista [4]

Devise [22], AerialVision [24]

Triva [29]

Paje[23], data input, filtering,

and view manipulation in [28]

and [32]

Virtue [13], Cone Trees [31],
Devise [22], direct manipulation of the
3D cone and virtual threads in [32]

Microscopic profile in [4],
PC-Histogram in [24]

Figure 17: A classification of performance visualisation techniques courtesy of Gao et al. [GZR*11]
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Visualization Visualization Data Number of
System Technique (s) Source(s) Citations
Host / Server Monitoring
Erbacher etal. [4][5] Glyph Server Logs 106 | 7
Tudumi [6] 3D Node Link Server Logs 38
NVisionIP [7,8] Scatter Plot NetFlows 145 | 20 ey
Portall [9] Node Link Packet Traces 21
HoNe [10] Node Link Packel Traces 8
Perlman etal. [11] Node Link | Glyph Packet I'races 7]
Radial Traffic [12] Radial Panel Packet Traces 23
Mansmann et al. [13] Node Link Packet Traces 2
Internal /External Monitoring
VISUAL [14] Scatter Plot | IP Matrix Packet Traces 93
VizFlowConnect [15] Parallel Coordinates  NetFlows 111
Erbacher et al. | 16] Radial Panel Packet Iraces 8
TNV [17] IP Matrix | Color Map  Packet Traces 18 i
Port Activity
Abdullah etal. [18] Histogram Packet Traces 30
Cube of Doom [19] 3D Scatter Plot Packet Traces 99 She
PortVis [20] Scatter Plot NetFlows e
NeBytes Viewer [21] 3D Scarter Plot NetFlows 7i
Existence Plots [22] Scatter Plot Packet Traces 3
Attack Patterns
Giardin [29] Color Map Packet Traces 60
NIVA [30] Node Link | Glyph Intrusion Alerts 51
Snort View [31] Scatter Plot | Glyph Inurusion Alerts 67
IDGraphs [32] Scatter Plot NetFlows 29
IP Matrix [33] Scatter Plot | Color Intrusion Alerts 21
Visual Firewall [34] Scatter Plot Packet Traces 24
IDS Rainstorm [35] Scatter Plot Intrusion Alerts 60
Vizalert |36]87](38] Radial Panel Intrusion Alerts 38|35|29
Rumint [39][40] Parallel Coordinates  Packet Traces 15| 55
Ren etal. [41] Flying Term DNS Traces 10
Xiao et al. [42] Scatter Plot Packet Traces 23
Svision [43] 3D Scatter Plot Packet Traces 9
Mansmann et al. [44] Treemap Packet Traces 20
SpiralView [45] Radial Panel Intrusion Alerts b
NFlowVis [46] ‘I'reemap Netllows 17
Avisa [49] Radial Panel Intrusion Alerts 2
Routing Bchavior
BGPlay [50] Node Link BGP Traces 22
Wong et al. [51] Node Link BGP Traces 9
LinkRank [52] Node Link BGP Traces 16
Teoh etal. [53][54][55] Ilistogram | Node Link BGP 'I'races 54| 28| 35
BGP Eye [56] Color Map BGP Traces 8

Figure 18: Taxonomy of Security Visualisation Systems, divided into different use-cases. Created by Shiravi et al. [SSG12]
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Relations

Major Tasks

Design Choices

Visual Repr:

y Visual T i

Interaction Design

Pros

Cons

Entity Level

1. Show an entity
2. Show a group of entities

3. Show entity level relations (a
single case or multiple cases)

4. Show single entity vs. groups

The Node-Link Diagram

1. Edge bundling
2. Use spatial distance (c.g. the force-directed
layout)

3. Use spatial distance + hiding links

4. Color coding to separate nodes of different
domains or selected and unselected nodes or links
5. Visual marks (e.g., shapes) to separate nodes
and/or links

1. Select nodes/links
2. Highlight nodes/links
3. Drag nodes/links

1. An intuitive way to show
cither an entity or multiple
entities and relations between
entities

2. Customizable spatial layout
for users

3. Links clearly show specific
relations between entitics

1. Entities arc randomly placed in the space, so it may be
difficult to find an entity if there arc many cntities

2. The number of links exerts much impact on the
readability of the diagram

3. Without links, relations between entities cannot be
identificd casily

4. Color coding and visual marks are not efficient to
visually separate domains

of entities level relations (a single
case or multiple cases)

5. Find relevant entities for a
specific entity

A Simple Matrix

. A single cell to represent Entity
. A tow or a column to represent Group
. Use a heatmap

W

1. Select cells

2. Highlight cells
3. Extract a cell
4. Merge cells

Avoid visual clutters caused by
too many links

1. Not as easy as node-link diagrams to perceive
2. Columns or rows rearrangement is the only way to
change the layout

6. Verify relations between some

1. Select entities

1. Place entities of the same

1. The number of links exerts much impact on the

entities 2. Highlight group together readability of the diagram
7. Discriminate some entities Parallel Coordinates with 1. Bdge bundling polylines/entities 2. Relatively casy to find 2. Without links, relations between entities cannot be
from others Two Domains 2. Using curved lines to indicate links 3. Brushing entities identified casily
8. Mark important entities or 4. Axes rearrangement 3. Efficiently select multiple 3. Sometimes entity reposition (c.g., moving relevant
relations 5. Entities reposition in axes | entities/polylines entities to the top) is necessary to understand grouping
1. Teicle 1. Select nodes/links R y A ;
Group Level Tree Visualizations 2. Bubble trees 2. Highlight nodes/links Clearly represent hierarchical | 1. Not all Groups are hierarchical relations =
° relations 2. Cannot represent biclusters and bicluster-chains
3. Treemaps 3, Path extraction
1. Usc a heatmap 1. Reorder rows/columns 1. A visual representation that is | 1. It is difficult to display all biclusters without
Matrices 2. Reorder rows or columns 2. Select biclusters casy to understand biclusters replicating rows and/or columns
3. Repeat rows or columns 3. Highlight biclusters 2. Efficiently reduce visual 2. Replicated rows or columns may cause confusion
4. Color coding the region of a bicluster 4. Replicate rows/columns | clutters caused by many links | 3. Overlaps may obscure biclusters with less entities
1. Select entities 1. Place entities of the same 1. The number of links exerts much impact on the
1. Bdge bundling 2. Brushing group together readability of the diagram
1. Show a bicluster Parallel Coordinates with 2. Use curved lines 3. Highlight 2. Relatively casy to find 2. Without links, relations between entities cannot be
Bicluster 2. Show all biclusters Two Domains 3. Wrap entities with polylines polylines/entities/ribbons entities casily identified
Level 3. Find biclusters of interest 4. Tile-based parallel coordinates 4. Axes rearrangement 3. Efficiently select multiple 3. Sometimes entity reposition (c.g., moving relevant
4. Mark biclusters of interest 5. Entitics reposition in axes | _entities/polylines entities to the top) is necessary to the relation
1. Customizable spatial layout | 1. Entities are randomly placed in the space, s0 it may be
1. Wrap nodes of a bicluster in a colored region | 1. Select nodesfinks Sor et ey show relaions | 5 meultto find an entiy i there are many entites
Zoned Node-Link Diagram 2. Use force-directed layout 2. Highlight nodes/links - I0X8 Clear’y Show re atons | WiTIout [Inks, refations between entities cannot be
3. Hide links between nodes 3. Drag nodes/links between specific entities identified casily
: : : 3. Easily find entities that are 3. Biclusters with less entities may be obscured in the
shared between biclusters overlapping region
Combine all supplementary visual tochniques that | CObine all imferactions 1. Efficicntly reduce the number
- all sup ! that the node-link diagram | of links i ' ST,
Node-link Diagram + the node-link diagram and matrix based : . ) 1. Entities may replicate many times in multiple
. - P and matrix based 2. A customizable spatial layout :
1. Show a chain Matrices visualizations can use and the Bubble Sets ¢ matri matrices
! ] visualizations canuse and | for users nees
: 2. Show all chains technique : . 2. Not a trivial visualization for users to understand
Chain Level oW At chains path extraction 3. Show the overview of the 3 h
3. Find chains of interest e ot boced on brclustor chains | conacCtions across several biclusters
4. Mark chains of interest i Combine all supplementary visual techniques that omoine & inferactions f OIe 3. Which bicluster to choose to start a bicluster-chain is
Parallel Coordinates + h ! miques th that parallel coordinates and | 4. By following links, users can
! parallel coordinates and matrix bascd visualizations P ordinates ! €an | 4 problem
Matrices 2 ‘matrix based visualizations | find out how a bicluster-chain is
can use and the Bubble Set technique °
can use and path extraction | formed
1. Clutter Map A
2. The PivotGraph technique 1. An intuitive way to show ) .
Giraph technique ) ) relations between domains 1. The layout of PivotGraph cannot be easily changed by
3. Color coding to indicate different domains 1. Select nodes/links :
The Node-Link Diagrs 4. Visual mark shapes) to separate nodes 2. Highlight nodes/links 2. The size of nodes and the users
e Node-Link Diagram . Visual marks (c.g., shapes) to separate nodes - ghtig? i thickness of links can be used to | 2. Depend on links to perceive relations across several
and/or links 3. Dynamic path extraction ' ! ¢ :
. 5 ) encode the information of specific domains
Sch 1. Show the overview of a dataset 5. Use spatial distance (e.g. force-directed layout) biclusters and/or chains
szz""‘ 2. Guide the ion of chains 6. Use spatial distance + hiding links

or biclusters

The Chord Diagram

1. Color coding of chords to indicate different
domains

2. Use ribbons between chords to indicate
connections

1. Select chords/ribbons
2. Highlight chords/ribbons

1. An intuitive way to show
relations between domains

2. The length of chords and the
thickness of ribbons can be used
to encode the information of
bicluster and/or chains

ient for a datasct with many domains
2. Ribbons inside the diagram may form visual clutters
3. Paths inside the diagram may be obscured by too
many crossing ribbons

Figure 19: Design framework associated with bicluster visualisation. Courtesy of Sun et al. [SNR14]

InfoVis techniques

Examples

Empirical methodologies
Model

Evaluation

Interactions

WIMP interactions

Post-WIMP interactions
Frameworks

Systems and frameworks
Applications

Graph visualization

Text visualization

Map visualization

Multivariate data visualization

[11,34,35,52,65,66,84,95,119,128,146,153]
[4,12,14,15,18,49,60,69,78,82,98,100,101,103,104,115,116,

131,156]

[37,55,135]
[13,70,147]

[2,17,28,57,89,153]

[3,8,9,13,19,20,30,36,40,42,51,59,62,85,91,118,120,133,162,164,

167,170]

[1,5,22,31,32,83,92-94,154,159,163,169]
[1,44,71,102,106,117,125,136,144,148]

[21,48,68,72,108,112,134,139,140]

Figure 20: A taxonomy of InfoVis techniques created by Liu et al. [LCWLI14]
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Higher-Res Tables
Data Visual Form Observer
and Task
Raw Data »| Data Tables Visual Views >
Structures
Data Visual View
Transformation Mappings Transformation

Figure 21: The original Information Visualisation Pipeline model created by Card et al. [CMS99] which we adapt to design our modified

classification.
- Variance
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few points
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& i

contiguous .

@
similar \\\ —>\\> different

. 0O .
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Figure 22: An indirect mapping taxonomy of data characteristics with respect to class separation in scatterplots. Courtesy of Sedlmair et

al. [STMTI2]
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Global Problem Diagnosis/
Taxonomy Demonstrated Scale* Compre. Detection Attribution
€28, 8 (28|80 2 ¢
259 8 [28/58| & | o
oS|o8| £ |§T| 23| & 3
°=133| ¢ [28|85| 2 | &
Visualization Techniques Papers H |S |T |A |Data Parallel L < |@=|%® @
Radial Tree Bhatele et al. [BGI*12] X| [NR 104 processes | X X X
Node-Link Graph Boxfish [LLBT12, ILGT12]| X NR 104 nodes X X X
Choudhury and Rosen 107
Radial Tree, Animation [CR11] X|X transactions |N/A X X X X X
Layered Node-Link DOTS [BKS05] X X[ INR NR X X X X X
Clustered Node-Link, Animation |Frishman et al. [FT05] X X NR 102 objects X X X
Node-Link Graph Heapvis [AKGT10] X 103 nodes X X X
Radial Tree Kim et al. [KLJO7] X|X| [NR 103 X X X
Node-Link Trees, Indented
trees Lin et al. [LTOB10] X NR NR X X X
Node-Link trees DeRose et al. [DHJ07] X[X| |INR 102 cores X X
Sambasivan et al.
Node-Link graph, Animation [SSMG13] X NR NR X X
Sigovan et al. 101
Radial Tree [SMMT13a] X resources  |103 processes X X X
Node-Link trees STAT [AdSLT09] X|X| [NR 105 tasks X X X
Clustered Node-Link,
Animation/Real Time Streamsight [DPAQ9] X| |streaming  |103 tasks X X X X
Layered None-Link Threadscope [WT10] X X 103 events |107 threads X X X X
Weidendorfer et al.
Node-Link Graph, Treemap [WKTO04] X NR 1 X X
Timeline, Stacked Graph, Small
Multiples de Pauw et al. [DPWB13]| X X| [streaming 103 tasks X X X X
[Shared Timeline Muelder et al. [MGMO09] X| [NR 104 processes | X X
Gantt Charts, Timeline, Matrix,
Scatterplot Muelder et al. [MSMT11] | X|X|X| [NR 103 cores X X X
3D Parallel Gantt Chart,
Treemap/Force-directed layouts [Triva [SHN10] X X| [NR 103 processes | X X X
Parallel Gantt Chart, Node-Link
Tree, Bar Charts Zinsight [DPH10] X|X| |105events |102 processes| X X X X
1D Color-Coded Array, Cheadle and Field 10" memory
Histograms [CFATO06] X|X groups N/A X X X
1D Color-Coded Array Stacked 105
By Time Moreta and Telea [MT07] X allocations  [N/A X X X
Edge Bundling, Gantt Charts,
Hierarchies Extravis [CHZTO07] X 105events |NR X X
Parallel Gantt Chart, Indented |HPCToolkit [ABF*10, 101
Trees, Code view TMCF*11, LMC13] X|X|X]| |gigabytes 104 processes | X X X X X X
Stacked Barcharts, Stacked 106
Timelines Lumiere [BBHO08] X|X|X| [|decisions NR X X X X X
Parallel Gantt Chart, Small Projections [KZKLO06,
multiples, Plots, Ensemble LMKO08] X|X| |gigabytes 104 processes | X X X X X
Stacked Barcharts, Scatterplot, 107
Histograms, Code Coloring TraceVis [RZ05] X|X instructions |NR X X X X X
Icicle Timelines, Coordinated
views Trumper et al. [TBD10] X| X 104 events |107 threads X X X X
Parallel Gantt Chart, Icicle
Timeline, Adjacency, Indented
Trees, Ensemble Timeline, Vampir [NAW*96, BW12,
Plots ISC*12, VMa13] X|X|X| [|terabytes 105 processes | X X X
Abstract Diagram Choudhury etal. [CPP] | X|X 101 buffers  |N/A X X X
Dot Plot, Bar Charts Iviz [WYH10] X[ X 106 events |2 jobs X X X
Scriptable ParaProf [SML*12] X| INR 104 processes X X
Scalasca [GWW*10,
Indented Trees, Matrix WG11] X X [terabytes 105 cores X X X X
Color-coded 2D matrix,
histograms, 3D graph layout Schulz et al. [SLBT11] X X|X|NR 104 cores X X X X
Bubble Chart, Animation Sigovan et al. [SMM13] X| [NR 104 X X X
City Metaphor SynchroVis [WWF*13] X| X 102 objects |10 threads X X X
Icicle Timeline, Bundles SyncTrace [KTD13] X| X 107 events  |102 threads X X X X X
Sunburst, Matrix, Dendrogram  |Trevis [AH10] X 103 nodes  |INR X X

Figure 23: Isaacs et al. present a 1-N design space that classifies literature
courtesy of Isaacs et al. [IGJ* 14]

based on the context, scale and goal of each paper. Image
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Close Reading Distant Reading
2 Y| g
HAEH IR £, 2
M I HHERHEE
Elz| 8|22 |2 2|EIE|S
f|u|L|o|d|@|ZT|F|Z|F|O|=
[Piel0], [CGM™* 12], [Fiel3], [GWFI114] X
enhanced [PSA*06]. [CTA*13]. [Ben14]. [BJ14] X
text views [ARLC*13] X X
[WMN*14] x| x
2 [VCPKO9], [BGHI* 14], [KITW*14] x X x
_—; [WI13b]. [CMLMI14], [KZ14] x X
- [Cay(3] X X
2 both [CDP*07] x x
2 [WVOE] X X
= [MFM13] x X
w [RSDCD" 13] X X
bstract [KOO7], [FS11], [CTA_‘ 1?]‘ [OKK13]. [Benld] x
text views [Fie03] x
[PED14] X
; [WHI11]. [HKTK 14] X
= . [Corl 3], [WJ13b] X X
2 s, (RS 0 x x
® [GCL*13] X X
E GBS14b] x x x x
_ﬁ: sentence [BGHE1(] X X
:i.:j alignments [JGBS14a] x X
[Bealg], [Beall], [Beal2], [BJ14] X
statistics for [WJIl3al. [HCC14] x
textual [CWG11] X | x x
entities [Murl1] x x
[FKT14] X X X
[EX10] [Gal11]. [WH11]. [Joc12],
relationships [CEJ*14], [Ede14] *
between [RRRGO3] X
lexts [OST*10] X X
[Woll3] X X
. . [RRRGO3], [AGL*0T], [vHWY09], [KEKL* 11],
relationships [MLSU13]. [WJ13a]. [Arm14] X
hetwean [GZ12], [REH14] X x
£ entities [MHI13] X X X
= [AKV*14] x X
Z [Cob05], [CSVOE], [BDF* 10], [RD10],
é social [BHWI11]. [Kle12], [Bool 3], X
g netwaorks [KOTMI13], [T6t13], [Petl4]
u [KLE14] x x
[JHS512]. [IWIS],'[DNCMH]. < | x
[GDMF* 14], [OML14]
space
and [Weal8] X X X
time [BEFEI10] X X X
[DWS*12] X X X X
[HACQ14] X X X X
space [MBL* 06]. [DEM™*08], [Tra09]. [GH11b]. [EJ14] x
[KBKI11], [ARR*12]. [LWW* 13] X
[CLT*11]. [CLWW14] X X
time [HSCO8] x X X
[DWS=*12] X X x| x
[ESK14] X X x
[HPR14] x X

Figure 24: A 1-N Taxonomy by Jinicke et al. to map reading techniges found within different analysis methods. Image courtesy of Janicke et
al. [JFCS15]
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2 1/2D Treemap [65]

Polar Treemap [15]

j) - left

Generalized Treemap (Pyramid) [8] j D j) - middle
Generalized Treemap (Pie+Pyramid) [8] j Dj j) - right

Tree Cube [30]

3D Treemap [15]

Ellimap [48]

Treemaps with Ovals [15]
Pebble Map [36]
CropCircles [37]

Lifted Treemap [68]
3D Nested Treemap [25]

Information Cube [29]

Nested Columns [15]

2D Icicle Plot [12]
Castles [17]

Cushioned Icicle Plot [52]

- left

Triangular Aggregated Treemap [48]
Sunburst [40]

Interring [42]

pietree 38] [ |

Radial Edgeless Tree [46],[47] J.
Steptree [20]
3D Icicle Plot [12]

P

Nested Hemispheres [26]

3D Nested Cylinders and Spheres [21]
3D Sunburst [70]
3D Beamtree [23]

Information Pyramids ™ [28]

NN
[

Figure 25: Design space for implicit hierarchy visualization created by Schulz et al. to compare techniques in the field. Image courtesy of
Schulz et al. [SHS11]
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Authors / Technique design guideline visual channel
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Brewer [Bre99]: Color use guidelines
Cleveland & McGill [CM84]: Graphical perception 2D/3D
Crawfis & Max [CM93]: Vector field visualization 3D
de Leeuw & van Wijk [dLvW93]: Local flow probe 3D
Healey & Enns [HE99]: Combining textures and colors 2.5D
Healey et al. [HBE96]: Preattentive processing 2D
Kindlmann & Westin [KWO06]: Glyph packing 3D
KindImann [Kin04]: Superquadric tensor glyphs 2.5D
Kirby et al. [KML99]: Concepts from painting 2D
Laidlaw et al. [LAK*98]: Stochastic glyph placement 2D
Li et al. [LMvVW10]: Symbol size discrimination 2D
Lie et al. [LKHO9]: Design aspects of glyph-based 3D visualization 3D
McGill et al. [MTL78]: Variations of box plots 2D
Meyer-Spradow et al. [MSSD*08]: Surface glyphs 2.5D
Peng et al. [PWRO04]: Clutter reduction using dimension reordering 2D
Pickett & Grinstein [PG88]: Stick figures 2D
Piringer et al. [PKHO4]: Depth perception in 3D scatterplots 3D
Rogowitz et al. [RTB96]: How not to lie with visualization 3D
Tominski et al. [TSWS05]: Helix glyphs on geographic maps 2.5D
Treinish [Tre99]: Task-specific visualization design 2.5D
Ward & Guo [WG11]: Shape space projections 2D

Figure 26: A I-N categorization of glyph-based approaches created by Borgo et al. In Desgin Guideline 2, -3 represents a small amount of
complex glyphs with +3 displaying a large number of simple glyphs. Courtesy of Borgo et al. [BKC* 13]
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Figure 27: A 2-Dimensional table showing the classification of the literature in the glyph-based user-study survey. Courtesy of Fuchs et
al. [FIBK16]
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Group Structure Taxonomy
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Figure 28: Taxonomy table created by Vehlow et al. correlating group visualizations and group structures. Courtesy of Vehlow et al. [VBWI15]
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Entities

Network

Node/Link Group

Temporal Features

Observe an entity appears or disappears independently (s1)

Single
£ Occurrences Examine structural (de‘gree, density, centrality) or domain p‘ropertles at a time point (s2)
3]
Lﬁ Examine the number of node/link or group events (e.g. post, reply, report, invitation, page view) at a time point (s3)
= | |
=} Find when a node/link or a group event appears/disappears (bd1)
2 | Birth/Death : ‘ nteract
= Find an emergence of a new network structure such as an interaction pattern, or sub-groups (bd2)
©
2 |
Replacement Find if and when a edge direction (e.g. replies) changes [rp1]
Observe the growth/contraction of entities and their properties [gc1]
Growth & ‘ ‘
Contraction Observe growth/contraction of structure properties [gc2]
Observe if a structure property
converges at a specific time point [cd1]
Convergence
Divergen
& ergence Find if a new structure emerges from
the convergence [cd2]
[%2]
()]
[ Find if events or structural properties are
_(:“ stable [st1]
&) Stability
B Find when the stabilization happen [st2]
(]
Q.
&
7)) Find if events or structural properties
change pattern repeats [re]
Repetition
Identify the pattern of the repetition [re2]
Find if/when events or structural properties show a peak or a valley (pv1)
Peak/Valley Identify the shape of the peaks/valleys (pv2)
\ \
Identify when the peaks/valleys appear (pv3)
3
(o)) Fast & Slow Identify how much changes occur at a given time [fs1]
C
©
<
(@]
S Accelerate &
ccelerate
[0) Identify whether a change of events or structural properties is getting faster or slower [ad1]
+ | Decelerate
oy

Figure 29: Design Space of network temporal evolution tasks courtesy of Ahn et al. [APS14]
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Figure 30: Taxonomy of Space-Time cube operations created by Bach et al. [BDA* 14]. Each operation gives a representation of how the
operation may work. Bold font indicates complete operations. Gray shading indicates non-leaf nodes. Image courtesy of Bach et al. [BDA™ 14]
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[ Level Focus Section|  Visualization Technique Representation References Year |
Line Line properties 2 Seesoft 2D colored pixel [1], [2] 1992
Sv3d 3D colored cuboid 3], [4 2003
Class| Functioning, Metrics 3 Class BluePrint 2D layers and graph [5], [6], [7] 1999
Treemap 2D /3D colored nested boxes [8], [9], [10] 1991
Organization Circular Treemap 2D/3D colored nested circles 8], [11] 1991
4.1 City/Cities 3D city metaphor (12], [13], [14], [15] 1993
Sunburst 2D colored radial display [16], [17], [18] 1998
Solar System 3D solar system metaphor [19], [20] 2003
e Voronoi Treemap 2D colored irregular shapes [21] 2005
[_-2 & [Dependency Structure Matrix| 2D table [22], [23], [24] 1981
o8| 5 UML 2D diagrams [25] 1996
E'Tg 2 Geon 3D geon diagrams [26], [27], [28] | 1998
§ _5 Relationships Solar System 3D solar system metaphor [19], [20] 2003
Z 42 Landscape 3D landscape metaphor [29], [30] 2004
Hierarchical Edge Bundles 2D graph with bundled edges [31] 2006
City/Cities 3D city metaphor with edges [32], [33], [34] | 2007
3D Clustered Graph 3D clustered graph [35] 2007
Polymetric views 2D graph [5], [36], [37] 1999
Solar System 3D Solar system metaphor with edges [19], [20] 2003
Metrics 43 UML MetricView 2D UML diagrams with charts on top [38] 2005
Treemap metrics RD nested boxes with color and texture [39] 2005
City 3D City metaphor [40], [41], [42], [43] 2005
UML Area Of Interest 2D diagrams with area of interest [44], [45] 2006
Line Changes 501 Code Flow cable-and-plug wiring metaphor [46], [47] 2007
°E°g Class 52, TimeLine 3D building metaphor (48] 2008
ISE Organizational Changes 5.3.1 | Hierarchical Edge Bundles 2D graph with bundled edges [49] 2008
S_g' Archi Evolution Matrix 2D matrix [50], [51] 2001
E = Metrics Evolution | 5.3.2 RelVis 2D Kiviat diagrams and graph [52] 2005
City/Cities 3D city metaphor with animation [48], [53] 2008

Figure 31: Caserta and Zendra present a table that classifies methods that visualise the static aspects of software, and the associated
literature. Image courtesy of Caserta and Zendra [CZ11] .
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Data Tasks

Flow
Wolume
Multivariate
Drocument
Select
Explore
Reconfigure
Encode
Elabarate
Filter
Connect

Techniques

[SB92, SB%4] Fisheye Views
[RM 93] Document Lens L]

[CMS94] MagicSphere L] ] a
[RC94] Table Lens L]

[VCWP96] 3D Magic Lenses @

* [FG98] Lenses for Flow Visualization @ a
[FP99] Excentric Labeling a L]
[SHERS9] Intemctive 3D Lens @ @ @ @ ]
[LHIM] Volume Magnification Lens L]

[SFRO1] Tome Lens L] L]
[BCPS02] Fusey Lens, Base-Pair Lens, Ring Lens @ ® @
[MTHGQ3] 3D Flow Lens @ @
* [WCGO3] EdgeLens L) ]

* [VHvW4] Graph Abstraction Lens @ @

[RHS05] Magic Lenses in Geo-Environments ] @ ]

* [EBDOS, ED06h, ED06a] Sampling Lens @ ]
[RLEDS] Temporal Magic Lens -] -]

* [WZMEKODS] The Magic Volune Lens @ @

[TAvHS06] Local Edge Lens ] ]
[KSW06] ClearView ] @ ]
[TGEDOE] 3D Generalization Lenses L] @

* [TAS09] Layout Lens @ ° @
[BRLOY9] Enhanced Excentric Labeling L] L] @
* [MCH*09] Bring &Go @ ° @
[ACP10] High-Precision Magnification Lenses @ @ o @ @ @ @ @ @

[TDE10] Network Lens @ ]

* [K.CJ*10] Detail Lenses for Routes ] @ L]
[Kinl0] SignalLens @ @

* [SNDC10] PushLens L] @
* [STSD10] Tangible Views ] * o e o @
* [EDF11] Color Lens @ @& @ & @ @

[GNBP11] FlowLens @ @
[HLTEI1] SemLens w

[HTE11] MoleView @ * @ L]
[LWG11] Facet Lens @

[FBKE11] EdgeAnalyser e @

[ZCE11] MagicAnal viics Lens L] @
* [ZCPBI 1] ChronoLenses L] @
[TSAALZ] Time Lens @ ] @ @
[FPCPI2] JellyLens
* [KTW*13] TrajectoryLenses @

[PPCP13] Gimlenses @ @
[UvKI3] Magic Lenses for Hypergraphs L

* [CC13] Lens for Querying Documents ®

[AACP14] RouteLens L] L)
[BHRI4] PhysicLenses @
* MW 14] Bubble Lens @ @ L]
[DMC14] VectorLens @ ] [ L]
[KRDI4] Multi-touch graph Lenses @ @
[DSA15] ADArcLens -] @ [] L]

Temporal
& | Geospatial
@ | Graph

@0 00 0@ @ @ @ | Abstact &

e @
L
[
L]

Figure 32: Lens Techniques categorised according to data types and task. Courtesy of Tominski et al. [TGK* 16]
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