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TourDino: A Support View for Confirming Patterns in Tabular Data
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Figure 1: Ordino [SGS∗19], on the left, showing the tabular data in overview mode (1) with two attributes highlighted (g), and two TourDino
support views (2,3) on the right: for attribute and item comparison. The support views show the task chooser (a,d), the significance ma-
trix (b,e), and the detail visualization including a brief description of the statistical test applied (c,f).

Abstract
Seeking relationships and patterns in tabular data is a common data exploration task. To confirm hypotheses that are based
on visual patterns observed during exploratory data analysis, users need to be able to quickly compare data subsets, and get
further information on the significance of the result and the statistical test applied. Existing tools, however, either focus on the
comparison of a single data type, such as comparing numerical attributes only, or provide little or no statistical evaluation
to assess a hypothesis. To fill this gap, we present TourDino, a support view that helps users who are not experts in statistics
to verify generated hypotheses and confirm insights gained during the exploration of tabular data. In TourDino we present an
overview of the statistical significance of various row or column comparisons. On demand, we show further details, including
the test score, a textual description, and a detail visualization explaining the results. To demonstrate the efficacy of our approach,
we have integrated TourDino in the Ordino drug discovery platform for the purpose of identifying new drug targets.

1. Introduction
Visual exploration is a common way of gaining new insights
from tabular data. As we know from well-known examples such
as Anscombe’s quartet, relying on descriptive statistics is of-
ten insufficient to capture the characteristics of multi-dimensional
data [MF17]. In order to be able to trust the patterns users observe
in a visualization, they need to be confirmed using statistical tests.

After all, similar visual patterns can lead to different statistical re-
sults. Although users may be domain experts who know the data
very well, confirming visual findings is challenging. Which statis-
tical test is appropriate depends on the data type, the tests’ assump-
tions (e.g., a normal distribution), and the hypothesis. Additionally,
users may lack the statistical knowledge to understand and trust the
results presented.
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Figure 2: TourDino tests hypotheses generated in the exploratory analysis. After selecting the comparison task and the data to compare (a),
the significance matrix (b) shows all findings. Selecting a cell opens a detail visualization with further details about the statistical test (c).

The goal of TourDino is to support users in the process of switch-
ing between exploratory and confirmatory analysis [KMSZ06]. As
an addition to existing table visualizations, TourDino provides sev-
eral well established methods to compare item groups and attributes
and test the generated hypotheses. We show the similarities and
dissimilarities found within the data by their significance (see Fig-
ure 2b), a value comparable across all methods. On demand, users
see details about the applied statistical tests, with a small visualiza-
tion to explain the result (see Figure 2c).

Throughout this paper, we refer to the result of any statistical test
as a score. We call the columns of a table attributes, and the rows
items [Mun14, p. 25]. All values of an attribute share the same type
and can be either numerical or categorical. Following the defini-
tion by Munzner [Mun14, p. 56-57], we aim to find correlations
between numerical attributes, and dependencies of one attribute on
another categorical attribute. Between groups of items, we want to
assess if the attribute values contained in the groups are similar.

2. Related Work
Exploratory visual analysis is a common approach for finding re-
lationships and patterns in tabular data. Different established vi-
sualization techniques exist that support this goal, such as parallel
coordinates [CvW11], parallel sets [KBH06], Table Lens [RC94],
InfoZoom [SB00], Taggle [FGS∗19], and StratomeX [LSS∗12]—
to name a few examples. Those techniques solely rely on users
to visually evaluate the quality of the findings. In contrast, Voy-
ager [WMA∗16] recommends visualizations for the purpose of ex-
ploring tabular data. It does not provide any score for the associ-
ations between the attributes, but the breadth-oriented visual data
exploration approach allows for combinations a user would not
think of immediately. However, an additional tool like TourDino
is needed to assess hypotheses based on visual observations.

A complimentary approach is to present scores and signifi-
cance values to confirm visual patterns. This confirmatory anal-
ysis [KMSZ06] can be achieved by: (i) making use of scripting
languages, (ii) embedding the scores inside visualizations used for
exploring the data, or (iii) by providing a dedicated support view.

Scripting languages, like R and Python, allow users to calcu-
late the scores for the different hypotheses. However, this requires
scripting knowledge and training in statistics. In-place embedding
approaches show the results of the statistical tests directly inside
the visualizations that are used for the exploratory analysis. How-
ever, the space for embedding additional information is usually
very limited and adding the information introduces additional vi-
sual clutter. SMARTexplore [BBS∗18] uses a variation of the in-
place technique by showing the significance of the patterns within
the table. It uses a table-based visualization with a heat map color

coding, where the items are grouped by a categorical attribute. The
heat map shows the group’s deviation from an attribute, e.g., by
mean. SMARTexplore employs different similarity scores, depend-
ing on the data type, and is able to indicate the significant ones. In
contrast to TourDino, it does not provide information about the sta-
tistical tests used or an additional explanatory visualization for the
compared datasets. Support views present the information needed
for confirming the visual patterns as an additional component, part
of a multiple-coordinated view setup. The Rank-by-Feature frame-
work [SS05], Guided StratomeX [SLG∗14], and also TourDino are
typical examples of this approach. Similar to TourDino, the Rank-
by-Feature framework supports box plots and scatter plots as well
as different scores. TourDino additionally provides the significance
values for the scores. Even though the Rank-by-Feature framework
provides different scores, they are applicable to numerical data
only. In contrast, TourDino supports comparisons for the different
combinations of categorical and numerical data. Each combination
uses a suitable score, depending on the data. StratomeX [LSS∗12]
allows the visual comparison of different groups in a heterogeneous
dataset and is able to find similarities using a query-wizard in-
tegrated in a comparative visualization [SLG∗14]. TourDino also
uses a wizard-like approach, but differs from Guided StratomeX in
the sense that we only consider the displayed data and provide a
more detailed description of the results.

The Visual Causality Analyst [WM16] enables users to analyze
potential causal relationships by means of a node-link diagram. The
attributes are represented as nodes and the scores are encoded on
the edges. While both numerical and categorical attributes are sup-
ported, like in TourDino, the analysis of item sets is missing.

3. Pairwise Comparison Statistics
TourDino offers a comparison between multiple attributes and mul-
tiple groups of items. We separate these two fundamentally dif-
ferent tasks. An attribute comparison is calculated based on value
pairs, and has therefore two equally sized value sets, e.g., tumor
type and gender of a set of samples. This is different to comparing
groups of items, where the value sets can have arbitrary sizes with
independent values, for example, when comparing the tumor type
of male and female samples.

We formulated a null hypothesis for each task we test. For the
attribute comparison our null hypothesis is that the attributes de-
scribe distinct characteristics of an item, which are therefore dis-
similar (i.e., independent). The second null hypothesis is that two
groups of items are similar, as they are part of the same dataset
that is described by the same attributes. As a result of our statistical
tests, we report the score as well as the p-value, which reflects the
probability that the null hypothesis is true. Results with a p-value
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Figure 3: Decision tree for choosing the statistical tests and the
corresponding detail visualization for describing the pattern.

below a predefined threshold—0.05 in our case—are assumed to
be significantly different from our assumption. Hence, the lower
the p-value, the more likely is an association between attributes
or a difference between item groups, respectively. The statistical
tests are chosen based on the user-selected task and the data type of
the compared data subsets, as shown in Figure 3. In this work we
focus on well established non-parametric statistical tests to create
a general-purpose confirmatory analysis view that can be flexibly
used in any tabular data visualization system.

To measure the strength of the association between two nu-
merical attributes, we use the Spearman Rank Correlation Co-
efficient [Zar72]. We then transform the correlation coefficient to
determine its significance with Student’s t-distribution [Zar72].

To compare categorical with numerical attributes, we test
if the items from any category are uniformly distributed across
all items ranked by the numerical attribute. With a Kolmogorov-
Smirnov Test [MLE∗03] we find the maximum deviation of the
category’s ranked numerical values from a uniform value distri-
bution. Additionally, we calculate the maximum deviation of 1,000
sets with randomized numerical attribute values. Whether the cat-
egory has a significant effect on the ranks of the numerical values
is determined by comparing its maximum deviation from uniform
distribution with the deviations of the random sets.

For comparing categorical data we apply the Pearson χ
2

Test [Gin92, McH13]. When comparing categorical attributes, we
conduct a test for independence, with the null hypothesis that there
is no association between the attributes. The test for homogeneity
is used when comparing categorical sets, with the null hypothesis
that the categories are equally distributed in the sets. We use the χ

2

score to determine the association’s significance and measure the
strength with Cramer’s V [Gin92, McH13], a normalized χ

2 score.

For comparing numerical value sets, we use the Wilcoxon Rank-
Sum Test [Wil45] to determine if the two value sets stem from the
same distribution. The scores of this test are approximately nor-
mally distributed, which we use to determine whether the sets differ
significantly from each other [Wil45].

Conducting multiple of these tests leads to a higher probability of
finding significant results by chance—known as the multiple testing
problem. We inform the user about this risk by showing textual
notes in the TourDino interface (see Figure 1b,e).

4. TourDino Support View
TourDino is designed as a support view for tabular data analysis al-
lowing users to perform statistical tests on tabular data subsets, as

demonstrated in Figure 1. The support view consists of three parts:
(i) the task selection to choose the data subsets to be compared,
(ii) the significance matrix summarizing the pairwise significance
values of the tests performed, and (iii) the detail visualization pre-
senting the details of a single pairwise combination.

Task Selection. Users can choose between two tasks to assess
their findings from the visual exploration: comparing attributes or
comparing groups of items (see Figure 2a). After selecting a task,
users need to specify what data subsets should be compared. The at-
tribute comparison takes two sets of attributes as input, where each
attribute of the first set will be compared with every attribute of the
second set. For the item comparison, users select which groups of
items should be compared by selecting categories from the dataset.
In addition to the items, users also select the attributes by which
these items are to be compared. The growth type of brain cell lines,
for example, can be compared with that of skin cell lines.

Significance Matrix. The significance matrix shows the probabil-
ities with which the hypotheses of the applied pairwise statistical
tests are true (see Figure 2b). We chose to display the probability
values (p-values) instead of the scores. We argue that users can di-
rectly discard results that are not statistically significant. Further
reasons are that the p-values are directly comparable between dif-
ferent statistical tests. We highlight matrix cells with a p-value be-
low 0.05 by varying the brightness of the cell. The darker the back-
ground is, the higher is the significance. Additionally, results with
a p-value above 0.1 are blanked out. The non-significant results are
revealed when hovering over the respective matrix cell. A circle
shown in the matrix cells indicates a comparison of a data subset
with itself. We show a dash instead of the p-value if a statistical test
is not applicable to a subset combination (see Figure 2b). This hap-
pens in two cases: (i) if a numerical attribute is compared with an
attribute that has only one category, or (ii) if more than 90 percent
of the compared data is invalid, e.g., null. We currently do not ad-
dress the multiple testing problem in the significance matrix. While
the results of multiple parallel tests could be corrected, sequential
tests run by the user in multiple analysis sessions would still remain
uncorrected and could ultimately lead to spurious results.

Detail Visualization. Users can select a matrix cell to get further
information on a particular comparison (see Figure 2c). The in-
formation provided includes the name of the statistical test, a short
description of how the test works, its score, the p-value, and a small
detail visualization. The visualization is specific to each formulated
hypothesis that we test and illustrates the similarities or differences
that have been found (see Figure 3). For the Spearman Rank Cor-
relation Coefficient, we depict the attributes’ relationship using a
scatter plot. We show the association between categorical and nu-
merical attributes by plotting the deviation of the category’s nu-
merical values from a uniform value distribution. The shape of the
curve indicates a potential enrichment. We visualize the association
between categorical attributes using parallel sets. An independent
attribute randomly splits each of its categories into the categories
of a second attribute. The ribbons of the parallel sets show how the
items are categorized in both groups. The distributions of categories
in item groups are shown with relative frequency histograms. The
χ

2 statistic rises with increasing difference between the histogram’s
bars of the respective sets. To show the differences between numer-
ical value sets we use box plots. The more different the two sets are
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in the box plot, the more likely it is that they do not stem from the
same distribution.

5. Integration of TourDino into the Ordino System
We have integrated TourDino into Ordino [SGS∗19], a web-based
visual analysis tool for ranking and exploring genes, cell lines, and
tissue samples. The heart of Ordino is an overview+detail tabular
data visualization that supports comprehensive filter and aggrega-
tion capabilities. Our support view is part of the side panel, which
provides various means to interact with the visualized data. We
only compare the data subset that is currently visible in Ordino,
such that the statistics are consistent with the visualization. To sup-
port users in switching back and forth between the main visual-
ization and our support view, we highlight the compared data sub-
sets in the main visualization. We therefore highlight the attributes
and items that were compared, depending on the currently selected
task, when hovering over a cell of the significance matrix. Figure 1
shows an example where two attributes that were compared with
TourDino (b) are highlighted in the main table visualization of Or-
dino (g) by changing the background of the column headers to grey.
In addition, when comparing groups of items, we highlight the at-
tribute’s values that are compared, and add a border to the cate-
gories that determine the two item groups.

6. Implementation
The TourDino support view is written as a client-side web-
component in TypeScript and uses D3.js for creating the sig-
nificance matrix and the detail visualizations. To enable a swift
confirmatory analysis, we parallelize the calculations of the sig-
nificance values and statistical scores using web workers and
employ caching strategies to avoid redundant calculations. We
provide the library (https://github.com/Caleydo/tourdino/)
that contains the statistical tests and visualizations and the integra-
tion into Ordino (https://github.com/datavisyn/tdp_core/)
as open source. The prototype implementation is publicly available
at https://tourdino.caleydoapp.org/.

7. Case Study
This case study summarizes an analysis session carried out by a
collaborator with a background in bioinformatics. While a part of
the case study and its findings were originally reported in our pre-
vious work [FGS∗19], we now demonstrate how TourDino helps to
statistically confirm the validity of the results.

With the goal of identifying potential drug targets, the analyst
conducts experiments with cancer cell lines, focusing on the im-
portant cancer genes TP53 and MDM2 in a subset of tumor types.
Cancer cell lines are cultured cells that are derived from tumors that
can proliferate indefinitely in the laboratory and are characterized
by various properties, like tumor type and the set of genes that are
mutated. TP53 encodes the p53 protein, whose presence is known
to suppress the uncontrolled division of cells. When TP53 is mu-
tated, it can lose its suppressing function, which results in tumor
growth. Additionally, the inhibition of p53 through its interaction
partner MDM2 can result in the loss of the suppressing function in
cases where TP53 is not mutated but MDM2 is aberrantly highly
expressed. The expression is a measure of the activity of genes.

First, the analyst wants to analyze if the expression level and

the number of gene copies of MDM2 correlate. An increased copy
number of a gene can lead to a higher expression. The analyst
loads the public Cancer Cell Line Encyclopedia (CCLE) dataset
[BCS∗12] into Ordino. Only a subset of tumor types is of interest,
therefore the analyst filters for astrocytoma/glioblastoma (type of
cancer in the brain), bone sarcoma, melanoma, and non-small-cell
lung cancer (NSCLC). The analyst loads two attributes: the rela-
tive copy number and the gene expression of MDM2, and filters
out the missing values. In order to check for correlation between
these two attributes, the analyst opens the TourDino support view
and performs an attribute-wise comparison. The analysis shows that
the attributes are correlated (p-value < 0.001, compare Figure 1c),
suggesting that in at least a subset of cell lines, a copy number al-
teration of the MDM2 gene led to a change in expression.

As a next step the analyst wants to investigate if the expression
and the copy number of MDM2 correlate with the TP53 mutation
status. Hence, the TP53 mutation status is loaded into Ordino, and
cell lines with no mutation information are filtered out. Using Tour-
Dino, the analyst observes that the correlation between the TP53
mutation status and the MDM2 expression is significant whereas
the correlation between the TP53 mutation status and the MDM2
copy number is not. This indicates that the actual gene expression
is biologically more relevant than the higher gene copy number.

By inspecting the values of the significance matrix, the analyst
also notices that the TP53 mutation status correlates with the tumor
type (p-value < 0.001) suggesting tumor type specific differences.
In order to investigate this in more detail the analyst uses TourDino
to compare the MDM2 expression and TP53 mutation status for all
four tumor types (see Figure 1e). The analysis shows that, over-
all, melanoma cell lines have a significantly higher expression of
MDM2 and a lower TP53 mutation rate compared to the other tu-
mor types, especially NSCLC (see Figure 1f). This suggests differ-
ent underlying mechanisms. However, the difference between, for
instance, astrocytoma/glioblastoma and NSCLC is not significant.

8. Conclusion
In this paper, we presented TourDino, a support view for assessing
visual patterns between attributes and item groups in tabular data
that have been identified in an exploratory visualization. Attributes
and groups of items can be compared with each other, using well
established non-parametric statistical tests. The goal is to support
non-experts in statistics, by providing clear information about the
statistical significance of observed patterns in the data and by pro-
viding intuitive visualizations substantiating the statistical results.

In future work we plan to add more visualizations, e.g., to switch
between a box plot and a violin plot. In addition we want to in-
clude parametric tests as they usually provide more accurate results
in regards to the p-value, but require prior verification of their re-
quirements. Currently we use TourDino to asses the significance
between user defined data subsets, a possible third task could be
added that provides the user with relationships of potential interest.
Furthermore, we plan to correct the p-values for multiple testing.
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