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Abstract
Augmented reality (AR) supports large virtual display areas without the need for physical screens–affording more mobility to
the user and displaying map-based data. Current head-worn AR devices have limited processing and rendering capabilities.
Their hand-free input is imprecise. Hybrid interfaces, such as AR+tablet, can mitigate these limitations: the tablet can provide
additional display fidelity in a region of interest and act as a precise input device. Used together, AR and a tablet support tasks
that simultaneously require mobility and large area displays. However, more work is needed on such a system to understand the
influence of glyph visualization techniques on glyph field scanning behaviours. Two glyph-based representations named Polyline
and Mondrian were compared. Polyline is a shape-based technique known to be good for finding trends in desktop contexts.
Mondrian is a colour-based technique. In theory, it is good for pre-attentive cursory exploration. Participants performed semi-
naturalistic tasks based on geospatial linear regression. Polyline induced more scrolling on the tablet because participants
wanted to examine glyphs more closely. Mondrian induced more gaze movement across the AR display region, but tasks could
also affect gaze. We then discuss focus+context, and colourmap design.

CCS Concepts
• Human-centered computing → Mixed / augmented reality; Tablet computers; Visualization design and evaluation meth-
ods;

1. Introduction

Advances in augmented reality (AR) and optical see-through head-
worn displays (OST-HWD) allow us to have a room-sized display
area with minimal cost to mobility [PNB∗21, WSS20]; permitting
large 2D elements like maps and 3D content. However, AR displays
typically do not have high display resolutions [ILSP21], and often
do not facilitate precise input [FS91], despite advances in AR input
methods (e.g., gaze and gesture-based [KC17]) [SBSPM21]. Com-
bining AR with a tablet computer provides a surface with superior
graphical fidelity and more accurate touch-based input [SGHV19].
Our work explores how a tablet+AR configuration supports scan-
ning a room-sized glyph field. A glyph field is a large collection
of glyphs arranged using positional data (e.g., arrangement based
on latitude and longitude [FIBK17]), and a glyph is a visual data
marker arranged to express data or information.

Understanding how the user scans a glyph field on an AR-
extended tablet screen is critical for designing an optimal
AR+tablet interface. We collected and analyzed the trajectory data
(gaze, panning with tablet-based scroll, and position) generated
by the participants while performing semi-naturalistic tasks with
map-based data. We compared two glyph visualization techniques,
the shape-based Polyline, and the colour-based Mondrian, to un-
derstand their influence on scanning behaviours. The control tech-

nique, Polyline by Opach et al. [OPDR18], is a shape-based tech-
nique. It expresses multivariate values as zig-zagging lines cutting
through squares, resulting in a glyph field consisting of many small
line plots. We compared the technique against Mondrian (named
after Piet Mondrian’s artworks). Unlike Polyline, Mondrian is a
colour-based technique, which arranges glyphs in a radial compos-
ite to express multivariate data. We designed Mondrian to support
the detection of trends and outliers by scanning the glyph field. Ad-
ditionally, when two or more Mondrian glyphs overlap, the colour
of the overlapping area can express composite data (e.g., by multi-
plying or subtracting overlapping values).

Participants completed semi-naturalistic tasks based on geospa-
tial regression analysis. The participants scanned the glyph fields
using the AR+tablet interface displaying real-world map data. They
then indicated the statistical information. Our study design is mo-
tivated by Whitlock et al. [WWS20] who argue that geospatial an-
alysts are interested in analyzing geospatial in the wild, and create
in-situ large-area visualizations of the data at the same time. They
also argue that combining mobile devices and AR is helpful for this
endeavour. In the study, our participants used the tablet primarily as
an input device for panning the AR content, and to reference place
names that were not displayed in AR. They used AR for wide-area
scanning and exploration.
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Polyline elicited more tablet-based panning of the glyph field–
indicating that the technique encouraged the participants to look at
the individual glyphs more closely. Mondrian tended to elicit more
gaze trajectories; the participants often examined the glyphs from
afar, bringing them closer when reviewing the smaller overlapping
regions of Mondrian glyphs. Despite having to scroll more, NASA-
TLX and SUS scores favour the Polyline technique, possibly due
to hardware-based colour distortions with Mondrian. This study
demonstrates that visual channels like shape, and colour, can be
used to manipulate the glyph field navigation behaviours. This has
implications for room-sized glyph field navigation. Furthermore,
although an AR+tablet interface seemingly follows focus+context
(F+C) due to different display resolutions of the OST-HWD and
the tablet [BGS01], we often observed the participants ignoring the
tablet. Having two different display resolutions is not a sufficient
condition for F+C.

2. Related Work and Background Information

2.1. Immersive Analytics

According to Dwyer et al. [DMI∗18], immersive analytics is an
interdisciplinary field extending the knowledge in information vi-
sualization, and visual analytics through by incorporating immer-
sion. Immersion can be added through mixed reality technolo-
gies, data physicalization, and multisensory presentation–to name a
few. Immersive analytics with AR have been incorporated in some
geospatial work [ÇGS∗20] – e.g. Tangible Globes by Satriadi et
al. [SSE∗22], and FieldView by Whitlock et al. [WWS20]. Our
work advances immersive analytics as it involves navigation with
large room-sized glyph fields.

2.2. Glyph-based Visualization

Glyph-based visualization involves the use of visual markers
to convey information [BKC∗13]. According to Borgo et al.
[BKC∗13], we can use visual semiotics to manipulate different
aspects of glyphs’ appearance to convey different information.
Furthermore, we can combine multiple glyphs that possess the
same location into a composite to convey multivariate informa-
tion [ROP11]. As Mondrian is a colour-based technique, some dis-
cussion on colour perception is necessary. Unfortunately, colour
perception studies with OST-HWDs like the HoloLens are few
[EKBW20], perhaps due to colour distortion associated with such
device type [ILSP21]. Therefore, we must fall back on informa-
tion visualization literature for colour-based perception. Literature
in information visualization suggests that the colourmap should be
“sortable” – i.e. a glyph with a lower value should have less lumi-
nance than the one with a higher value [CSH20], and to avoid the
use of the rainbow colourmap [CSH20, Mor09].

One form of glyph-based visualization incorporates small multi-
ples. Small multiples, essentially, are small charts (e.g., bar charts
[PAPB20], parallel plots or line charts [OPDR18, OR18], or radar
plots [CLGD18]) designed to display specific statistical informa-
tion [vdEvW13]. Polyline, containing a zig-zagging line cutting
through a square, is a shape-based technique–as the line contains
some thickness. Fuchs et al. [FIBK17] demonstrate that we can ar-
range multiple glyphs and their composites in multiple ways: for

example, we can use a grid-like structure, or arrange the glyphs
using geospatial information. Glyphs can be superimposed onto a
map. Opach et al. [OPDR18] evaluated Polyline using both grid-
based and geospatial placement. They found that geospatial place-
ment performed better because the participants could additionally
rely on spatial information to make decisions. Grid-based place-
ment eliminates geospatial information. AR allows for more types
of placements, such as around the user using a spherical and other
non-Cartesian coordinate system [LPED20, DM22]. To the best of
our knowledge, our work is the first to analyze trajectories of small
multiples on maps displayed on a large AR-based display area.

2.3. Virtual AR Display

OST-HWDs are useful for extending the interface of other devices.
Despite small field-of-views of their screens [GEA∗17], they are
highly mobile [PNB∗21, KC17, WSS20]. MARVIS, by Langer et
al [LSBD21], uses AR to add 3D elements to a tablet’s workspace.
Meanwhile, Pavanatto et al. [PNB∗21] demonstrate how AR can
provide additional monitors to the user while allowing them to
maintain mobility. Whitlock et al. [WSS20] found that AR display
also encourages more navigation. However, the colour perception is
less accurate with OST-HWDs [WSS20,ILSP21]. AR displays tend
to have inferior display resolutions to other devices like tablets.
Therefore, if we use both AR and a tablet as a display device, this
may follow the F+C paradigm. Baudisch et al. [BGS01] developed
F+C as a way to conserve graphical resources. Two display resolu-
tions are used. A high resolution is used where the user is focusing.
A lower one provides contextual information.

2.4. Input Methods

AR input methods and AR graphic user interface do not sup-
port precise input [SBSPM21, FS91]. In an early work, Feiner &
Shamash [FS91] proposed the use of a hybrid interface where, in
addition to the AR device, the user has another input device for
high-precision tasks. Since then, there have been some advance-
ments in non-hybrid AR input (e.g., gesture, voice command).
However, Soares et al. [SBSPM21] still found that these input
methods are still inaccurate. Some researchers, like Satriadi et al.
[SSE∗22] introduce new input devices like Tangible Globes to en-
hance input for AR-based geospatial analysis, while others use a
mobile device for precise input: for example, FieldView by Whit-
lock et al. uses a smartphone [WWS20], and STREAM by Huben-
scmid et al [HZBR21] uses a tablet.

2.5. Multiple Linear Regression and Tasks

The study task involves analyzing multiple linear regression (MLR)
models with pre-selected independent variables (IV) and depen-
dent variables (DV). A MLR model essentially involves creating
an equation with a DV being a linear combination of IVs. Par-
ticipants also analyzed pre-fitted models. Based on prior litera-
ture [Bra04,Dao17,DK18,Fri82,JSRC∗21,JBPWM06,LBS90], we
argue performing MLR involves these criteria:

Parsimony. Does a model have too many IVs? If multiple IVs
are highly correlated, some should be removed. Otherwise, a fitted
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model will not be parsimonious and can have issues like multi-
collinearity [Dao17].

Multiplicativity. Considering if there is any Multiplicativity
(a.k.a interaction effect) between the IVs, or if each IV’s effect is
independent. Not considering multiplicativity can affect a model’s
accuracy [Bra04, Fri82].

Correlation. The IVs must be able to explain the variances of
observed DV values. Example effect sizes include R2 and adjusted
R2 to quantify this [LBS90]. In visualization, if there is a correla-
tion between two or more variables, a change in one variable should
also be observable in another. For instance, when the values of one
variable are observed to be increasing, the values of another vari-
able could be increasing or decreasing. Correlation may not exist
if the values of the first variables do not predict the values of the
others.

Goodness-of-fit. The values predicted by the equation must fit
the observed DV values. We can use likelihood to measure this
[JBPWM06].

Spatial Autocorrelation. Data may cluster spatially, which may
complicate fitting; for instance, overall national statistics can differ
at state-level [PAPB20].

Actions such as data cleaning, feature selection, and model as-
sessment help us to understand a model [DK18]. Here, we intro-
duce the terms “pre-fit” task, and “post-fit” task to categorize these
actions. A pre-fit task includes actions performed before fitting a
model. A post-fit task is for after fitting the model. These tasks
form the basis of our study procedure.

3. Study Design

3.1. Research Questions

RQ1: How do the techniques affect the user’s scanning be-
haviours? Scanning is important for navigating and understand-
ing glyph fields. We explored how each technique affected various
types of trajectories possible within an AR+tablet interface. Poly-
line is good for identifying trends [OPDR18]. Meanwhile, Mon-
drian, as a colour-based technique, is good for pre-attentive percep-
tion [ROP11]. Unlike Polyline, Mondrian can express additional
information which can affect scanning behaviours.

RQ2: What is the cognitive load associated, and the usability
of each technique? Since Polyline is shape-based and Mondrian
is colour-based, we expect the user to have different experiences.
We hypothesize that the user will have a better experience with
Mondrian since Polyline requires the user to be closer in order to
comprehend it. We administered self-reported questionnaires like
System Usability Scale (SUS) [Bro95], and NASA-TLX [Har06].
Additional interviews supplement the questionnaires.

3.2. Participant

We recruited 24 participants (20 males, 4 females) using our institu-
tion’s mailing lists. All participants were undergraduate and gradu-
ate students in computer science, with some familiarity with MLR.

One participant completed secondary education, 15 completed un-
dergraduate studies, and eight possessed graduate degrees. Twenty-
two participants had prior experience with mobile AR. Eight had
experience with OST-HWDs. Seven had experience with virtual re-
ality. The experience can be overlapping–ie. one participant could
have experienced more than one technology.

3.3. Software and Instrument

We used a modified version of Gander for the study. Gander is
our AR+tablet interface for geospatial analysis. It reads comma-
separated value (CSV) files, and for each data point, generates a
glyph. The glyphs’ positions are placed based on their geolocations
(i.e. latitude and longitude). Gander places these glyphs in AR–
creating a room-sized visualization. The appearance of the glyphs
changes between the pre-fit and the post-fit stages. Glyph fields’
backgrounds are transparent, so the tablet provides additional vi-
sual information (e.g. location name, road, etc.) to the user. The
user can scan their head to view the glyph field, scroll on the tablet
to pan the field, or walk around. The user can examine the glyphs
before fitting a MLR model (pre-fit task), and examine the likeli-
hoods after (post-fit task). A “kiosk-mode” version of Gander was
used in this study for more experimental control. To assist the user,

Figure 1: The tablet interface. The smaller inset is the virtual
touchpad, which allows for rapid scrolling of the entire area. Tap-
ping “End” means all sub-tasks have been completed.

Figure 2: Modified Gander with glyphs and legends. LEFT. P11
with Mondrian. RIGHT. P14 with Polyline.
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a legend is available in AR; its appearance varies based on the tech-
niques (Fig. 2).

In the study, we used a 15-inch Microsoft Surface Book 3, laid
horizontally, displaying a map. Microsoft HoloLens v2 mounted a
glyph field on the top. Glyph fields in the study were larger than
the tablet which means most glyphs appear beyond the boundaries
of the tablet’s screen (See Fig. 2). The participants could navigate
around the glyph field (i.e. standing up, or walking), or they could
use a virtual touchpad on the tablet to pan the glyph field. We did
not implement zooming, since it could act as a confounding factor
in analyzing scanning behaviours.

3.3.1. Glyph Design

We compared two glyph-based visualization techniques: Polyline
and Mondrian to represent information during the pre-fit and the
post-fit tasks. Each Polyline glyph or a Mondrian glyph compos-
ite represents a data point. Each glyph’s position is based on the
associated data point’s geolocation. During the pre-fit task, each
represents normalized values. Meanwhile, during the post-fit task,
each represents likelihood effect size EL. EL =

ℓi, j
max ℓ where ℓi, j is a

single MLR likelihood for the model i and the data point j. maxℓ
is the maximum likelihood for both models. EL is bound between
zero and one. Our version of EL is based on the work by Johnston
et al [JBPWM06].

Polyline (Fig. 2-LEFT, Fig. 3) is a small-multiples technique
based on the line chart. Since the line is zig-zagging, one can con-
sider this a shape-based technique. In the pre-fit stage with two
variables, the line’s start point on the left indicates the value of the
first variable. Meanwhile, the endpoint indicates the value of the
second variable. Each value is normalized based on its variable.
For instance, if a variable’s minimum is 0 and maximum is 100, the
value of 60 is normalized to 0.6. If there are three variables instead
of two, the starting point on the left represents the first variable’s
value, the middle point represents the second variable’s value, and
the ending point represents the third variable’s value. In the post-fit
stage, the starting point represents the EL of the restricted model
at that data point and the ending point represents the EL of the full
model.

Figure 3: The designs of Polyline. LEFT: Polyline for the two-
variable pre-fit task. The first variable’s normalized value is 0. The
second one is 0.5. MIDDLE: Polyline for the three-variable pre-fit
task. The first value is 1. The second one is 0. The third one is 0.67.
RIGHT: Polyline for post-fit. The first model (left)’s EL is 0.25 and
so is the second model (right)’s.

Mondrian (Fig. 2-RIGHT, Fig. 4) is a colour-based technique
composed of multiple coloured squares. Using Ropinski et al.’s ter-
minology [ROP11], we call each group of coloured squares a com-
posite. The data’s geolocation determines the position of the glyph
in AR. Overlapping areas indicate multiplicativity during a pre-fit
task and likelihood differences in a post-fit task. This is different

from Polyline which never conveys such information. The centre
position of the composite is based on the data point’s geolocation
information. There are other ways to arrange the squares. For in-
stance, the squares could be floating on top of each other. However,
we kept the arrangement radial to the technique 2D to allow for
a fair comparison against Polyline. 3D arrangements, on the other
hand, could introduce a novelty effect to the study. In the pre-fit
task, the colour of each square represents the value of a variable at
that specific location. The value is normalized to be between zero
and one–based on the variable’s minimum and maximum. In the
post-fit task, each square represents EL.

Figure 4: Mondrian prototypes. Percentages were not visible to the
participants. A: Colourmap during the pre-fit task–blue is mini-
mum, and yellow is maximum. B: Mondrian during the pre-fit tasks
with two variables. The top square represents the first variable and
the bottom glyph represents the second. C: Mondrian during the
pre-fit tasks with three variables. The top-left glyph represents the
first variable value, the top-right glyph represents the second one,
and the bottom glyph represents the third one. D: Colourmap dur-
ing the post-fit task–red is minimal, and cyan is maximum. E: The
top represents the EL value of the restricted model for that data
point. The bottom glyph represents the one for the full model.

3.4. Protocol

To obtain semi-naturalistic results, our study tasks involved pre-fit
and post-fit tasks with real-world data. There were two maps used
in the study: TO which was based on Toronto apartment scoring
data [Cit21], and NS which was based on Nova Scotia’s lake chem-
istry data [The21b]. These maps represented different use cases:
TO is a smaller map with urban data, and NS is a larger map with
natural data. Each participant started with a demographic question-
naire. Then, they read a manual on the tasks and learned about
the pre-fit and post-fit tasks. We then verbally quizzed the partic-
ipants to ensure their understanding of the tasks. If they did not
pass, we provided additional information. Then, the participant cal-
ibrated the OST-HWD’s gaze tracker. Finally, based on their PID,
we placed the participants in one of the following groups: G1, G2,
G3, and G4. The study had a mixed design; each experienced all
techniques and maps, but not all combinations of both.

Once well prepared, each participant completed the following
steps (also summarized in Fig. 5): STEP Training. Trained to per-
form the pre-fit task. G1 and G4 trained using Polyline while G2
and G3 trained with Mondrian. The training map was [The21a].
STEP Pre-fit 1. Using the assigned technique (Polyline for G1 and
G4, Mondrian for G2 and G3), performed pre-fit sub-tasks with the
assigned map and variables to the group (Table 1-A1 for G1, G2;
Table 1-A2 for G3, G4). The sub-tasks were (1) finding minimum
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A1: Pre-fit/2 Variables/TO A2: Pre-fit/2 Variables/NS
Security: 1-5 score representing security of a building Calcium: Calcium level in a lake.
Stairwells: 1-5 score representing the quality of the stairwells. Chloride: Chloride level in a lake.

B1: Pre-fit/3 Variables/TO B2: Pre-fit/3 Variables/NS
Graffiti: 1-5 score indicating the presence of graffiti on the building. 5 means no graffiti. Iron: Iron level in a lake.
Exterior Cladding: 1-5 score indicating the quality of the cladding for the building. Manganese: Manganese level in a lake.
Exterior Ground: 1-5 score indicating the quality of the outside area around the apartment. Potassium: Potassium level in a lake.

C1: Post-fit/TO C2: Post-fit/NS
Model 1: Score = Graffiti + YearBuilt + Graffiti × YearBuilt Model 1: TCU = Iron + Silica + Iron × Silica
Model 2: Score = Graffiti Model 2: TCU = Iron

Table 1: The variables/models each participant interacted with in the pre-fit and post-fit tasks. TCU is “True Colour Unit”, a score repre-
senting the colour of the water in a lake with particulate matter removed by centrifugation [Hea95].

and maximum values, (2) finding the correlation of the variables
to assess parsimony, (3) finding the multiplicative effect between
the values, and (4) finding spatial autocorrelation. The participants
must verbalize their answers. STEP ESQ 1. Using information ob-
tained from the previous step, completed the effect size question-
naire (ESQ), which was a series of multiple-choice questions. See
Sec. 3.4.1 for the questions. STEP NASA 1. Completed NASA-
TLX. STEP Pre-fit 2. Repeated STEP Pre-fit 1 with a different set
of variables (Table 1-B1 for G1, G2; Table 1-B2 for G3, G4). STEP
ESQ2. Repeated STEP ESQ1. using information from the previ-
ous step. STEP NASA 2. Completed NASA-TLX. STEP Post-fit.
Completed the post-fit sub-tasks for the assigned map and models
(Table 1-C1 for G1, G2; Table 1-C2 for G3, G4). The sub-tasks in-
cluded: (1) assessing the goodness-of-fit of both models, (2) finding
the minimum and maximum goodness-of-fit, and (3) finding spatial
autocorrelation. Due to the post-fit task being similar to the pre-fit
task, no training was provided. STEP ESQ3. Completed the effect
size questionnaire redesigned for the post-fit task. STEP NASA 3.
Completed NASA-TLX. STEP SUS. Completed SUS. STEP In-
terview. Interviewed for the performance of the technique. STEP
Repeat. Restarted from STEP Training with a different technique;
G1, G4 repeated with Mondrian and G2, G3 repeated with Polyline.
Also, the map/variables/models changed. G1 and G2 repeated the
tasks with NS using the variables/models in Table 1-A2, -B2, -C2.
G3 and G4 repeated the task with TO with the variables/the models
in Table 1-A1, -B1, -C1. STEP Exit. Compared the two techniques
in a short exit interview.

Figure 5: Summary of the protocol.

We neither encouraged nor discouraged the participants from

walking around the glyph fields. Each session was supposedly 90
minutes long. However, the participants often took up to two hours.
Each participant received 25 Canadian dollars. Since the study con-
tained many steps, we developed a web-based portal to serve as a
checklist and to help with the administration of the study.

3.4.1. ESQ Questions

These questions were based on multiple choice questions of-
ten deployed in information visualization studies (e.g., [PAPB20,
LKK17]). For the pre-fit tasks (STEP ESQ1, STEP ESQ2), the
participants completed the following multiple-choice questions: (1)
Is there any correlation in the data?, (2) Is there any spatial auto-
correlation in the data?, (3) Is there any multiplicative effect in the
data?. The choices for the first and second were: none, weak, mod-
erate, strong. The choices for the third one were: very weak, weak,
medium, strong, very strong. For the post-fit task (STEP ESQ3),
the questions were: (1) What is the goodness-of-fit for Model 1?,
(2) Is there any spatial autocorrelation for Model 1’s goodness-
of-fit?, (3) What is the goodness-of-fit for Model 2?, and (4) Is
there any spatial autocorrelation for Model 2’s goodness-of-fit? The
choices for the first and the third questions were: very weak, weak,
medium, strong, very strong. The choices for the second and fourth
questions were: none, weak, moderate, strong.

4. Analysis and Results

4.1. Video Analysis

We conducted two passes on the video recordings, using BORIS
[FG16]. In the first pass, we flagged sequences for exclusion in
later trajectory analyses (see Section 4.2). In the second pass, we
coded sequences of actions. We mostly focused on glyph-field
scanning (e.g., looking at the tablet or elsewhere) and navigational
behaviours (e.g., walking around, and looking behind). We ob-
served the participants almost always maintained the same forward
heading. Those who turned back (P4, P8, P9, P12, P13, P16, P24)
only did so temporarily and were aware of the glyphs’ real orienta-
tions. Most stayed seated; only P12, P15, P16, P19, P24 stood up
at some point. Per participant, about 62% of the scanning and nav-
igational actions were done without looking at the tablet–meaning
the AR+tablet interface was not used as a F+C one.
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(a) MSD (Gaze) (b) MSD (Scroll) (c) MSD (Position) (d) Duration
Effects χ2 p η2 χ2 p η2 χ2 p η2 χ2 p η2

Technique (T) 4.352 0.037* 0.028 6.619 0.010* 0.062 2.143 0.143 0.014 2.192 0.139 0.009
Map (M) 0.967 0.325 0.006 0.252 0.616 0.003 0.012 0.913 <0.001 0.602 0.438 0.002
Number of
Variables or
Models (N)

3.789 0.052 0.023 2.547 0.111 0.022 0.000 0.997 <0.001 0.362 0.547 0.082

Post-fit x x x x x x x x x 87.042 <0.001* 0.335
T:M 1.276 0.259 0.034 0.648 0.421 0.008 5.676 0.017* 0.062 0.088 0.766 0.001
T:N 1.289 0.256 0.008 0.033 0.856 <0.001 0.832 0.552 0.002 3.346 0.067 0.013
M:N 0.061 0.805 <0.001 0.189 0.664 0.002 0.832 0.362 0.005 0.005 0.944 <0.001
T:M:N 0.582 0.446 0.004 0.092 0.762 0.001 1.078 0.299 0.007 1.400 0.237 0.005

Table 2: Combined ANOVA (Type II, Wald) tables made with log-linked Γ generalized linear models (GLM). The random effect was the
participant, all effects had the df of 1. “x” means value unavailable due to fitting errors. Number of Variables or Models means whether the
participants were analyzing two or three variables/models–independent of pre-fit or post-fit. Post-fit means whether the AR tasks are pre-fit
or post-fit. * means p ≤ 0.05.

4.2. Trajectory Analyses

To answer RQ1, and to understand the participants’ scanning be-
haviour, we computed three types of mean-squared displacement
(MSD): gaze, touchpad scroll (i.e. using the tablet to pan the AR
content), and position. We computed MSD for each trajectory us-
ing following formula [PFS∗19]: (2D) MSD = s2(X)+ s2(Y ), and
(3D) MSD = s2(X)+ s2(Y )+ s2(Z), where X ,Y,Z are coordinates
of the positions and s2 is their sample variances. There are other
measures than MSD, but they are not usable due to random walk
[AVK∗10, MSV18]. Table 2 describes the results of the trajectory
tests. Since MSD is not a temporal measure, we performed another
ANOVA on the task completion durations. Since all effects have
two levels each, a posthoc test is unnecessary. Although the trajec-
tory data are not normally distributed, we report their means and
standard deviations because we performed parametric ANOVAs.

4.2.1. Gaze Trajectory Analyses

Analyzing gaze data allows us to understand better how the par-
ticipants looked at the visualization when completing the tasks.
Before we can compute MSD, we must pre-process the data. We
computed the point of intersection (PoI) between the participants’
gaze rays and the horizontal plane with the tablet at the origin.
Since the participants were not always looking at the visualiza-
tion, some PoIs had extreme positions. We first filtered out any
PoI generated when the participants were not looking downward.
Then, we used tclust [FGEMI12] to trim the PoIs with the fol-
lowing parameters: k = 3,α = 0.05, iter.max = 100. Fig. 6 shows
the final results of the conversion process. Finally, we computed
2D MSDs per trial with the trimmed PoIs. Our ANOVA analysis
(Table 2-a) shows that only Technique is statistically significant.
The effect size is strong with Nakagawa’s R2

GLMM’s (ψ1) being:
R2

m = 0.113,R2
c = 0.626. The result shows the participants’ gazes

tended to travel further when using Mondrian–meaning that Mon-
drian (x̄MSD = 0.217m2,sd = 0.178m2) tended to encourage more
gaze exploration than Polyline (x̄MSD = 0.198m2,sd = 0.174m2).

Mondrian also has one extra feature that Polyline does not: ex-
pression of multiplicative values in the pre-fit tasks and expression
of log-likelihood difference in the post-fit tasks through the over-

Figure 6: The heatmaps (2D histograms) of combined gaze PoIs
grouped by Map and Technique. The Bin width is 0.05. X and Y’s
units are metres. Polyline histograms are brighter at the centres
due to the participants focusing more around the origin. Mondrian
histograms are darker since the gaze trajectories are more spread
out.

lapping areas of the glyphs. We tested if the overlapping caused the
participants to become more fixated. Let Overlap be the time when
the participants were performing the sub-tasks requiring looking
at the overlapping area. Before performing an ANOVA, we ex-
cluded gaze trajectories with video recordings that were missing
(P4+Mondrian+Postfit, P19+Mondrian+Prefit (3 variables)). The
ANOVA was Type II (Wald’s test) using a log-linked Γ general-
ized linear model (GLM) with MSD being the response values. The
fixed effects are: Overlap (χ2

1 = 4.773, p= 0.029,η2 = 0.089), Map
(χ2

1 = 0.859, p = 0.354,η2 = 0.063), and the interaction between
the two (χ2

1 = 0.036, p = 0.849,η2 = 0.001). The random effect is
the participants. Nakagawa’s R2

GLMM (ψ1) are: R2
m = 0.074,R2

c =
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0.726. The test shows that the participants tended to fixate their
gaze more when performing sub-tasks looking at the overlapping
areas (x̄Overlap = 0.198m2,sdOverlap = 0.151m2) than when not
(x̄∼Overlap = 0.226m2,sd∼Overlap = 0.173m2).

4.2.2. Touchpad Scroll (Panning) Trajectory Analyses

We analyzed how the participants scrolled the touchpad for tablet-
based panning (Table 2-b). The video analysis shows there were
12 trajectories where the participants erroneously panned too much
and temporarily lost sight of AR content. There are also 25 tra-
jectories where no panning occurred (MSD = 0m2). Both types of
trajectories are excluded from the ANOVA test. The test shows that
only Technique is statistically significant. Nakagawa’s R2

GLMM (ψ1)
are: R2

m = 0.093,R2
c = 0.324. We found that the participants tended

to pan the AR content more with Polyline (x̄MSD = 0.438m2,sd =
0.392m2) than Mondrian (x̄MSD = 0.350m2,sd = 0.404m2).

To determine if Mondrian’s overlap feature affected trajec-
tories, we performed a Type II ANOVA (Wald’s test) with
a mixed-effect log-linked Γ GLM with MSD as the response
value. Only trajectories that met the following criteria were used:
(1) no over-panning, and (2) scroll MSD > 0. The fixed ef-
fects are: Overlap (χ2

1 = 0.002, p = 0.967,η2 < 0.001), and Map
(χ2

1 = 0.015, p = 0.902,η2 = 0.001), and their interaction (χ2
1 =

0.046, p = 0.830,η2 = 0.001). The participants were the random
effect. Nakagawa’s R2

GLMM (ψ1) are: R2
m = 0.002,R2

c = 0.675. The
participants did not typically rely on panning to better view the
overlapping areas.

4.2.3. Position Trajectory Analysis

Figure 7: Combined trajectories of the HoloLens’ X and Y posi-
tions grouped by Map, Technique, and participant number. X and
Y’s units are metres.

We computed MSDs of the HoloLen’s trajectories. The
ANOVA (Table 2-c) shows an antagonistic interaction effect
between Technique and Map. Nakagawa’s R2

GLMM (ψ1) are:

R2
m = 0.165,R2

c = 0.654. Fig. 7 shows this is due to some
participants moving more than others. Due to the partially
between-subject of the study, they never completed the tasks
with TO+Polyline, and NS+Mondrian. The descriptive statistics
were: x̄TO+Polyline = 0.016m2 (sd = 0.024m2), x̄NS+Polyline =

0.150m2 (sd = 0.278m2), x̄TO+Mondrian = 0.105m2 (sd =
0.198m2), x̄NS+Mondrian = 0.016m2 (sd = 0.019m2).

4.2.4. Trial Duration Analysis

We performed an ANOVA (Table. 2-d) similar to the previous tra-
jectory analyses with an extra factor: Post-fit. Post-fit indicates if
the trajectory was pre- or post-fit. The other trajectory ANOVA
models do not contain this due to fitting errors. Only Post-fit played
a significant role in the trial duration with Nakagawa’s RGLMM (ψ1)
effect sizes being: R2

m = 0.350,R2
c = 0.491. The mean duration

for pre-fit tasks was 290.526 seconds with sd = 99.380 seconds.
The mean duration for post-fit trials was 173.932 seconds with
sd = 76.892 seconds. This result was indicative of an ordering ef-
fect based on tasks as other effects were not statistically significant.

4.3. Self-Reported Measures and Effect Size Questionnaires

To answer RQ2, we administered NASA-TLX to measure cogni-
tive load. A mixed-effect model parametric ANOVA for NASA-
TLX with Technique, Map, Task Types (2-Var, 3-Var, and Post-
fit) as the fixed effect and the participants as the random effect; a
residual analysis with a QQ-plot determined this type of ANOVA
was appropriate. Table 3 describes the results. Only Technique
was statistically significant. The descriptive statistics for Tech-
niques were: x̄Polyline = 48.793,sdPolyline = 21.472, x̄Mondrian =
52.764,sdMondrian = 21.582. Contrary to our expectation, Mon-
drian’s cognitive load was slightly higher than Polyline’s. The in-
terview data indicated that colour distortion may be the cause.

Effects SS MSE df1 df2 F p η2

T 601.79 601.79 1 109.245 4.739 0.032* 0.039
Map 9.11 9.11 1 109.245 0.072 0.789 0.001
TT 146.96 73.48 2 109.321 0.579 0.562 0.010
TT x Map 99.99 99.99 1 41.267 0.787 0.380 0.007
TT x TT 361.61 180.81 2 109.468 1.424 0.245 0.024
Map x TT 51.85 25.93 2 109.239 0.204 0.816 0.003
T x Map x TT 42.23 21.12 2 109.243 0.166 0.847 0.003

Table 3: ANOVA test results for NASA-TLX questionnaire. T =
Technique. TT = Task Type (Pre-fit with two variables v Pre-fit three
variables v Post-fit). * denotes p ≤ 0.05.

We administered SUS to measure the techniques’ usability. We
rescaled the SUS score using Lewis & Sauro’s method [LS17] since
the 10th SUS question was missed in error. Using ART-ANOVA on
SUS with Technique as the fixed effect and the participant as the
random effect, we found statistical significance (x̄∆ = 7.17,F1,23 =
6.575, t23 = 2.564, p = 0.017,d = 0.741). The median SUS scores
were 72.22 for Polyline and 63.888 for Mondrian. The participants
found Polyline to be more usable.

The effect size questionnaires (ESQ) were insufficiently sensi-
tive to detect any difference between the two techniques as seen in
Fig. 8. We also found that the participants tended to overestimate
the effect sizes.
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Figure 8: The frequency tables of the scores for the pre-fit and post-fit ESQs. 1 = weakest, and 5 = strongest. Baseline numbers and the
permutation test statistics for comparing the techniques are provided on the right margin of each table. See [Col13] for more information
on the test. Columns with the frequency of zero in all rows have been removed. “Error” column in Post-fit Q4 means one participant did not
answer.

4.4. Interview Analysis

To answer RQ2, we analyzed the interview data using the ’bottom-
up’ approach [BC06]. Overall, the pre-fit and post-fit tasks were
easy to perform (n=4) albeit with an initial steep learning curve
(n=5). The expanded AR screen was helpful (n=3). For the tech-
niques, the participants (n=10) thought Mondrian was better for
identifying correlation. However, Polyline was easier to understand
in general (n=13) and felt more precise to use (n=2). Fifteen par-
ticipants indicated that they experienced colour issues with Mon-
drian. The hardware-based colour distortions produced inconsis-
tent colours based on the viewing angles [ILSP21], forcing the par-
ticipants to constantly adjust themselves. Some participants (n=4)
found the divergent colourmaps difficult to understand. P6 believed
that more hues (8 to 10) would have been helpful. P12 thought a
grayscale colourmap would be better.

5. Discussion and Future Work

Polyline and Mondrian induced different scanning behaviour. The
former tends to induce more scrolling on the tablet, while the latter
encourages gaze scanning. Therefore, in general, we should use a
shape-based technique to encourage closer examination of glyphs,
while colour-based techniques are better for encouraging cursory
explorations at the pre-attentive level. However, tasks can also af-
fect gaze fixation; we found the participants’ gazes tended to be-
come more fixated on Mondrian glyphs when looking at the over-
lapping areas. Based on the interviews, we found that the colour-
based technique may be less usable due to the colour distortion
from an OST-HWD device. Interestingly, some participants sug-
gested the use of a multi-hue rainbow colourmap which is advised
against by Moreland [Mor09] and Crameri et al [CSH20]. Future
work should explore additional visual channels, and technique-
switching in order to optimize glyph field exploration.

Furthermore, we found the participants tended not to rely on the
tablet for display. This shows that having a focus+context (F+C)
hardware arrangement does not necessarily guarantee a F+C inter-
face. Instead, the interface must incentivize focusing on the tablet.
An example of this is blurring the glyphs appearing off the tablet’s
boundary, forcing the user to look at the tablet to better view the
glyphs. Additional research work should explore other paradigms,
such as overview+detail.

The study highlights the need for a new way to measure the ef-
fectiveness of glyph visualization techniques in a glyph field. While
multiple-choice questions were often deployed in information visu-
alization evaluations (e.g., [PAPB20], [LKK17]), they are too in-
sensitive in the context of tasks involving AR-based glyph field
navigation. Furthermore, we may need to move on from discretely
categorizing effect size strength. A new and more sensitive method
is necessary.

6. Conclusion

We compared two glyph-based visualization techniques for an
AR+tablet interface. We found that Polyline induced more tablet-
based scroll while Mondrain encouraged visual scanning. This has
an implication for designing AR+tablet hybrid user interfaces. We
also note that F+C must also be enforced; having a bi-resolution
hardware set-up alone is insufficient. This work serves as a tem-
plate for future multi-device glyph field navigation studies.
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