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Abstract

Recognising Human-object interactions (HOIs) in videos is a challenge task especially when a human can interact with multiple
objects. This paper attempts to solve the problem of HOIs by proposing a hierarchical framework that analyzes human-object
interactions from a video sequence. The framework consists of LSTMs that firstly capture both human motion and temporal
object information independently, followed by fusing these information through a bilinear layer to aggregate human-object
features, which are then fed to a global deep LSTM to learn high-level information of HOIs. The proposed approach applies an
attention mechanism to LSTMs in order to focus on important parts of human and object temporal information.

CCS Concepts

e Computing methodologies — Human-object interactions (HOIs); LSTM; CNN; Hierarchical design; Temporal information;

Attention;

1. Introduction

Recent research has highlighted the importance of understanding
human behavior in videos for a wide range of applications, in-
cluding video indexing, health support and surveillance [PSF12].
Videos offer useful information and cues about human behaviour
that can help researchers recognise particular human activities and
actions [KW16]. The terms activity and action are not interchange-
able. In this paper, these terms are defined as follows. An activ-
ity involves more than one action. For example, an activity in a
basketball game may involve two actions, namely, "running" and
"jumping". An action is defined as any motion that a human body
can perform [KW16]. Human motions refer to movements of hu-
man body parts. Most activities are performed by individuals who
come into contact with different objects or with other people. This
research analyses the interactions between humans and objects, re-
ferred to as human-object interactions (HOIs). HOI identification is
important in a variety of scenarios. For example, at the AmazonGo
grocery store, doing a physical checkout is unnecessary. Instead,
customers simply scan the AmazonGo app at the entrance. These
customers are then tracked; so when they obtain items, their virtual
cart is updated [PB18]. In this kind of system, HOI identification is
imperative.

Distinguishing human actions is a main challenge in computer
vision. The ability of machine learning algorithms to recognise
HOIs aids in addressing this challenge [SYH*18]. HOI identifi-
cation generally involves localising human and the corresponding
object for interaction. In the case of videos, both the human and
the object are required to track over time, and their relationships
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are also needed to model. This phase is essential in recognising
HOIs [CLL*18]. To enhance the successful rate of HOI recog-
nition, researchers have used many features, such as the appear-
ance of human or object [PSF12, SYH* 18, GGDH18], human pose
[XLW*18, YFF12], human gaze [XLW*18] and the relative loca-
tion of an object with respect to the human [PSF12]. In existing
work, HOIs have been widely studied in terms of images, but hav-
ing only limited studies in examining HOIs from video streams.
This paper investigates HOIs in videos by proposing a deep learn-
ing framework that use hierarchical LSTMs in order to capture
spatio-temporal information of an interactions. HOIs are recog-
nised based on only RGB frames from videos without using skele-
ton or depth information. Because training a detector from scratch
to find human and object in each video frame, needs extensive hu-
man and object annotations, such as their bounding boxes, which
is time-consuming. We avoid this by using a pre-trained detec-
tion model to localize humans and objects in videos. We also use
LSTM:s and an attention mechanism to highlight important parts of
human and object temporal information. Each human and object
in videos are represented by LSTMs and the second-level global
LSTM captures high level information of object and human inter-
action. The contributions of this paper are as follows:

e We propose an LSTM-based framework with attention mecha-
nism for recognising human-object interaction in videos. HOIs
is modeled by using hierarchical LSTMs to capture the dynam-
ics of Human and objects in a video sequence.

e We investigate the use of a bilinear layer which can handle the
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features of human and object, generating a discriminative feature
representation from human and object information.

e Experiments were performed based on a subset of UCF101
dataset (UCF101-20) that related to HOIs [SZS12]. We show that
using a bilinear layer can produce more discriminative feature
for recognising HOIs with a 5% improvement than just perform-
ing a standard way of feature fusion, e.g., concatenating human-
object (H-O) features.

2. Related work
2.1. Shallow learning

Traditional methods used in HOIs recognition involve the use of
hand-crafted features and machine learning algorithms for classifi-
cation. In order to recognise HOIs, primitive features, such as po-
sition of joints and distances between joints, were extracted from
RGB-D video sequences. The authors of [YLY14] used a new
middle-level representation, called orderlet. In addition to skeleton
features, object features (e.g. object position in each frame) were
detected. Meng et al. [MDDB15] examined the impact of using the
distance between an object and human rather than using the po-
sition of the object as cue to model HOIs in both videos and im-
ages. The results illustrate that accuracy improved from 71.4%, as
reported in [YLY14], to 75.8% for the same dataset [MDDB15].
However, the accuracy of these approaches was not high, imply-
ing that some temporal or contextual information is either missing
or handled improperly. In [PFS13], HOIs were explicitly modelled
by tracking people and action objects in a video sequence. HOIs
were described as the relative position, area and motion of an ob-
ject with respect to a human. Gupta et al. [GKDO09] investigated
how to recognise HOIs by employing a Bayesian model. The ad-
vantage of Bayesian models is their ability to use contextual in-
formation, which is perceived as the information surrounding the
detected object, to identify other parts of the HOIs. However, the
proposed method considered only the trajectory of the hand and
ignores the whole body pose. Yao and Fei-Fei [YFF10] used the
mutual context of object and human pose when modelling HOIs in
images. The model is computed by considering the co-occurrence
frequency of a pair of variables (e.g. object and human pose) in
training images. A random field model was used to encode the con-
nectivity between the object and human pose by using structure
learning. The drawback of this approach is that it is limited to han-
dling only one interaction per image [YFF10].

2.2. Deep learning

In contrast to shallow learning approaches, deep learning models
rely on feature learning in such a way that prior knowledge of
features is not required because the features are directly derived
from the data by the models. In [JZSS16], the Structural-RNN
(SRNN) design was proposed; in this design, HOIs are modelled
using spatial-temporal graph with RNN. This method can capture
high-level information and perceive the sequence of an interaction.
Truong et al. [TY17] extended the SRNN by modelling object-
object relations wherein spatial and temporal information between
objects was observed to recognise HOIs. The results illustrate that
accuracy improved from 83.2%, as reported in [JZSS16], to 90.4%

for the same dataset [TY17]. Furthermore, a number of studies have
attempted to solve the problem on HOI recognition in still images.
In [CLL* 18], human-object proposals were generated and fed to
multi-stream deep neural networks. The first two streams encode
the local features of objects and human whereas the final stream
captures the spatial relation between human and object bounding
boxes. The output score of these streams was then summed to pro-
duce the final score for each HOI class. In [GGDH18], the object
is again detected in the first branch of the network, but the design
differs from that of [CLL* 18] in the manner by which HOIs are de-
tected. HOIs are recognised in the form of "human, action, object"
triplets. In the second branch of the network, the action is classified
based on the human’s pose, making this a human-centric branch,
and the location of the target object is predicted. For instance, if the
individual is sitting, the object is located below. The appearance of
the object was also considered in order to make the model more
discriminative.

Moreover, attention network design is used for HOIs recognition
where in these networks, research has focused on parts of features
that play an important role in boosting recognition accuracy. For
example, instead of relying on the whole human appearance, it is
more important to concentrate only on human parts involved in an
interaction. In this direction, a pair-wise attention model that fo-
cuses on important parts of the human body and their relationships
was proposed in [FCTL18] in order to recognise HOISs in still im-
ages. The authors proposed an ROI-pairwise pooling layer, which
encodes the relative spatial location between a pair of body parts.
The feature maps of all body part pairs are then fed to an atten-
tion model that produces the most important body part pairs. The
selected body part features, which are local features, are combined
with global features, including the appearance of the human, object
and scene, to recognise HOIs. However, this method is only appli-
cable when skeleton data is available. The design of the framework
in this paper is inspired by the work of [IMD*16] where a hierar-
chical designed is used for recognising group activities. However,
our work differs in the way we handle the temporal information
by using attention mechanism with bilinear layer and the task is
human-object interaction recognition rather than group activity.

3. Human-object interaction Recognition
3.1. Preliminary

Recurrent neural networks (RNN)s are a powerful network archi-
tecture for recognising sequential data of different lengths, such as
sentences and sequences of images in a video. In neural networks,
layers behave independently. However, in RNNs, all inputs are re-
lated to one another in a way that the same task is performed to
all elements of a sequence. The type of RNNs using in this paper
is Long short-term memory LSTM [HS97]. In LSTM, two vectors
are involved at each time step, namely the hidden vector and the
cell state vector. LSTM can add or remove information to the cell
state by using different gates, namely input, forget and output gates.
This design helps maintain the long dependency of a sequence in
LSTM.
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3.2. Human-object interaction model

As discussed in the previous section, limited research has addressed
the problem of HOIs in videos. Learning the global description
of a video’s temporal information is important to classify videos
accurately. Inspired by the success of employing hierarchical ar-
chitecture in modelling the temporal dynamics of group activi-
ties [IMD™ 16], a hierarchical design for handling HOIs is proposed.
Firstly, the inputs to our framework are human and object tracklets
which are a sequence of bounding boxes of human and object in a
video, which are extracted by CNN networks [LBB*98]. The out-
puts of CNNs will then be fed to LSTM layers. Particularly, each
tracklet will be fed into a LSTM layer to capture intensive tem-
poral information between frames in a sequence. Specifically, the
model can be divided into three part: input pipeline, modeling H-O
interactions and classification procedure.

e Input pipeline: To model human-object interactions, it is essen-
tial to have information about the parts involved in an interac-
tion. Therefore, spatial and appearance information of the hu-
man and objects in video is very important. These information
includes the shape and texture of human and objects during the
video. The input of the model is object and human tracklets in
a video sequence. The spatial features of these tracklets is ex-
tracted via convolution neural networks (CNNs).Here, we used a
pertained model for feature extractions which includes series of
convolution layers with kernels that are used to extracts different
features, such as edges, color, gradient orientation, etc, from the
bounding box around the person and object in each video frame.

e Modeling H-O interactions: As shown in Figure 1, each of hu-
man and object tracklet features is fed to LSTMs. In other word,
the human tracklet is fed to an LSTM to capture the temporal in-
formation in human movement (e.g. motion). Also, the object’s
tracklet is fed to another LSTM to learn object’s motion dur-
ing the video. A soft attention mechanism [LPM15] is applied
to the output of both LSTMs that are related to human and ob-
ject. In soft attention, a soft alignment score between the last
hidden state and each hidden state in LSTM layer is computed
through multiplication. This score is then fed to a softmax layer
where the output represents the attention distribution. This out-
put considers as alignment weights with the size being equal to
the number of time steps in the LSTM layer. Finally the context
vector is computed by multiplying alignment weights and LSTM
hidden states. The vectors that are generated after applying at-
tention mechanism over LSTMs are fused using a bilinear layer.
The purpose of this layer is to aggregate features from human
and object which can imply the pairwise interactions between
these H-O features [YYX™18]. The bilinear layer operation can
be formulated by:

Y=WA,®A, (1)

where Aj, A, are the human and object features after attention
layer is applied, respectively. W is the learnable weights and
® indicates the outer product. This can produce a representa-
tion of human and object interactions. Y is then fed to a deep
LSTM to learn high level information of HOIs. This is followed
by Softmax layer for classification. Figure 1 illustrates the pro-
posed framework.

e Classification procedure: In order to predict HOI label of each
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Figure 1: The proposed hierarchical LSTM framework.

video, a Softmax layer is used where the probability for each
class is computed. The cost function used during training is
Cross-Entropy that for a training example can be formulated as:

C
H(y;,3) = — ) yilog$i (2)
=

where y; and J; are the actual and predicted probability distri-
butions for HOIs classes, respectively. ¢ indicates the number of
HOISs classes. The loss over the whole dataset is formulated as:

1 & .
loss = — Y H(yi,5i) 3)
mig

where m is the number of training examples. The goal during
training is to minimize this loss by gradient descent algorithm.

4. Experiments
4.1. Dataset and evaluation metrics

e Dataset: The dataset used in this experiment is the UFC101
dataset [SZS12], which includes a variety of human actions, such
as playing tennis and applying eye makeup. Since the scope of
this study is recognising HOIs, 20 classes from the UCF101
dataset (split 1) relating to HOIs were used.

o Evaluation metrics: We use accuracy to measure the perfor-
mance of our model which can be calculated by dividing the
number of correctly recognised HOI videos by the total number
of videos in the dataset.
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4.2. Implementation details

We use PyTorch to implement our framework. In order to detect
and track human and object in video frames, we used You only
look once (YOLO) [RDGF16] object detection model which is pre-
trained on COCO dataset [LMB*14] and Simple online and real-
time tracking (SORT) tracker [BGO™ 16]. The detected object and
human bounding boxes are then fed to ResNet152 [HZRS16] to
extract spatial features.

Training details: The resolution of video frames is 224%224.
The number of video frames that used from each video is 28 frames.
We choose Adam optimizer [KB14], which is empirically shown
that it is better than others in term of convergence speed, and the
learning rate is set to 107, To reduce overfitting, batch normal-
ization and some of regularization techniques such as dropout are
used. Since we are using pre-trained models for detection and fea-
ture extraction, our network is not following end-to-end training
fashion. We only train all the hyper-parameters after Extracting
features by the pre-trained model. The training is performed by
using batch size of 32 videos and for 40 epochs. Figure 2 shows
the training and validation accuracy against 40 epochs. We trained
the model in different epochs such as 20, 30, and 40 epochs and
the highest validation accuracy achieved when training the model
with 40 epochs. All the experiments in this study are conducted on
a single Nvidia GeForce RTX 2080 Ti GPU.

4.3. Results and discussion

As we can see in Table 1, the results show that including a bilinear
layer can improve the encoding of human-object interaction than
simply concatenating human and object features. Also, we evaluate
the importance of different parts of our model. We train our model
without the final global LSTM layer, showing a drop of accuracy to
63%, which reflects the important role of using the global LSTM
layer for modeling HOIs. Also, we run the model without applying
attention mechanism and we achieved very low accuracy of 46.14
%. This explains that giving more attention to the significant part of
the video sequence improves the learning process. Also, we exam-
ine our model by using VGG-19 model [SZ14] as feature extraction
instead of ResNet-152 and the results confirms that using residual
mapping in the ResNet-152 leads to extracting more complex fea-
tures than stacking convolutions in VGG-19. Also, this implies that
the better models we use in extracting features and detection, the
better results we can achieve in terms of accuracy. In fact, it is diffi-
cult to make a fair comparison of our results with existing methods
because the results that reported on UCF101 are based on using
all of the 101 categories in the dataset whereas in this study we
use only 20 classes that are related to the scope of this research.
Also, most of existing work only use UCF101 for action recog-
nition tasks without considering human-object interaction. More-
over, their experiments only consider splitting the data into two
sets, namely training and testing. Instead, our experiment further
considers splitting a validation set for training by using 25% of the
dataset. Due to time limitation, we could not apply our method to
other datasets and we leave it as a future work. Figure 3 illustrates
some false detection cases. They explain detecting most important
object involved in human-object interaction is critical, where we
will address this in our future work.

Table 1: Results of the proposed framework.

Architecture Test accuracy
ResNet-152 + Our model with attention and | 59.77

concatenation
ResNet-152 + Our model with attention | 64.50
and bilinear layer
VGG-19 + Our model with attention and bi- | 55.66
linear layer
ResNet-152 + Our model with attention and | 63.05
bilinear layer(w/o a global LSTM)
ResNet-152 + Our model with bilinear | 46.14
layer(w/o attention )
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Figure 2: Training our model with 40 epochs

Figure 3: Some of false detections cases: (Left) Drinking bottle
is detected as the main object for interaction instead of lip brush.
(Right) A Cup is detected as the main interacting object instead of
the keyboard.

5. Conclusion and future work

This paper introduced a new framework design to solve the problem
of human-object interaction recognition with the use of attention
and bilinear layer to model human and object temporal informa-
tion. The results show that the importance of a hierarchical design
that directs the network to learn high-level information of an inter-
action. Since we are using a subset of UCF101 dataset, which is
related mostly to human object interactions, it is not fair to com-
pare our results with other methods that have not reported results
on the same subset. As a future work, we can use a better detection
model that trained on more different kinds of objects. Also, we will
consider the case where a human interaction with multiple objects
in the video.
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