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4.2 **Surface representation.** The surface $S$ (magenta) is composed of a smooth base $B$ (black) and a function $I$ (blue). Function $I$ at point $p$ can be locally viewed as an image defined on the tangent plane (orange) of the base. Point $p$ is a relief edge point if it is an edge point of this image. The normal $n_p$ (brown) is the normal of $S$ and $\bar{n}_p$ (green) is the normal of $B$ corresponding to $p$.  
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5.1 **The benefit of using multi-scale curves.** When relief edges [72] are detected using a single scale, some features are missed and others are inaccurate (a)-(c). Conversely, when using multiple scales, the detected curves are more correct (d).  

5.2 **Notations of Equation (5.4).** The Laplacian $\Delta$ of a scalar function $t$ at point $p$ on a mesh is a linear combination of the values of $t$ on the neighbors $p_j$ of $p$.  

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2</td>
<td>Surface representation. The surface $S$ (magenta) is composed of a smooth base $B$ (black) and a function $I$ (blue). Function $I$ at point $p$ can be locally viewed as an image defined on the tangent plane (orange) of the base. Point $p$ is a relief edge point if it is an edge point of this image. The normal $n_p$ (brown) is the normal of $S$ and $\bar{n}_p$ (green) is the normal of $B$ corresponding to $p$.</td>
</tr>
<tr>
<td>4.3</td>
<td>A late Hellenistic lamp (150-50 BCE): top, full object; bottom, zoom in. Note the closing of the outline of Cupid's foot due to correcting the edge orientation and the smooth edges resulting from the smoothing procedure.</td>
</tr>
<tr>
<td>4.4</td>
<td>Elephant model. Note that the relief edges are shown together with the surface contours.</td>
</tr>
<tr>
<td>4.5</td>
<td>Hellenistic stamped amphora handle from the first century BCE. While the text is hardly legible in the 3D object, relief edges make most of the letters visible and improve on the alternatives. The text reads ΜΑΡΣΥΑ ΑΡΤΑΜΙΤΙΟ.</td>
</tr>
<tr>
<td>4.6</td>
<td>Hellenistic stamped amphora handle from the first century BCE. This is an example of a noisy surface. Only relief edges manage distinguish between the edges and the noise utilizing the approximated base surface.</td>
</tr>
<tr>
<td>4.7</td>
<td>Hellenistic vase. The figures are well-depicted with long meaningful edges. Note especially the quality of the recovered arms where the curvature of the edges change considerably.</td>
</tr>
<tr>
<td>4.8</td>
<td>Figurine from the Persian period (4th c. BCE). The relief edges are continuous and smoother than the alternatives. Noisy edges have been successfully removed.</td>
</tr>
<tr>
<td>5.1</td>
<td>The benefit of using multi-scale curves. When relief edges [72] are detected using a single scale, some features are missed and others are inaccurate (a)-(c). Conversely, when using multiple scales, the detected curves are more correct (d).</td>
</tr>
<tr>
<td>5.2</td>
<td>Notations of Equation (5.4). The Laplacian $\Delta$ of a scalar function $t$ at point $p$ on a mesh is a linear combination of the values of $t$ on the neighbors $p_j$ of $p$.</td>
</tr>
</tbody>
</table>
5.3 **Ridges and valleys on objects with various scales.** When the chosen scale is small (b), the results are noisy. When the scale is large (c), some features disappear. With our multi-scale approach (d), all the features are nicely captured and the curves are smooth. The red circles indicate problematic areas. ................................................................. 67

5.4 **Quantitative evaluation.** The noisy cylinder has both fine and coarse valleys (a). The results of our multi-scale approach (e) outperforms those of the single-scale approach (b-d). The accuracy measure is given underneath the images. ................................................................. 68

5.5 **Relief edges on objects having various scales.** When the scale is small (b), the resulting single scale curves are noisy. When the scale is big (c), the single scale curves are smooth but not accurate enough. For example, they do not capture the head of the dog in the top row and create topological mistakes in the arm on the bottom row. Our multi-scale relief edges are more accurate. ................................................................. 71

6.1 **Enhancement of a late Hellenistic oil lamp from the first century BCE.**
The red rectangle depicts the zoomed-in part. ................................. 75

6.2 **Three types of feature curves on a relief surface.** (a) The Hellenistic oil lamp can be viewed locally as terrain. The terrain has ridges (red), valleys (blue), and relief edges (green). (b) The step edge model can approximate the slopes of the terrain. ................................................................. 77

6.3 **Three types of feature curves on a Hellenistic vase depicting five dancers.**
Ridges (red) & valleys (blue) do not follow precisely the dancers, whereas the relief edges (black) are more accurate. ................................................................. 78

6.4 **Different direction fields.** In (a) the ridges (red), valleys (blue), and relief edges (green) are depicted. The principal direction field (magenta) is oriented well near the ridges and the valleys, but noisy at other places (b). The relief direction (black) is oriented well on the relief edges, but not at other parts of the surface (c). Our prominent direction (orange) is oriented well everywhere on the surface. ................................. 79
6.5 Surface representation. The surface $S$ (magenta) is composed of a smooth base $B$ (black) and a function $I$ (blue). Function $I$ at point $p$ can be locally viewed as an image defined on the tangent plane (orange) of the base. Point $p$ is a relief edge point if it is an edge point of this image. The normal $n_p$ (brown) is the normal of $S$ and $\bar{n}_p$ (green) is the normal of $B$ corresponding to $p$. ................................................................. 81

6.6 Alignment of the local coordinate systems. (a) First, we rotate the coordinate system of $p_j$ so that the tangent plane of $p_j$ coincides with the tangent plane of $p$. The rotation is performed around the cross product of $n_p$ and $n_{p_j}$. (b) Then, the coordinate systems of $p_j$ and $p$ are registered by rotating the rotated tangent plane of $p_j$ by $\theta$. ................................................................. 84

6.7 Direction fields. The principal directions (b) and the relief directions (c) lack meaning far from their respective feature curves, in contrast to the prominent field, which is in the desired direction near the feature curves and smooth everywhere (d). ................................................................. 86

6.8 The cyan curve is the local image defined on the black base. Since this surface has sharp ridges and valleys, it will not be enhanced by standard adaptive filtering. The desired result, illustrated in orange, enhances the 3D feature. ................................................................. 87

6.9 Enhancement of a late Hellenistic oil lamp from the first century BCE. In our result, the limbs of the cupid, as well as the ornaments, are more pronounced. ................................................................. 88

6.10 Enhancement of a Hellenistic handle stamped by a Greek official. In our result, the letters are crisper, whereas the bumpy background is smoothed. 89

6.11 Inverse-curvature flow. The initial surface is in cyan; the standard inverse-curvature flow is in magenta, and our inverse-curvature flow is in orange. The base is the green line and the normal to the base is the green arrow. Our inverse-curvature flow does not exceed the maximum (minimum) local height. ................................................................. 90
6.12 A late Hellenistic oil lamp from the first century BCE. Note especially the eye on the left from which the noise has been removed and its shape is more pronounced. .................................................. 91
6.13 An Ottoman pipe. Note the quality of small carvings which were enhanced by the algorithm. .................................................. 91
6.14 A shard of a Hellenistic vase. The algorithm removes the noise visible on the left while enhancing the S shaped decoration on the right. ............... 92
6.15 Manual illustration of an archaeological artifact [122] ...................... 93
6.16 Comparison of various coloring methods. The prominent coloring combines the advantages of the mean and maximal coloring – a smooth image with clear boundaries. .............................................. 93
6.17 Comparison of various coloring methods. Top: complete artifact; bottom: partial profile. Note that the maximal-curvature coloring is noisy; the mean-curvature coloring is blurred; our coloring is crisper and less noisy. This is visible, for instance, on the eye, crown, and hair. ............... 94
6.18 Comparison of various coloring methods. With maximal curvature (a), the area inside the yellow circle appears as if it is divided into two parts and inside the magenta circle appears broken. With mean curvature (b) both area are blurred. The prominent coloring (c) better depicts these areas. 95
7.2 Notations. Curves are solid lines, junctions are yellow circles, margins are dashed lines, and step edge directions are arrows. Each curve and margin is drawn in a different color. ............................................. 103
7.3 A step edge approximation. (a) A cross section of a normalized step edge. (b) A 3D view of a normalized step edge. ............................................. 103
7.4 The relief in a curve’s neighborhood is a combination of the step edge \( p(u) \) and the base \( B \). ............................................. 104
7.5 **Height consistency.** The height of step edge A should be equal to the sum of the heights of step edges B and C.  

7.6 **Graph representation.** (a) A drawing in which each curve is colored differently. The margins are denoted by \( v_i \). The black segments represent the step edges. (b) The corresponding graph. Each step edge is colored consistently with the curve it crosses. (c) Given the undirected graph, our algorithm directs it and finds its weights \( w \). (d) The topological levels of the graph. The weight of an edge is equal to the difference between the levels of its nodes.  

7.7 **Notations of Eq.5.** The Laplacian \( \Delta \) of a scalar function \( f \) at point \( p \) on a mesh is a linear combination of the values of \( f \) on the neighbors \( p_j \) of \( p \).  

7.8 **Base estimation algorithm.** Given a line drawing (a) and a database (b), our algorithm first retrieves the most similar model from the database (c) and then deforms it to better suit the line drawing (d).  

7.9 **Model deformation.** (a) The desired locations \( V'_s \) (the black contour) are computed for all the vertices in \( V_s \) (the orange outline). (b) The vertices of \( V_s \) move closer to their corresponding vertices in \( V'_s \) (the black contour), while preserving the shape, resulting in \( \overline{V} \) (the orange outline).  

7.10 **Comparison of the resulting deformed object** The retrieved database model is a cylinder (a) or a more suitable one (b), which is shown in Figure 7.8(c).  

7.11 **Algorithm stages.** Given a line drawing (a), our algorithm first estimates the base (b) and then reconstructs the relief (c). The user can then modify the profiles or add new ones, in order to fine-tune the result (d). Here the user changed the relative heights of the wing’s feathers and the shape of the armor on the back of the Pegasus. He also switched the direction of the curve of the eye, transforming it from a protrusion to an indentation. (Roman triangular nozzle lamp of a griffin, 25/20 B.C. [34] catalog number 378)  

7.12 **Examples of profile shapes.** Top: profiles; bottom: corresponding 3D reliefs with the line-drawing curves in red.
7.13  **Reconstruction of a Hellenistic relief large light-brown krater** The bowl is found in V. Mrdakovica-Croatia, [13] catalogue number 1. The drawing consists of 1300 tightly interconnected lines. ................................. 119

7.14  **Reconstruction of a Roman triangular nozzle lamp of Eros, A.D. 50-ca 100.** [34] catalogue number 504. ................................................................. 120

7.15  **Reconstruction of a Roman Triangular heat shield of a palmette flanked at the base by a pair of dolphins A.D. 50-ca 100.** [34] catalogue number 723. ................................................................. 120

7.16  **Reconstruction of a Hellenistic relief large bowl** The bowl is found in Resnik, Siculi [13] catalogue number A197. ................................. 121

7.17  **Roman triangular nozzle lamp of a horse, A.D 50-ca. 100.** [34] catalogue number 483. ................................. 121

7.18  **An example of manual fine-tuning of the results.** The original drawing (a) includes ridges (the bird’s legs) and valleys (the bird’s eye and leaves). Automatic reconstruction (b) is enhanced by several simple manual operations to produce (c). Zoom-in (d) on the automatic and the manual reconstructions reveals that the automatically-obtained surface is less accurate. (Roman fat lamp of a bird on a spray of leaves, 25/20 B.C. - A.D. 40/45. [34] catalog number 775) ................................. 122
List of Tables

7.1 Time required to pre-process and edit each model. The time for manual editing is shown only where manual editing was applied. . . . . . . . . . . 118
Abstract

In this thesis we discuss methods for the definition, detection, analysis, and application of curves on surfaces. While doubtlessly as important as curves in images, curves on surfaces gained less attention. A number of definitions of curves on surfaces has been proposed. The most famous among them are ridges and valleys. While portraying important object properties, ridges and valleys fail to capture the shape of some objects, for example of objects with reliefs. We propose a new type of curves, termed relief edges, which addresses the limitations of the ridges and the valleys, and demonstrate how to compute it effectively. We demonstrate that relief edges portray the shape of some objects more accurately than other curves. Moreover, we present a novel framework for automatic estimation of the optimal scale for curve detection on surfaces. This framework enables correct estimation of curves on surfaces of objects consisting of features of multiple scales. It is generic and can be applied to any type of curve. We define a novel vector field on surfaces, termed the prominent field, which is a smooth direction field perpendicular to the object’s features. The prominent field is useful for surface enhancement and visualization. In addition, we address the problem of reconstruction of a relief object from a line drawing. Our method is able to automatically reconstruct reliefs from complex drawings composed of hundreds of lines. Finally, we successfully apply our algorithms to archaeological objects. These objects provide a significant challenge from an algorithmic point of view, since after several thousand years underground they are seldom as smooth and nice as manually modelled objects.
Chapter 1

Introduction

Since the early days of humanity, curves have been employed to convey information about the shape. From cave drawings and tattoos, through hieroglyphs and maps, to engineering drawings and arts, curves have accompanied humans and helped them to communicate. Today curves continue to serve as an important tool for portraying scenes and visualizing ideas.

Curves possess several properties that make them so attractive. First, curve drawings are easy and cheap to produce. They do not require expensive materials and long preparations. Second, the meaning of curve drawings is often intuitive and can be grasped regardless of cultural background. Third, curves are very informative – a small number of curves is sufficient to depict a complex structure.

The sparsity of curves makes them attractive not only for humans, but also for computer algorithms. Sparsity reduces storage and may result in faster algorithms which are able to run on cheaper hardware. This fact is emphasized by the large number of curve-based applications in the field of computer graphics and computer vision – segmentation [118, 124], tracking [10, 27], retrieval [54], non-photorealistic graphics [123], and navigation [99], to name a few. The above applications typically employ curves to describe features, which are the prominent structures in 2D images or on surfaces.
CHAPTER 1. INTRODUCTION

Curves in images have been a lively topic of research for several decades. There exists a range of different methods for their detection and usage. Although curves on objects are doubtlessly as important as curves in images, they have gained less attention. However, several definitions of curves on surfaces have been proposed, each suitable for a different problem. The most common family of curves on surfaces is ridges and valleys [98], which are the extrema of principal curvatures. Ridges and valleys indicate sharp creases on surfaces. Other types of curves are parabolic curves, which partition the surface into hyperbolic and elliptic regions, and zero-mean curvature curves, which classify sub-surfaces into concave and convex shapes [67]. They correspond to the zeros of the Gaussian and the mean curvature, respectively. While portraying important object properties, ridges and valleys are not suitable for surfaces without creases and for surfaces with reliefs.

There are also attempts to define view dependent curves [24, 56]. These curves depend not only on the differential geometric properties of the surface, but also on the viewing direction. These curves are often aesthetically pleasing and thus are applicable for non-photorealistic rendering in computer graphics. However, these curves may be inappropriate in applications that require a stable representation of a feature from all viewing directions, as needed, for example, in shape analysis in archaeology and medicine.

In this thesis we propose a new type of curves, termed relief edges, which addresses the limitations of the commonly used ridges and valleys. Intuitively, a surface can be considered as an unknown smooth manifold, on top of which a local height image is placed. Relief edges are the edges of this local image. We show how to compute these edges from the local differential geometric properties of the surface.

We show how to apply our curves to capture 3D shape information visually. The curves can be used straightforwardly, by simply drawing them on top of the 3D objects. However, better representation is obtained when our curves are combined with curve-based coloring. In this scheme, a color of a point on the object is proportional to the curvature in the direction perpendicular to the nearest curve feature. This coloring increases the contrast on the feature curves, thus enhancing them.

Moreover, we propose a general framework for automatically estimating the optimal scale
at each point on the surface. This general scheme can then be applied to every type of 3D curve, assuming it’s strength can be defined by the curvature and its derivatives. Our framework eliminates the need for user intervention and enables to detect features of different scales on a single object.

In addition, we suggest a novel framework for enhancing objects, based on a definition of a new direction field (a normalized vector field), termed the prominent field. Intuitively, the direction of this prominent field, termed the prominent direction, is perpendicular to the surfaces feature curves and is smooth. The object is enhanced by smoothing it in the direction of the features (of the prominent field) and keeping it intact in the perpendicular direction.

Finally, after drawing curves from surfaces, we turn to the inverse problem of constructing surfaces from line drawings. Understanding the 3D shape of an object from its line drawing is a basic human ability. Even young children can easily recognize and reconstruct the shape in their minds from a handful of lines [131]. However, automatic reconstruction from a line drawing is very challenging [21]. First, the lines are usually sparse and thus, the object is not fully constrained by the input. Second, the line drawings are often ambiguous, since the lines may have different geometric meanings they can indicate 3D discontinuities, surface creases, or 3D step edges. Third, the input may consist of a large number of strokes that need to be specified by the user and handled by the algorithm efficiently. Fourth, these strokes are inter-related.

We propose an algorithm that is able to reconstruct a relief from a complex drawing that consists of many inter-related strokes. The algorithm is based on two key ideas. First, the inter-dependencies between the strokes of the line drawing can be exploited to automatically generate a good initial interpretation of the line drawing. Second, given an interpretation, it is possible to reconstruct a consistent surface.

As an application in this thesis, we specifically focus on the domain of archaeology. This domain is important, because analysis of archaeological artifacts, such as seals, ceramic vessels, coins, etc. is a major source of our knowledge about the past. From our point of
view, the domain is highly challenging, since after spending several thousand year underground the artifacts are often broken and eroded.

Hence, our thesis makes several contributions. First, we propose a new type of curves, termed relief edges (Chapter 4). Relief edges portray step-like features more accurately than other curves. Second, we present a general framework for automatically detecting curves at the optimal scale (Chapter 5). This general scheme can then be applied to every curve type. Third, we demonstrate how to process objects with prominent field (Chapter 6). The field helps us to enhance, denoise, and visualize objects. Fourth, we present an algorithm for reconstruction of reliefs from complex line drawings (Chapter 7). The algorithm can reconstruct a model semi-automatically from a single drawing. Last, but not least, we apply our algorithm to highly challenging archaeological objects.

1.1 Related work

In this section we survey the various types of curves on surfaces and the algorithms for their detection. Before we proceed to discuss them, let us briefly discuss edges in images. Initial approaches treat the edge detection locally. They provide mathematical definitions of curves or propose methods to compute them efficiently. Later approaches are more global in nature. Some of them show how to calculate curves at a point more accurately and robustly by using information from the point neighbourhood. Others distinguish between real and spurious curves by combining smaller curves into larger structures and checking whether they agree with each other. For additional information about curves in images see the surveys [6, 115, 150]. In images, the focus has been on a single curve type - the intensity edge. This is so since edges are considered to be the most important and widely used low-level curves.

On surfaces, there is no single curve that is suitable for all applications [20]. Every curve has its strengths and weaknesses. Below, we describe various curve types and present the algorithms for their detection.
Zero lines of curvature-based functions: The first curves to be defined on a surface are the zero lines of curvature-based scalar functions [67]. Specifically, the zero mean curvature and the parabolic (Gaussian) curves were used. The Mean curvature $H$ is the average of the principal curvatures $k_1$ and $k_2$, and the Gaussian curvature $G$ is their product:

$$H = \frac{1}{2}(k_1 + k_2),$$
$$G = k_1 \cdot k_2.$$

The Gaussian curvature separates the surface into flat ($G = 0$), convex ($k_1 > 0, k_2 > 0$), concave ($k_1 < 0, k_2 < 0$), and Hyperbolic ($k_1 k_2 < 0$) areas. While mathematically elegant, parabolic curves are hardly used in practice [24]. This is so since they are noisy and seldom correspond to visually meaningful data.

Zero mean curvature curves are sometimes used for feature detection [101]. These lines can be thought of as an extension of the 2D Laplacian edge detector to surfaces. When the surface is represented as a function defined on a plane (as in 2D images), they are equal to the Laplacian edges [133, 134].

The main drawback of the zero mean curvature curves is their sensitivity to the underlying surface. When a feature resides on a surface, we expect the feature be portrayed by the same curves whatever the underlying surface looks like. However, the mean curvature changes with the change of the curvature of the underlying surface.

Ridges and valleys: Undoubtedly, the most popular surface curves are ridges and valleys, which are also known as “surface creases” and “normal discontinuities”. Intuitively, ridges and valleys are identical to their geographical counterparts. They reside along sharp discontinuities of surface orientation. Ridges correspond to convex discontinuities and valleys correspond to concave ones.

Formally, ridges (valleys) are defined as the loci of points where the curvature obtains maximum (minimum) in the first principal direction. They are not defined at umbilic points,
i.e. points where the principal directions are not defined. Let \( p \) be a point on a surface, \( \kappa_{\text{max}} \) and \( \kappa_{\text{min}} \) be the principal curvatures at \( p \), and \( t_{\text{min}} \) and \( t_{\text{max}} \) be the corresponding principle directions. Then, \( p \) is a ridge point if \( \kappa_{\text{max}} \) attains a local positive maximum at \( p \) along the associated integral curve of \( t_{\text{max}} \). And \( p \) is a valley point if \( \kappa_{\text{min}} \) attains a local negative minimum at \( p \) along the associated integral curve of \( t_{\text{min}} \).

The definitions of the ridges and valleys are dual: if we change the surface orientation then the ridges turn into the valleys and vice versa. Therefore, without loss of generality we will consider only the ridges.

Many methods have been proposed for ridge computation on different surfaces. For example, [9, 98] show how to calculate them on implicit surfaces, [15, 147, 46] – on triangular meshes, [58, 26, 100] – on point clouds, [8] – on range data, and [92] – on B-spline surfaces. In addition to general calculation, the latter paper also shows how to compute ridges in the neighbourhood of umbilic points.

These methods are concerned with the basic, point-wise computation of ridges. They concentrate on finding accurate and efficient methods for the computation of the curvature and the curvature extrema. While they are a vital step in ridge detection, by themselves they are insufficient for capturing large features. They are influenced by outliers and noise.

Another class of algorithms focuses on addressing the problems mentioned above. They attempted to make ridges smoother and more robust to noise by considering sets of points and examining the data in the points’ neighbourhoods. For example, [63] employ a voting technique to identify salient structures, [109] use morphological operators to detect and remove holes, [93] propose to track ridges to fill discontinuities in the data, [46] add a regularization component to the definition, and [136] combine segmentation and edge detection in a region-growing algorithm.

A third class of algorithms is inspired by the formal definition of ridges, but does not realize it accurately. These algorithm define curves as the loci of point of high surface variation. For instance, [102, 49] compute the ratio of surface eigenvectors and use minimum spanning tree algorithms to build features from all the points whose ratio is above the predefined
threshold. [96] first warp the surface normals onto a 2D map and then search for points with high 2D derivative. [11] generalizes the definition of features lines as regions that correspond to arbitrary cross sections extruded along straight or circular lines. In practice it uses the definition to propagate lines from an initial location of high curvature.

The considerable research efforts devoted to extraction of ridges and valleys resulted in accurate and effective computation. However, the creases themselves are sometimes insufficient for depicting shape [20]. For example, they may be less suitable for smooth features, because of the very definition of ridges & valleys as “creases” which indicate discontinuity.

**View dependent curves:** Another family of curves on surfaces concerns view-dependent curves. As their name implies, these curves depend not only on the surface, but also on the viewing direction. The curves can be classified according to the order of the surface properties that they use. Silhouettes, or contours, are first order curves [67]. They are defined as the points where the normal is perpendicular to the viewing direction. Suggestive contours and suggestive highlights are second order curves [24, 25]. They are the zero lines of the view dependent curvature. Apparent ridges are third order curves [56]. They are the ridges of the view-dependent curvature, i.e. the points where view dependent curvature obtains maximum.

Recently proposed view-dependent curves also incorporate the light direction. Photic Extremum Lines (PELs) extend the famous Canny image edge detector by defining curves as the loci of points for which the variation in illumination reaches maximum [143]. Laplacian lines are the extension of the Lapalcian edge detector [149]. They are points for which the Laplacian of the illumination is zero.

View-dependent curves are often more aesthetically pleasing and therefore appropriate for non photorealistic applications in computer graphics. They correspond nicely to artistic drawings. However, they are less suitable for shape analysis applications that require accurate detection of surface features.
Chapter 2

Research Methods

Our research methods are driven from two characteristics of our data. The first is that models are the archaeological artifacts. Thus, we expect the input to be noisy, eroded, and often incomplete. Moreover, the output has to fit the requirements of our end user – the archaeologist. The second characteristic is that our objects are reliefs and can therefore be viewed as a generalization of images. Reliefs can be represented as functions defined on a general smooth surface, while images are functions defined on a plane.

Below we describe the archaeological data that we use and show how it influences our work. Then, we explain the common principles and ideas behind the algorithms for surfaces with reliefs.

2.1 Archaeological data

From the very start, our goal was to investigate techniques applicable to real archaeological problems. This implies on certain requirements from the input and the output of our algorithm. We took care to use only objects provided by archaeologists. Simpler, synthetic objects were valuable only for preliminary testing of ideas. In addition, we aimed to create useful output and cooperated with archaeologists to validate the results.
Among the various types of archaeological artifacts, we concentrated on objects with reliefs. These objects consist of a smooth base surface (such as lamps, vases, seals, etc.) with protruding or immersed details. The details may represent anything from simple geometric ornaments to real 3D objects drawn on the surface. The degree of object depth can vary from shallow reliefs, where the base surface is only slightly scratched and the depth of the 3D object is distorted, to high-reliefs, where the depth is apparent, as shown in Figure 2.1.

We decided to focus on archaeology for several reasons. First, the archaeological artifacts provide very interesting and unique challenges. This is so, since after several thousands years underground, they are seldom as complete and smooth as man-made objects are. Second, archaeology offers us a clear criterion of success, since the usefulness of our results could be quickly verified with the archaeologists. Third, our work can significantly boost up the archaeological research. Recording and retrieving information about artifacts is done manually, and is therefore a slow and expensive process which has not changed much for the last century. It is still one of the main bottlenecks of archaeological research. Introducing state-of-the-art computer vision and computer graphics algorithms can considerably speed up and improve their work. Our focus on reliefs is especially important since reliefs represent the footprints of a specific period or an area. The shapes of the base surfaces usually remain constant over time, while the reliefs were subject to more frequent changes. Finally, solving our problems on archaeological data yields principles that apply
to other types of data.

We had to take a special step to adapt our algorithms to the archaeological data. We employed a very accurate 3D scanner that ensured high quality scans of even the smallest objects. We used a Polygon scanner [1] with raw measurement accuracy of $0.01\, \text{mm}$ and surface restoration accuracy of $0.1\, \text{mm}$.

The output of the algorithm is also influenced by the requirements of our human user. We collaborated with archaeologists to better understand these requirements and developed algorithms that accommodated the output to fit them. For example, the output of the feature detection methods is a set of curves that capture the shape. While the curves portray the features accurately and may be preferred for subsequent automatic processing, they are not the optimal representation for a human observer. Instead, we developed a coloring algorithm that colors the surface in grey level tones in accordance with the feature position. The visualization turned out to be much easier to quickly grasp the shape of the surface than representing it using curves.

### 2.2 Handling relief objects

Our methods for processing relief objects are based on two observations. The first observation is that reliefs can be viewed as a generalization of images. Therefore, some of our algorithms are inspired by the corresponding algorithms for images. The second observation is that the information in reliefs is sparse. The surface of the relief is piecewise smooth and our algorithms focus on the curves that indicate transitions between the smooth areas.

Below, we first discuss the relief representation common for all our methods. Then, we describe the above observations and their influence on our work in more detail.
2.2.1 Relief representation

We represent a relief as a function defined on the underlying surface. We assume that the base surface is locally a manifold and that its curvature has a smaller value than the curvature of the function. We term the function the local image and the underlying surface the base.

In many cases, we consider only the local image and not the base. This is so since the base is often the same for different objects and the interesting information is only in the image. Thus, processing a general surface is reduced to processing an image defined on an unknown manifold and our tasks become generalizations of the standard image processing tasks. Actually, in the special case of the underlying surface being a plane, the local image is reduced to the common 2D image.

We do not assume that either the image or the base is known and therefore we do not make any assumption regarding the structure of the base.

2.2.2 Relief-oriented techniques

In this section we describe the properties of reliefs that influence our algorithms in Chapters 3-7.

Relief as image generalization: While being similar to images, reliefs possess two important differences. These differences explain why applying algorithms that fail on natural images succeed on reliefs and vice versa. The first difference is that the base-image decomposition in reliefs is unknown. Thus, even the most basic approaches for images processing, which treat the image as a function (like gradient computation), cannot be applied to reliefs in a straightforward manner. Instead, we look for the image characteristics that are “base-invariant”, i.e. can be computed independently of the underlying base.

The second difference is that natural images may include high frequency structures, such as textures, edges resulting from 3D occlusions or illumination effects. Conversely, reliefs
physically cannot have high frequencies.

The absence of high-frequencies lets us to successfully utilize higher order properties of the surface, such as its second and third derivative. Similar approaches in natural images usually did not gain popularity because the high frequency components in the image made them unstable and prone to noise [43, 64, 106].

**Sparsity** Reliefs are smooth everywhere except along *edges* – the sharp changes of the intensity of the local image. Therefore, the information representing the shape of the relief is sparse. As the important information resides only along edges, it is natural for our algorithms to focus on them. The edges are important both for the human observers and for various processing tasks.

In particular, feature detection algorithms search for edges (Chapters 3, 4, and 5). They search for locations on the surface whose geometry resembles that of the ideal edge in all the possible scales and orientations. The edges detected by these algorithms are employed by the shape processing algorithm in order to determine the strength and the direction of the surface filtering (Chapter 6). The object is smoothed in the direction of the edges and enhanced in the perpendicular direction. The surface reconstruction algorithm estimates the size and the location of the edges from a line drawing and then reconstructs the rest of the surface (Chapter 7). The reconstruction is performed by an integration algorithm that keeps the whole surface smooth while keeping the edges intact. The edges serve as the boundary conditions for the integration algorithm.
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3.1 Introduction

Curves drawn on objects convey prominent and meaningful information about the shape. They can therefore be utilized in a large spectrum of applications, including non-photorealistic rendering [123], segmentation [124], robot navigation [99], simplification [102], brain analysis [4], registration of anatomical structures [105], and the recovery of archaeological and architectural information [84]. Recent user studies [19] do not conclusively choose one of the current types of curves as the best for all cases. Therefore, the search for additional curves continues. Moreover, this search could be guided by specific application areas, where certain types of curves are preferred.

Feature curves can be classified as view-dependent or view-independent curves. View-dependent curves depend not only on the differential geometric properties of the surface, but also on the viewing direction. They change whenever the camera changes its position or orientation [67, 24, 25, 56]. View-independent curves do not change with respect to the viewing direction [52, 57, 98, 102, 145]. One criticism of view-independent curves is that they can appear as markings on the surface [24]. Even so, we believe there is merit to using such curves, in particular for applications such as archeology, architecture and medicine. We support this idea with a small study on artifact illustration in archeology.

This paper defines a new class of view-independent curves, termed demarcating curves. They are the loci of points for which there is a zero crossing of the curvature in the curvature gradient direction. Demarcating curves can be viewed as the curves that typically separate valleys and ridges on 3D objects (hence the name demarcating).

Our results demonstrate that demarcating curves effectively manage to capture 3D shape information visually. For instance, Figure 3.1 demonstrates its ability to depict the 3D texture of an object, such as the facial features and the hair, when comparing it to other well-known curves. They are as quick to compute as ridges and valleys and suggestive contours. Moreover, they can be combined with a shading model to jointly convey the details of the shape.
Archaeology has attracted a lot of attention of researchers in computer graphics and visualization [110, 69, 12]. This paper focuses on one aspect of archaeological research – relic illustration. Traditionally, archaeological artifacts are drawn by hand and printed in the reports of archaeological excavations – an extremely expensive and time-consuming procedure (e.g., Figure 3.2, [122]). The main purpose of these drawings is to depict the features of the 3D object so that the archaeologist can visualize and compare artifacts without actually holding them in her hand. Such drawings are often inaccurate, since the precision of the drawn curves depends on the qualifications of the artist. In addition, this technique does not always suffice due to space limitations that force the archaeologist to choose which objects will be drawn and decide on a small fixed set of viewing directions. Digitizing the
findings by a high resolution scanner and drawing the curves directly on the scanned objects is a welcome alternative. This enables the archaeologist to study the artifact from all directions, with the 3D features highlighted.

The contribution of this paper is threefold. First, the paper presents demarcating curves, a new class of non-photorealistic view-independent curves on meshes. Second, some relationships of these curves to other well-known families of curves are discussed. Last but not least, these curves are applied to a real application – artifact illustration in archaeology. A preliminary user study indicates that archaeologists prefer for this purpose using demarcating curves to other types of curves or to manual drawing.

The paper is structured as follows. Section 3.2 reviews related work. Section 3.3 defines demarcating curves and describes the algorithm for computing them. Section 3.4 discusses relations of demarcating curves to other curves. Section 3.5 presents some results. Section 3.6 discusses the use of the curves for artifact illustration in archaeology. Section 3.7
concludes the paper.

### 3.2 Related work

The approaches for drawing curves characterizing objects in 3D can be categorized according to whether they depend on the viewpoint. A variety of view-dependent curves has been proposed. *Contours (silhouettes)*, which represent the “object outline,” are the loci of points at which the object normal is perpendicular to the viewing direction [67, 40, 45]. *Suggestive contours* are the loci of points at which occluding contours appear with minimal change in viewpoint [24, 23]. They correspond to true contours at nearby viewpoints. *Highlight lines* extend the suggestive contours [25]. They roughly correspond to ridges of intensity in diffuse-shaded images. *Apparent ridges* are defined as the ridges of view dependent curvature [56]. *Photic extremum lines* are the set of points where the variation of illumination in the direction of its gradient reaches a local maximum [143].

Other view-dependant approaches utilize image edge detection algorithms by drawing the curves on the projections of the objects to the image [78, 104, 53, 113]. These approaches assist in correct scale selection and may reduce the computational complexity. However, pixel-based representation of image edges might yield low precision. View-dependent curves look visually pleasing and hence suit non-photorealistic rendering applications.

There are a number of view-independent curves. The most common curves are *ridges and valleys* [52, 57, 98, 102, 145], which occur at points of extremal principal curvature. Ridges and valleys portray important object properties. However, drawing only valleys (or ridges) is often insufficient, since they do not always convey the structure of the object. Drawing both will overload the image with too many lines. Moreover, coloring these lines so as to differentiate between them might be cumbersome [52]. Other view-independent curves are *parabolic lines*, which partition the surface into hyperbolic and elliptic regions, and *zero-mean curvature curves*, which classify sub-surfaces into concave and convex shapes [68].
3.3 Demarcating curves

Given a surface in 3D, we can imagine it locally as a terrain with ridges and valleys. Intuitively, demarcating curves run on the slopes between the ridges and the valleys. Figure 3.3 shows an example of such a local terrain, where the magenta cross section transverses from concave (valley) to convex (ridge) and the demarcating curve point (green) is the transition point. In other words, demarcating curves are the loci of the “strongest” inflections on the surface (i.e., where the transition from convex to concave is the fastest). The challenge is to find them. Below, we define this notion formally.

![Figure 3.3: Local terrain (smoothed step edge); the demarcating curve in green; the cross section orthogonal to it in magenta; its local direction $g_p$ in cyan.](image)

3.3.1 Defining demarcating curves

Before defining the curves, we review the definitions of the normal section, normal curvature, the second fundamental form, and the derivatives of curvature [30]. The motivation for using these quantities is that they are intrinsic properties of the surface and are therefore invariant to rigid transformations.

The normal section of a regular surface at point $p$ in tangent direction $v$ is the intersection of the surface with the plane defined by the normal to the surface at $p$ and $v$. 
The normal curvature at point $p$ in direction $v$ is the curvature of the normal section at $p$, where the curvature of a curve is the reciprocal of the radius of the circle that best approximates the curve at $p$.

For a smooth surface, the normal curvature in direction $v$ is $\kappa(v) = v^T \mathbf{II} v$, where the symmetric matrix $\mathbf{II}$ is the second fundamental form (which is a special case of the Weingarten matrix, where the first fundamental form is the identity matrix).

The derivatives of the curvature are defined by a $2 \times 2 \times 2$ tensor with four unique numbers [111]:

$$C = (\partial_{u_1} \mathbf{II}; \partial_{u_2} \mathbf{II}) = \begin{bmatrix} a & b \\ b & c \end{bmatrix}; \begin{bmatrix} b & c \\ c & d \end{bmatrix},$$

where $u_1$ and $u_2$ are the principal directions. Multiplying $C$ from its three sides by a direction vector $v$, $C_{ijk} v^i v^j v^k$ gives a scalar, which is the derivative in the direction $v$ of the curvature in this direction.

As noted above, we are seeking the loci of the “strongest” inflections, i.e., loci where the curvature derivative is maximal. We therefore define the following.

**Definition 3.3.1.** The curvature gradient is the tangent direction of the maximum normal curvature variation. Hence, this direction maximizes the following expression:

$$g_p = \arg\max_v C_{ijk} v^i v^j v^k, \text{ s.t } ||v|| = 1.$$  

Having defined the curvature gradient direction, we can now proceed to define a demarcating curve point, which is the zero crossing of the normal curvature in the curvature gradient direction.

**Definition 3.3.2.** $p$ is as a demarcating curve point if the following holds at $p$: $\kappa(g_p) = g_p^T \mathbf{II} g_p = 0$. 

3.3.2 Computing demarcating curves on meshes

First, for each vertex, the gradient direction is computed, in accordance with Definition 3.3.1, as well as the value of the curvature in the $g_p$ direction $\kappa(g_p) = g_p^T II g_p$. Then, the zero crossings of $\kappa(g_p)$ on the mesh faces are computed according to Definition 3.3.2, to create the demarcating curves. We elaborate on these stages below.

**Calculation of $g_p$:** To calculate $g_p$, the second fundamental form $II$ and the curvature derivative tensor Equation 3.1 are first found for every vertex [111]. Then, $g_p$ can be either computed analytically or estimated numerically (by sampling). Below, we provide the analytic derivation. A slightly different derivation appears in [88].

To compute $g_p$ the expression $C_{ijk} v^i v^j v^k$ is differentiated with respect to $v$ and compared to zero, as follows. Let $v = [\cos(\theta), \sin(\theta)]$ be the vector of a unit length, and let $a, b, c, d$ be the coefficients of the curvature derivative tensor (Equation 3.1). Then, Equation 3.2 can be written as:

$$g_p = \arg \max_\theta (a \cos^3(\theta) + 3b \cos^2(\theta) \sin(\theta) +$$

$$+ 3c \cos(\theta) \sin^2(\theta) + d \sin^3(\theta)). \tag{3.3}$$

Equation 3.3 is differentiated with respect to $\theta$ and compared to zero. After applying some simple algebraic manipulations, we obtain:

$$3b \cos^3(\theta) + 3(2c - a) \cos^2(\theta) \sin(\theta) +$$

$$+ 3(d - 2b) \cos(\theta) \sin^2(\theta) - 3c \sin^3(\theta) = 0. \tag{3.4}$$

Next, the sin term is isolated and the high order cos terms are substituted by $\cos^2(\theta) = \frac{1}{2}(\cos(2\theta) + 1)$.

---

$^1$implemented using the trimesh2 library by S. Rusinkiewicz
1 - \sin^2(\theta) \text{ to obtain:}

\[
\cos(\theta) = \sin(\theta) \frac{(a - 3c) \sin^2(\theta) + 2c - a}{(3b - d) \sin^2(\theta) - b}. \tag{3.5}
\]

After squaring Equation 3.5 and eliminating \cos(\theta), the resulting equation depends only on \sin(\theta):

\[
\left[(-3c + a)^2 + (3b - d)^2\right] \sin^6(\theta) +
+ 2(2c - a)(-3c + a) - (3b - d)^2 - 2b(3b - d) \right] \sin^4(\theta) +
+ \left[(2c - a)^2 + 2b(3b - d) + b^2\right] \sin^2(\theta) + b^2 = 0. \tag{3.6}
\]

This is a third order polynomial in \sin^2(\theta). Therefore, its roots can be found analytically. There can be either one or three real roots, which create two or six extremal angles. If there is a single root, the extremal angle corresponding to the maximum is used to determine \(g_p\). Otherwise, the function in Equation 3.3 is smoothed with a Gaussian before selecting the global maximum. In this way, close maxima are merged together, giving the larger maximum a bigger weight. Consequently, all the maxima are considered explicitly. In practice, less than 5% of the curve points have two significant roots with a ratio of their values greater than 0.9, and these cases are handled well. The case in which all three maxima have high function values and a demarcating point should be detected (i.e. satisfying Definition 3.3.2) has not been found in practice.

**Calculating demarcating curves:** Computing \(g_p\) at every vertex does not suffice for determining the points that satisfy Definition 3.3.2, since the gradient direction is known only for the vertices and not for all the other points on the mesh. An additional problem is that the direction of the gradient \(g_p\) at every vertex of a mesh face might differ, and thus computing the zero crossing of the curvature along a mesh edge would be inappropriate (as we are looking for zero crossing at a certain direction). Since these problems occur in the calculation of other types of mesh curves, our solution is a variation on [98, 25, 56] and is
briefly described below.

The demarcating curve points are first estimated along the mesh edges. A mesh edge \([p_1, p_2]\) contains a demarcating curve point if \(\kappa(g_{p_1})\) and \(\kappa(g_{p_2})\) have opposite signs (i.e., a zero crossing). The exact location of the demarcating curve point is obtained by linear interpolation of the curvature values. Neighboring demarcating curve points are then connected on a face by a straight line to create the demarcating curve itself.

To solve the second problem, faces whose three gradient vectors differ considerably are eliminated from further consideration. (In our implementation, this happens when the angles between the gradients \(> \pi/4\).) For faces in which the gradients of only two vertices are similar, the average gradient of the two similar vertices is selected and the curvature of the third vertex is computed in this direction. Obviously, when this gradient is used for the third vertex, it should be rotated so as to coincide with the vertex’s tangent plane, as in [111, 98]. Now, the zero-crossing interpolation can be applied as described above.

It is important to note that the computation described above is performed offline, prior to interaction with the user. The only operation performed during the actual rendering is the elimination of weak curves. The user provides a strength parameter, which is the only parameter that the system requires. This parameter is used as a threshold for the precomputed value of the curvature derivative in the gradient direction \((C_{ijk}g^i_p g^j_p g^k_p)\).

### 3.4 Relations to other curves

This section discusses relations between demarcating curves and other well-known curves, in particular valleys and ridges, parabolic lines, zero-mean curvature curves, and suggestive contours.

**Relation to valleys and ridges:** A ridge (valley) point is a point on a manifold, where the positive (negative) principal curvature obtains a maximum (minimum) along its principal direction. Recall that we expect demarcating curves to run between ridges and valleys.
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Mathematically, this idea can be modeled by locating the curves on a local smooth step edge – a step edge function convolved with a Gaussian (Figure 3.3). Moreover, demarcating curves run in parallel to ridges and valleys. This is so since in 3D step edges, all normal sections in the \( g_p \) direction are identical, and thus their maxima, minima and zero crossings are equal.

In practice, a demarcating curve will not lie between a valley and a ridge. This is demonstrated in Figure 3.4, where the ridges fail to capture the round structure of the “bumps” on leg of the Armadillo, yet demarcating curves bound these “bumps” (Figure 3.4(c)).

Figure 3.4: Relation between valleys, ridges, and demarcating curves (on the Armadillo leg). (a) Zoom in of Armadillo’s leg, (b) Valleys (blue) and ridges (red), (c) Valleys (blue) and demarcating curves (black). The ridges are not well-defined, the valleys do not bound the bumps, whereas demarcating curves perform much better.

Relation to parabolic lines & zero-mean curvature curves: Parabolic (zero-mean curvature) curves are the loci of points with zero Gaussian (mean) curvature. In an ideal surface, where the curves pass through true step edges, zero-mean curvature curves and demarcating curves coincide, since it can be shown that in this case \( g_p \) is a principal direction and both principal curvatures vanish. Moreover, the set of demarcating curve points is a subset of the parabolic curve points, since the Gaussian curvature is zero at demarcating curve points. However, as can be seen in Figure 3.5 (left & middle), demarcating curves are less sensitive to deviations from the ideal surface.

Figure 3.6 shows parabolic lines with increasing threshold values of the curvature derivative in the direction orthogonal to the curve. It can be seen that even with no threshold (left)
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Figure 3.5: **Relation to other curves.** Demarcating curves in black, curves of zero-mean curvature (left) in red, parabolic lines (middle) in red, suggestive contours (right) in green, and suggestive highlights (right) in magenta, on the Armadillo’s thigh. The thresholds are all set to zero in order to compare the curves as they are defined. The demarcating curves are closely aligned with the rectangular 3D texture, in contrast to the other curves.

(a) Parabolic lines with different threshold values  (b) Demarcating curves

Figure 3.6: **Parabolic lines vs. demarcating curves:** zoom into the armadillo’s chest

some of the most important lines do not appear. Moreover, as the threshold increases, some of the “good” lines disappear along with the clutter.

**Relation to suggestive contours:** Given a viewing direction, let \( \mathbf{w} \) be its projection onto the tangent plane. The suggestive contour points are the set of all points on a surface at which the curvature \( \kappa(\mathbf{w}) \) is zero and the directional derivative of \( \kappa(\mathbf{w}) \) is positive [24].

The set of demarcating curve points is a subset of the union of all the suggestive contour points, viewed from all possible viewing directions. This relationship between the curves...
simply follows from the fact that they both lie on hyperbolic regions (having negative Gaussian curvature) of the surface. This can also been shown constructively by choosing \( w = g_p \), i.e., the projection of the viewing direction coincides with the gradient direction \( g_p \).

Similarly, it can be shown that the set of demarcating curve points is a subset of the union of all the suggestive highlight points [25].

Figure 3.5 (right) demonstrates the relations between the curves. It can be seen that many of the suggestive contours (highlights) coincide with the demarcating curves. However, some of the horizontal curves are missing from the suggestive contours (highlights) in this viewpoint. Moreover, when the suggestive highlights appear noisy, demarcating curves usually do not follow.

### 3.5 Results and analysis

This section shows results of demarcating curves and compares them to other major curve families. All these curves have only one parameter the user should set. In the examples below, for each of the curves shown, we tried to choose the value that produces the best-looking result for that curve type.

Figure 3.7 compares different curves drawn on the Armadillo (silhouettes were added to all of them). Apparent ridges and suggestive contours do not convey some important features, especially the circular and rectangular “bumps” on the legs and arms, and the teeth. Suggestive contours are biased towards lines parallel to the viewing plane, and thus lines in certain directions are missed. Apparent ridges may ignore curve points whose normal directions are parallel to the viewing direction, since their employed local maximal curvature tends to be larger near the silhouettes. In this example, valleys better illustrate the 3D structure on the thighs. (Adding ridges degrades the drawing.) Demarcating curves are capable of extracting not only this structure, but also the circular 3D structures on the lower legs.

Figure 3.8 shows another comparison between the curves. It can be seen that apparent
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Figure 3.7: **Armadillo model.** Apparent ridges and suggestive contours do not convey many important features, as can be seen on the upper and lower legs, teeth, and eyes. Even valleys do not convey some of the rectangles on the upper legs and the bumps on the lower legs. Ridges are not shown, since they degrade the drawing. Demarcating curves perform better on this example.

Figure 3.8: **Column model.** While lines on the shaft disappear in the apparent ridges drawing and lines on the capital disappear in both apparent ridges and valleys & ridges, they both appear in the demarcating curve drawing.

ridges (and similarly suggestive contours, as shown in [56]) do not detect the structures on the midsection of the column. Valleys & ridges manage to extract these structures, but fail to accurately detect the curves on the upper section. Demarcating curves better carry the shape structure. Figure 3.8(d) illustrates how shading can be used to emphasize the demarcating curves – a topic discussed in the next section.
In contrast to valleys & ridges, demarcating curves convey the shape information without resorting to employ different hues. The application of different hues to distinguish between valleys and ridges is somewhat cumbersome [52]. Moreover, valleys & ridges are less effective for detecting closed curves. Finally, as demonstrated in the top section of the column in Figure 3.8, they do not always convey the structure.

Figure 3.9 shows an example where the view-dependent curves are more appealing and thus may be considered more pleasing for some non-photorealistic applications. Another limitation of demarcating curves is their inability to highlight protruding or depressing features, which lie at surface curvature extremalities.

![Figure 3.9: Horse model](image)

(a) Apparent ridges  
(b) Demarcating curves

**Performance evaluation:** Demarcating curves are as quick to compute as ridges and valleys and suggestive contours, since they can be computed prior to rendering. Apparent ridges are more expensive to compute since they rely on view-dependent curvature, which needs to be computed for each viewpoint. On a 2.66 GHz Intel Core 2 Duo PC, our un-optimized C++ implementation computed the demarcating curves in 0.15 seconds for 50K polygon meshes and in 1.1 seconds for 500K polygon meshes.
3.6 Artifact illustration in archaeology

Analysis of archaeological artifacts, such as ceramic vessels, stone tools, coins, seals, figurines etc., is a major source of our knowledge about the past. Traditionally, artifacts are documented and published in 2D photographs, which convey little information about the actual shape (and none about the inner structure) of the objects. The latter properties are described by conventional drawings (Figure 3.2), which contain sections across the artifacts. These are produced manually – by artists – an extremely time-consuming and expensive procedure, prone to inaccuracies and biases.

Digital archaeological reports are slowly spreading around the globe. When scanned 3D representations replace the 2D ones, accurate, automatic curve drawing will be needed.

Demarcating curves are highly beneficial for models that consist of smooth surfaces overlaid with 3D textures (reliefs). Intuitively, this is so since 3D textures, by their very nature, can be considered locally as “almost images.” Therefore, the characteristics of the demarcating curves make them especially appropriate.

The current research is conducted as an interdisciplinary effort with several archaeologists, who defined their needs and evaluated intermediate results. Below we present some results of archaeological relics.

Figure 3.10 shows a 3D scan of a handle stamped by a Greek official from which it is impossible to read the text. Suggestive, Apparent, and Ridges & Valleys (Figure 3.11 (a-c)) do not help either. With demarcating curves, we can identify the Greek letters (d). Since the letters are convex and the background is concave, and since demarcating curves demarcate them, it is possible to add a shading scheme to highlight the letters (e-f). It is now possible to read the text as MAPΣΥΑ ΑΡΤΑΜΙΤΙΟ, where MAPΣΥΑ[Σ] is the name of an eponym (an official who had the year named after him) and ΑΡΤΑΜΙΤΙΟ[Σ] is the name of a month in the Greek (Rhodian) calendar.

The variant shown in Figures 3.11(e-f) can be generally used for drawing artifacts. Various types of shading schemes can be employed, such as mean-curvature shading [65].
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Figure 3.10: An Hellenistic stamped amphora handle from the first century BCE.

Figure 3.11: A Hellenistic stamped amphora handle from the first century BCE. (a) Suggestive contours, (b) Apparent ridges, (c) Ridges & valleys, (d) Demarcating curves, (e) Demarcating curves & mean-curvature shading, (f) Demarcating curves & exaggerated shading. The letters (e.g., Σ) are only visible in (e)-(f)

or exaggerated shading [112]. As discussed in Section 3.4, zero-mean curvature curves and demarcating curves are close to each other. Therefore, using demarcating curves with mean curvature (and often with exaggerated) shading yields eye-pleasing results. The color palette used can vary. Both gray-level shading (Figure 3.11(e-f)) and the palette suggested by [40] (Figure 3.1) are shown.

Figure 3.12 compares mean-curvature shading alone with demarcating curves painted on top of the shaded scanned model of a 65 million year old fossil. It can be noted that the
demarcating curves better emphasize the 3D features, yielding crisper images and making them closer to the way archaeological artists portray artifacts.

Figure 3.12: **Shading options for an Ammonite fossil.**

Figures 3.13–3.14 show additional results. Demarcating curves enhance the features that
Figure 3.14: **Hellenistic lamp** – Note that the small features, such as the facial features, are difficult to visualize even in the scanned object. Demarcating curves make them visible. (a) Scanned object, (b) Apparent ridges, (c) Suggestive contours, (d) Ridges & valleys (e) Demarcating curves with valleys, (f) Demarcating curves with shading.

are sometimes difficult to visualize with the other curves (and even in the scanned object). Examples include the wings of Cupid, his naval, and the V-shaped decorations in the top Hellenistic lamp; the fine vertical decorations on the bottom Ottoman pipe; and the facial features on the lamp in Figure 3.14.

Figures 3.13(d) & 3.14(e) illustrate a second variant of drawing, where valleys (or ridges) are used to complement demarcating curves. Here, valley lines are also drawn in gray, in order to portray the concave regions.

The results illustrate the robustness of the algorithm to noise. These archaeological objects are all noisy, not only due to the scanning process but also because of their very nature,
found after spending more than 2000 years underground.

To compare the suitability of the different curve types to archaeological illustration, we conducted a preliminary user study. Twenty two professional archaeologists from different universities, attending an international conference on *Computer Applications in the Archaeology of the Levant*, participated in the study. Each person was presented with four pages – each page devoted to a single relic (Figures 3.1,3.13,3.14). Each relic was described by six images: the original scanned object and five different drawings, similarly to Figure 3.14. (The images with demarcating curves also included valleys in gray.) The order of the five (untitled) drawings changed from page to page. The archaeologists were asked to rank the drawings according to their appropriateness for replacing the traditional manual illustration. Among the four non-shaded line drawings, 71.5% preferred demarcating curves to the other types, 12.5% preferred valleys & ridges and apparent ridges, and 3.5% preferred suggestive contours. In second place valleys & ridges were preferred to apparent ridges (40% vs. 29%). Moreover, 72% preferred the shaded demarcating curves to the non-shaded line drawings.

In an open discussion, the archaeologists indicated that they prefer our drawings to the traditional manual drawings, both aesthetically and because it is also possible to view the drawings interactively in 3D. Manipulation in 3D enables them to see all the important features, as if they held the artifact in their hand. Moreover, they find view-dependent curves less suitable, since the stability of the curves is paramount. These encouraging results suggest that demarcating curves can be a basis for an illustration tool for archaeology.

### 3.7 Conclusions

This paper has presented a new class of view-independent curves – *demarcating curves*, defined as the loci of points for which there is a zero crossing of the curvature in the curvature gradient direction. Relations to other types of curves have been discussed.

The utility of the curves for artifact illustration in archaeology has been demonstrated. The
results show that demarcating curves effectively capture the 3D information visually. It was welcomed wholeheartedly by the archaeologists.

Since these curves convey meaningful shape information compactly, we intend to utilize them in the future for shape analysis applications, such as similarity based retrieval. In addition, we would like to explore the utility of other types of drawings in archaeology, such as [29].

Acknowledgements: We are grateful to the anonymous referees for their thoughtful comments. This research was supported in part by the Israel Science Foundation (ISF) 628/08, the A.M.N Foundation, and the Joint Technion – Haifa University Research Foundation. We thank Dr. A. Gilboa & Dr. I. Sharon from the Departments of Archaeology at the University of Haifa and the Hebrew University for invaluable discussions and for providing the artifacts and scanning them.
Chapter 4

On edge detection on surfaces

Abstract

Edge detection in images has been a fundamental problem in computer vision from its early days. Edge detection on surfaces, on the other hand, has received much less attention. The most common edges on surfaces are ridges and valleys, used for processing range images in computer vision, as well as for non-photorealistic rendering in computer graphics. We propose a new type of edges on surfaces, termed relief edges. Intuitively, the surface can be considered as an unknown smooth manifold, on top of which a local height image is placed. Relief edges are the edges of this local image. We show how to compute these edges from the local differential geometric surface properties, by fitting a local edge model to the surface. We also show how the underlying manifold and the local images can be roughly approximated and exploited in the edge detection process. Last but not least, we demonstrate the application of relief edges to artifact illustration in archaeology.

This paper appeared in CVPR 2009.
4.1 Introduction

Edges in images provide low-level cues, which can be utilized in higher level processes, such as object detection, recognition, and classification, as well as motion detection, image matching, and tracking [7, 90]. They are more resilient to image formation parameters than the image intensity values, while containing less information than the whole image.

Edges on surfaces can be used in a similar way [5, 41]. While edges in images can have a variety of causes, such as depth discontinuities, textures, shadows, and other lighting effects that might hinder their use for higher level processes, edges on surfaces are the outcome of the surface geometry only (see Figure 4.1). This paper focuses on the problem of accurately detecting edges on surfaces.
Many of the existing algorithms detect \textit{ridges and valleys}, which are the extrema of principal curvatures [98, 91, 61]. Other types of curves are \textit{parabolic curves}, which partition the surface into hyperbolic and elliptic regions, and \textit{zero-mean curvature curves}, which classify sub-surfaces into concave and convex shapes [68]. They correspond to the zeros of the Gaussian and mean curvature, respectively. Finally, \textit{demarcating curves} are the zero-crossings of the curvature in the curvature gradient direction [71]. While portraying important object properties, the aforementioned curves sometimes fail to capture relevant features, such as weak edges, highly curved edges, and noisy surfaces. As shown in [19], no specific curve fits all applications.

This paper proposes a novel type of surface edges, termed \textit{relief edges}, which addresses these limitations. Consider a surface as an unknown smooth manifold (\textit{base}), on top of which a local height function is defined (e.g., a relief). The function can be considered locally as a standard image defined on the tangent plane of the base. Relief edges are the edges of this local image, i.e., a surface point \(p\) is a relief edge point if it is an edge point of this image.

We demonstrate that relief edges are smoother and more accurate than the other types of curves. They are better suited for certain surfaces, such as reliefs prevalent in archaeological artifacts.

The main contributions of the paper is thus threefold. First, we extend the definition of edges from functions on a plane to functions on an unknown manifold. Second, we describe an algorithm that extracts these edges. Finally, we demonstrate the utility of these edges in archaeological artifact illustration.

\textbf{Algorithm overview:} Relief edges are defined as the zero crossings of the normal curvature in the direction perpendicular to the edge. Initially, the edge direction is estimated for every point by fitting a step edge model to the surface. Given the edge directions, the precise edge localization is obtained (Section 4.3).

The quality of the estimation of the edge directions is further improved (Section 4.4). First, a rough estimation of the base normal is employed to limit the range of possible edge
directions. Second, the edge directions are smoothed, while maintaining the properties of relief edges.

4.2 Related work

The paper proposes an extension of edge detection in images to arbitrary 2D surfaces. Hence, this section presents related work both on images and on surfaces. It does not describe volumetric edges [151] that are mere extensions of 2D edges to a higher dimension.

**Edge detection in images:** Edge detection has been extensively investigated [37]. Our work is most closely related to gradient-based edge detection, which can be generally classified into two classes.

The first class defines edges as the maximum of a smoothed first derivative or zero crossings of a smoothed second derivative. These methods differ in the manner in which they smooth and the way the derivatives are calculated. Examples include the maximum of the derivative of the Gaussian filter [14], the zero crossings of the Laplacian of the Gaussian [86], and the cubic spline filter [134].

Other methods attempt to implicitly fit the data to an edge model, such as a parametric-feature model [3] or a 1D polynomial [94]. The fitting determines both the orientation and the strength of the edge. These algorithms strongly rely on the edge model and thus might fail when the underlying assumption of the edge is unsuitable.

Our approach most resembles [87], which combines both types of edge detection algorithms. Canny edge detection is used for the initial edge estimation, followed by verification that is based on the correlation of the data with an edge template. This significantly increases the ability of the detector to eliminate spurious edges and deal with weak edges.

**Edge detection on surfaces:** There are two classes of edges on surfaces. The first includes ridges and valleys [98, 91, 61], which are the loci of points at which the curvature
obtains extrema along the principal direction. They occur at surface normal discontinu-
ities. Ridges and valleys portray important object properties. However, illustrating the
object only by valleys (or ridges) is often insufficient, since they do not always convey its
structure. Drawing both will overload the image with too many lines. It should be noted
that relief edges do not compete with ridges and valleys, but rather complement them, since
they portray locations with different geometric properties.

The second class includes curves that are defined as the zero crossings of some function
of curvature. Examples include parabolic lines (zeros of Gaussian curvature) [68], curves
of zero-mean curvature [68], and demarcating curves (zeros of the normal curvature in
the curvature gradient direction) [71]. Parabolic curves are demonstrated to be noisy and
unreliable [24, 71]. The curves of zero-mean curvature depend on the curvatures both along
the edge and in the direction perpendicular to it; hence their error is high when the curvature
in the edge direction is large. Both types of curves are isotropic operators and suffer from
similar flaws as isotropic edges in images (e.g., Laplacian), such as poor behavior at corners
and inexact edge localization [37]. Demarcating curves might be noisy when the curvature
along the edge varies. The relief edges proposed in this paper belong to this class and
address these problems.

Other kinds of curves are view dependent, i.e., they change when the viewpoint changes [24,
56, 143]. These curves are often aesthetically pleasing and thus are applicable for non-
photorealistic rendering in computer graphics.

### 4.3 Relief edges

Given a surface \( S(u, v) : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \), we assume that it consists of a smooth base surface
\( B(u, v) : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \) and a function (local image) \( I(u, v) : \mathbb{R}^2 \rightarrow \mathbb{R} \) defined on \( B \):

\[
S(u, v) = B(u, v) + \hat{n}(u, v)I(u, v),
\]  

(4.1)
where \( u \) and \( v \) are the coordinates of a planar parametrization and \( \mathbf{\bar{n}}(u,v) : \mathbb{R}^2 \to \mathbb{S}^2 \) is the normal of \( B \) (\( \mathbb{S}^2 \) is the unit sphere). We assume that \( B \) is locally a manifold and that its curvature has a smaller value than the curvature of \( I \) (Figure 4.2). The decoupling of \( S \) into \( B \) and \( I \) is unknown. Note that in the special case of an image, \( B \) is the image plane, \( \mathbf{\bar{n}}(u,v) \) is constant, and \( I \) is the image intensity.

Figure 4.2: Surface representation. The surface \( S \) (magenta) is composed of a smooth base \( B \) (black) and a function \( I \) (blue). Function \( I \) at point \( p \) can be locally viewed as an image defined on the tangent plane (orange) of the base. Point \( p \) is a relief edge point if it is an edge point of this image. The normal \( n_p \) (brown) is the normal of \( S \) and \( \mathbf{\bar{n}}_p \) (green) is the normal of \( B \) corresponding to \( p \).

The goal is to detect edges on \( S \) that correspond to edges on the local images \( I \). We consider the common definition of edges in images, as points at which the derivative obtains a maximum in the gradient direction. We will show that the edges can be detected without accurately estimating \( B \) or its normal \( \mathbf{\bar{n}} \) – a rough estimate suffices.

In the following we first provide the necessary mathematical background and then describe the computation of the relief edges.

### 4.3.1 Background

Before defining the curves, we review some definitions in differential geometry [30]. The normal section of a surface at a point \( p \) in a tangent direction \( \mathbf{v} \) is the intersection of the surface with the plane defined by \( \mathbf{v} \) and the normal to the surface at \( p \). The normal curvature at point \( p \) in direction \( \mathbf{v} \) is the curvature of the normal section at \( p \).


For a smooth surface, the normal curvature in direction $v$ is

$$\kappa(v) = v^T \Pi v.$$  \hspace{1cm} (4.2)

The symmetric matrix $\Pi$ is the second fundamental form:

$$\Pi = \begin{bmatrix} \kappa_1 & 0 \\ 0 & \kappa_2 \end{bmatrix},$$  \hspace{1cm} (4.3)

where $\kappa_1$ and $\kappa_2$ are the principal curvatures.

The derivatives of the curvature are defined by a $2 \times 2 \times 2$ tensor with four unique numbers:

$$C = (\partial_u \Pi; \partial_v \Pi) = \begin{bmatrix} \begin{pmatrix} a_1 & a_2 \\ a_2 & a_3 \end{pmatrix}; \begin{pmatrix} a_2 & a_3 \\ a_3 & a_4 \end{pmatrix} \end{bmatrix},$$  \hspace{1cm} (4.4)

where $\partial_u$ and $\partial_v$ are the derivatives along the principal directions. Multiplying $C$ from its three sides by a direction vector $v$, $C_{ijk} v_i v_j v_k$ gives a scalar, which is the derivative in direction $v$ of the curvature in this direction.

The Monge form is a polynomial approximation of a surface $S$ on the tangent plane at a given point, expressed as:

$$S(v) = \frac{1}{2} v^T \Pi v + \frac{1}{2} C_{ijk} v_i v_j v_k = \frac{1}{2} (\kappa_1 u^2 + \kappa_2 v^2) + \frac{1}{6} (a_1 u^3 + 3a_2 u^2 v + 3a_3 uv^2 + a_4 v^3),$$  \hspace{1cm} (4.5)

where $u$ and $v$ are the coordinates of $v$ in the principal directions. We will be using the Monge form to locally estimate the surface, utilizing the state-of-the-art techniques developed for estimating the curvature and its derivative [111, 76, 42].
4.3.2 Computing relief edges

Relief edges are computed in two steps: estimating the edge direction at every point and determining the relief edge points using this estimation. We elaborate on these steps below.

**Estimating the edge direction:** The edge direction is estimated by fitting an edge model that best approximates the surface locally. Below we first describe our edge model and then the process of fitting it to the surface.

We utilize the commonly-used smoothed step edge to model relief edges. Since $\mathbf{B}$ is unknown, all our computations are performed with respect to the local tangent plane of $\mathbf{S}$ at $\mathbf{p}$, where the principal directions define the coordinate system on this plane. To locally approximate surface $\mathbf{S}$, we use the Monge form polynomial (Equation 4.5). A smoothed step edge $\mathbf{E}$ passing through point $\mathbf{p}$ in direction $(-\sin(\theta), \cos(\theta)) \equiv (-s, c)$ can be approximated by a cubic polynomial as:

$$E(q, a, u, v) = \frac{1}{6} a (cu + sv)^3 = \frac{1}{6} a (c^3u^3 + 3c^2su^2v + 3cs^2uv^2 + s^3v^3),$$

where $\alpha$ is the edge intensity, and $u$ and $v$ are the local coordinates. (Note that the other coefficients of the polynomial are zero because the step edge is constant along its direction and antisymmetric in the perpendicular direction.)

Using polar coordinates: $(u, v) = (\rho \cos(\phi), \rho \sin(\phi)) \equiv (\rho \hat{c}, \rho \hat{s})$, Equations 4.5 and 4.6 can be rewritten as:

$$S = \frac{\rho^2}{2} (\kappa_1 \hat{c}^2 + \kappa_2 \hat{s}^2) + \frac{\rho^3}{6} (a_1 \hat{c}^3 + 3a_2 \hat{c}^2 \hat{s} + 3a_3 \hat{c} \hat{s}^2 + a_4 \hat{s}^3),$$
$$E(\theta, \alpha) \equiv \alpha \tilde{E} = \alpha \frac{\rho^3}{6} (\hat{c}^3 \hat{c}^3 + 3\hat{c}^2 \hat{s}^2 \hat{s} + 3\hat{c} \hat{s}^2 \hat{s}^2 + \hat{s}^3 \hat{s}^3).$$

We define the orientation of the edge as the direction that best fits the edge model. In other words, we seek $(\hat{\theta}, \hat{\alpha})$ that minimize the difference between $E(\hat{\theta}, \hat{\alpha})$ and $S$. We define the
approximation error as:

$$\text{Err}(\theta, \alpha) = \int \| E(\theta, \alpha) - S \|^2 \rho d\rho d\phi,$$  \hfill (4.7)

where the integral is defined over a neighborhood of \( p \) and \( \rho \) is the Jacobian of the polar coordinates substitution. The optimal edge is determined by \((\hat{\theta}, \hat{\alpha}) = \arg \min \text{Err}(\theta, \alpha)\).

We reformulate Equation 4.7 in terms of vectors in the polynomial space of \( \cos \) and \( \sin \). This formulation allows us to represent our optimization problem as the problem of finding the roots of a third-order polynomial of \( \sin^2(\theta) \), as explained below.

Let the basis vectors and their inner product be:

$$\begin{align*}
x_1 &= \tilde{c}^3, \\
x_2 &= \tilde{c}^2 \tilde{s}, \\
x_3 &= \tilde{c} \tilde{s}^2, \\
x_4 &= \tilde{s}^3, \\
x_5 &= \tilde{c}^2, \\
x_6 &= \tilde{s}^2, \\
\end{align*}$$

$$\langle x_i, x_j \rangle = \int_{\phi=0}^{2\pi} x_i x_j d\phi. \hfill (4.8)$$

Surface \( S \), the step edge \( E \), and the error \( \text{Err}(\theta, \alpha) \) can be rewritten in terms of the basis vectors \( x_i \) as:

$$\begin{align*}
S &= \frac{\rho^3}{6} (a_1 x_1 + 3a_2 x_2 + 3a_3 x_3 + a_4 x_4) + \frac{\rho^2}{2} (\kappa_1 x_5 + \kappa_2 x_6) \\
&= \frac{\rho^3}{6} S_1 + \frac{\rho^2}{2} S_2, \\
E(\theta) &= \frac{\rho^3}{6} (c^3 x_1 + 3c^2 s x_2 + 3c s^2 x_3 + s^3 x_4) = \frac{\rho^3}{6} E_1(\theta), \\
\text{Err}(\theta, \alpha) &= \int_{\rho} \| \alpha E(\theta) - S \|^2 \rho d\rho, \hfill (4.9)
\end{align*}$$
where the norm is calculated according to the inner product in Equation 4.8.

\[
\text{Err}(\theta, \alpha) = \alpha^2 \int \|\tilde{E}\|^2(\theta) d\rho + \int \|S\|^2 d\rho - 2\alpha \int \langle \tilde{E}(\theta), S \rangle d\rho = \alpha^2 \|E_1\|^2 \int \rho^{6/36} d\rho + \int \|S\|^2 d\rho - 2\alpha \langle E_1, S_1 \rangle \int \rho^{6/36} d\rho.
\] (4.10)

Appendix A proves that \( \langle E_1, S_2 \rangle = 0 \). The value of \( \|S\|^2 \) is independent on \( \theta \) and \( \alpha \) and can be removed. Therefore, the optimal parameters need to minimize:

\[
(\hat{\theta}, \hat{\alpha}) = \arg \min (\alpha^2 \|E_1\|^2 - 2\alpha \langle E_1, S_1 \rangle) \int \rho^{6/36} d\rho.\] (4.11)

It is interesting to note that by Equation 4.11, \( \hat{\theta} \) and \( \hat{\alpha} \) are independent on the size of the region on which the integral is computed. Since the magnitude \( \|E_1\| \) of the edge is independent of its direction \( \theta \), \( \hat{\theta} \) should maximize the edge–surface correlation \( \langle E_1(\theta), S_1 \rangle \):

\[
\hat{\theta} = \arg \max \langle E_1(\theta), S_1 \rangle.\] (4.12)

In Appendix A we show that:

\[
\hat{\theta} = \arg \max (c^3C_1 + c^2sC_2 + cs^2C_3 + s^3C_4),\] (4.13)

where the \( C_i \)s are scalars depending on the parameters of the curvature derivative tensor.

After \( \langle E_1(\hat{\theta}), S_1 \rangle \) has been computed, \( \hat{\alpha} \) is:

\[
\hat{\alpha} = \frac{\langle E_1(\hat{\theta}), S_1 \rangle}{\|E_1(\hat{\theta})\|^2}.\] (4.14)

Equations 4.13 and 4.14 determine the orientation and the intensity of the best fitting edge. In [71], it is shown that the maxima of an equation of the type of Equation 4.13 correspond to the roots of a cubic polynomial in \( \sin^2(\theta) \), and thus the polynomial may have up to three
maxima. Multiple maxima appear when there are several step edges that can locally fit the surface. Section 4.4 describes our method for choosing the appropriate one.

**Determining the relief edges:** The previous step computed $\hat{\theta}$ and $\hat{\alpha}$ for every point on the surface. Our goal is to find the edge points, which are the loci of points where the gradient obtains maximum in the gradient direction.

In [134] it is shown that the maximum of the gradient in the gradient direction corresponds to the zeros of the normal curvature in this direction. For a smoothed step edge, the gradient direction is perpendicular to the edge direction. Therefore, the loci of the relief edges are the zero crossings of the curvature in the direction perpendicular to the edge direction $\hat{\theta}$.

We can now formally define a relief edge point. Let $g_p = [\cos(\hat{\theta}), \sin(\hat{\theta})]$ be a vector perpendicular to the edge direction at point $p$, and let $G_p = g_p^T II g_p$ be the value of the normal curvature in the gradient direction at $p$.

**Definition 4.3.1.** Point $p$ is a relief edge point iff $G_p = 0$.

The algorithm is applied to meshes. To achieve sub-vertex accuracy, points on the mesh edges satisfying the constraint are found. We use the method in [71, 98], which accurately estimates the zero curves of a function on a mesh, given the function values on the vertices.

In the implementation, we threshold the error defined in Equation 4.7, normalized by $||S||^2$, which reflects the dissimilarity of the surface to the edge model. This removes points that satisfy Definition 4.3.1, but do not resemble step edges.

### 4.4 Enhancing relief edges

The algorithm proposed in the previous section usually produces high quality edges, as can be seen in Figure 4.1. However, when the surface is very noisy or deviates from the step edge model, the resulting curves might be noisy or incorrect, as illustrated in Figure 4.3. This section describes how to handle these cases, by utilizing the relief surface model.
illustrated in Figure 4.2.

![Figure 4.2](image)

(a) Relief edges  
(b) Enhanced relief edges

Figure 4.3: A late Hellenistic lamp (150-50 BCE): top, full object; bottom, zoom in. Note the closing of the outline of Cupid’s foot due to correcting the edge orientation and the smooth edges resulting from the smoothing procedure.

**Choosing edge orientations:** The orientation obtained by Equation 4.13 is optimal for edges well-approximated by the step model. Deviations from the model, such as when several maxima exist in Equation 4.13, might lead to erroneous orientations. Though these deviations are rare, we present a method that aids in choosing the correct orientation.

The method uses a rough estimation of $B$’s normal $\bar{n}_p$ to determine the possible orientations. Obviously, if $\bar{n}_p$ were known, the edge orientation could be computed precisely, by using an edge detector on the local image (the plane perpendicular to the normal). Though our
normal’s rough estimation is insufficient for a precise calculation of the edge, it suffices to limit the range of possible orientations.

To do that, we modify the function maximizing Equation 4.13. Let $f_{\text{corr}}(\theta) = c^3C_1 + c^2sC_2 + cs^2C_3 + s^3C_4$ be the original correlation of the edge and the surface and let $f_{\text{base}}(\theta)$ be a function that limits the range of orientations, using the estimated base normal (defined below). We define the modified function as:

$$f_{\text{mod}}(\theta) = f_{\text{corr}}(\theta) \cdot f_{\text{base}}(\theta). \quad (4.15)$$

If $\bar{n}_p$ were known, the edge direction $\theta_{\text{base}}$ could be calculated as the projection of $\bar{n}_p$ on the local tangent plane. Then, $f_{\text{base}}(\theta) = \delta(\theta - \theta_{\text{base}})$, where $\delta$ is the Kronecker delta function. Since $\bar{n}_p$ is known only approximately, we use:

$$f_{\text{base}}(\theta) = r_w(\theta - \theta_{\text{base}}), \quad (4.16)$$

where

$$r_w(x) = \begin{cases} 1 & \|x\| \leq w \\ 0 & \|x\| > w. \end{cases} \quad (4.17)$$

Below we describe how to calculate the rough estimation of $\bar{n}_p$ and the width $w$.

To calculate $\bar{n}_p$, the surface ($S$) normals are smoothed at the neighborhood of the point. This neighborhood should be sufficiently large, so as to reduce the influence of the local features on the estimated normal. Our approach utilizes an adaptive Gaussian filter, similarly to [97]. However, since the $\sigma$ of the smoothing Gaussian in [97] estimates the size of the local feature, it is unsuitable for estimating the base surface. We therefore use a three times larger $\sigma$. This enables us to average the normals of several features and thus achieve a better approximation.

To calculate width $w$, we first compute the directions $\theta_{\text{base}}$ and $\hat{\theta}$ (Equation 4.13) for all the vertices. Then, $w$ is set to the standard deviation of the histogram of the error $\|\hat{\theta} - \theta_{\text{base}}\|$. Assuming that most of the values of $\hat{\theta}$ are correct, $w$ is statistically meaningful. When
the edge is weak, its gradient estimation is unreliable, and thus it is removed, by setting \( f_{\text{base}}(\theta) \equiv 1 \). In the implementation, weak edges are characterized by a small angle between the base normal \( \angle(n_p, \bar{n}_p) \leq 11^\circ \). The value \( 1/(n_p \cdot \bar{n}_p) \) is proportional to the magnitude of the local image gradient. This measure is most commonly used to threshold edges.

Since we are utilizing two thresholds – one that measures the similarity to the edge model (Section 4.3.2) and one that measures the edge strength, we can combine them to produce better results using a two-dimensional hysteresis.

**Edge smoothing:** While the method described above captures the features correctly, scanning noise and edge direction estimation errors may cause the edges to become jagged. In this case, smoothing should be applied. While smoothing could be applied to the edges themselves, this correction would not relate to the geometry of the surface. Therefore, a smoothing scheme which indirectly smoothes the edges is proposed.

This is done by first smoothing the function \( G_p \), which is defined at every vertex, yielding \( \hat{G}_p \). Then, we compute the updated edge directions \( \hat{g}_p \) that satisfy:

\[
\hat{G}_p = \hat{g}_p^T \mathbf{II} \hat{g}_p.
\]  

(4.18)

When such a direction does not exist (e.g., when \( \hat{G}_p \) is required to have a negative value at a point with two positive principal curvatures), the direction that minimizes the error \( \|G_p - \hat{G}_p\| \) is chosen. Finally, \( G_p \) is recalculated according to \( \hat{g}_p \).

We observed that good results are achieved when simple Gaussian smoothing is used to smooth \( G_p \). The smoothing parameter can be controlled by the user. In all our experiments, the \( \sigma \) of the Gaussian is equal to 0.8 of the median edge length of the mesh.
4.5 Results

This section shows results of relief edges and compares them to other major edge families. While relief edges can be used on any object, as shown in Figure 4.4, we focus on the challenging archaeological artifacts, which are noisy and contain edges which are difficult to detect.

Figure 4.4: Elephant model. Note that the relief edges are shown together with the surface contours.

Analysis of archaeological artifacts such as ceramic vessels, stone tools, coins, seals and figurines is a major source of our knowledge about the past. Traditionally, archaeological artifacts are drawn by hand and printed in the reports of archaeological excavations. These are produced manually by artists, in an extremely time-consuming and expensive procedure, prone to inaccuracies and biases. The main purpose of these drawings is to depict the features of the 3D object so that the archaeologist can visualize and compare artifacts. Thus, all the major features (edges) have to be detected. When, in the near future, digitization of the findings by high resolution scanners will replace the 2D representations, accurate, automatic curve drawing will be needed.

Figures 4.5–4.8 show some results. Figures 4.5–4.6 demonstrate the importance of choosing the correct orientation of the edges. Since the edges pass on almost flat surfaces,
Figure 4.5: **Hellenistic stamped amphora handle from the first century BCE.** While the text is hardly legible in the 3D object, relief edges make most of the letters visible and improve on the alternatives. The text reads MAPΣ YA APTAMITIo.

Figure 4.6: **Hellenistic stamped amphora handle from the first century BCE.** This is an example of a noisy surface. Only relief edges manage distinguish between the edges and the noise utilizing the approximated base surface.

base normal can be calculated accurately and aid in estimating the edge direction. Figure 4.6 is a difficult object, due to the high level of noise. Locally true edges and noisy surfaces look similar and therefore demarcating curves fail to differentiate between them. Relief edges on the other hand exploit the approximated base for estimating the local image
gradient. In addition, relief edges perform better at places where the curve curvature is not constant.

Figures 4.7–4.8 demonstrate models having non-planar bases. In particular, the base surface of Figure 4.8 is quite complex. As can be seen, relief edges outperform the other types of edges.

![Hellenistic vase.](image)

Figure 4.7: **Hellenistic vase.** The figures are well-depicted with long meaningful edges. Note especially the quality of the recovered arms where the curvature of the edges change considerably.

The algorithm was implemented in C++ using the trimesh2 library by S. Rusinkiewicz. On a 2.66 GHz Intel Core 2 Duo PC all the steps of the algorithm run in real time except the estimation of the base normal which currently takes 16 seconds for a surface of 50K vertices and 55 seconds for a surface of 140K vertices.
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(a) The object  (b) Ridges & valleys

(c) Demarcating curves  (d) Relief edges

Figure 4.8: **Figurine from the Persian period (4th c. BCE).** The relief edges are continuous and smoother than the alternatives. Noisy edges have been successfully removed.

4.6 Conclusion

This paper has extended the definition of edges from images to surfaces, for which image edges are a special case. These edges, termed relief curves, use local intrinsic surface properties together with a rough approximation of the base surface to produce superior results.

The results show that relief edges manage to capture the 3D features. They have been utilized to draw edges on scanned objects for artifact illustration in archaeology. In the future we intend to utilize these edges for shape-matching applications, which is an important challenge in archaeology, as well as in computer vision in general.
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Appendix A: Inner products of polynomials

In Equation 4.8, the inner products of the basis functions need to be computed. When the exponent of \( \sin(\phi) \) or \( \cos(\phi) \) is odd, the inner product is zero. Otherwise, the inner product is defined by the Euler beta function:

\[
\mathcal{B}(x,y) = 2 \int_{\phi=0}^{\pi/2} (\sin(\phi))^{2x-1}(\cos(\phi))^{2y-1}d\phi.
\]

Thus, \( \langle \mathbf{x}_1, \mathbf{x}_1 \rangle = \langle \mathbf{x}_4, \mathbf{x}_4 \rangle = \frac{5}{8} \pi \equiv A, \)

\[
\langle \mathbf{x}_2, \mathbf{x}_2 \rangle = \langle \mathbf{x}_3, \mathbf{x}_3 \rangle = \langle \mathbf{x}_1, \mathbf{x}_3 \rangle = \langle \mathbf{x}_2, \mathbf{x}_4 \rangle = \frac{\pi}{8} \equiv B. \quad (4.19)
\]

We can now calculate the inner products in Section 4.3.2:

\[
\langle E_1, S_2 \rangle = \langle c^3 \mathbf{x}_1 + 3c^2 s \mathbf{x}_2 + 3cs^2 \mathbf{x}_3 + s^3 \mathbf{x}_4, k_1 \mathbf{x}_5 + k_2 \mathbf{x}_6 \rangle = 0,
\]

\[
\|E_1\|^2 = \|c^3 \mathbf{x}_1 + 3c^2 s \mathbf{x}_2 + 3cs^2 \mathbf{x}_3 + s^3 \mathbf{x}_4\|^2 =
\]

\[
= c^6 \langle \mathbf{x}_1, \mathbf{x}_1 \rangle + 9c^4 s^2 \langle \mathbf{x}_2, \mathbf{x}_2 \rangle + 9c^2 s^4 \langle \mathbf{x}_3, \mathbf{x}_3 \rangle
\]

\[
+ 3s^6 \langle \mathbf{x}_4, \mathbf{x}_4 \rangle + 6c^4 s^2 \langle \mathbf{x}_1, \mathbf{x}_3 \rangle + 6c^2 s^4 \langle \mathbf{x}_2, \mathbf{x}_4 \rangle
\]

\[
= \cdots = (1 - 3c^2 + 3c^4)A + 3A(c^2 - c^4) = A,
\]
\[
\langle E_1, S_1 \rangle = c^3 a_1 \langle x_1, x_1 \rangle + 9c^2 s a_2 \langle x_2, x_2 \rangle + \\
+ 9cs^2 a_3 \langle x_3, x_3 \rangle + s^3 a_4 \langle x_4, x_4 \rangle + \\
+ 3c^3 a_3 \langle x_1, x_3 \rangle + 3cs^2 a_1 \langle x_1, x_3 \rangle \\
+ 3s^3 a_2 \langle x_2, x_4 \rangle + 3c^2 s a_4 \langle x_2, x_4 \rangle = \\
= c^3 (a_1 A + 3a_3 B) + 3c^2 s (3a_2 B + a_4 B) \\
+ 3cs^2 (3a_3 B + a_1 B) + s^3 (a_4 A + 3a_2 B) = \\
= c^3 C_1 + 3c^2 s C_2 + 3cs^2 C_3 + s^3 C_4,
\]

where the $C_i$s are scalars depending on the parameters of the curvature derivative tensor (Equation 4.13).
Chapter 5

Multi-scale curve detection on surfaces

Abstract

This paper extends to surfaces the multi-scale approach of edge detection on images. The common practice for detecting curves on surfaces requires the user to first select the scale of the features, apply an appropriate smoothing, and detect the edges on the smoothed surface. This approach suffers from two drawbacks. First, it relies on a hidden assumption that all the features on the surface are of the same scale. Second, manual user intervention is required. In this paper, we propose a general framework for automatically detecting the optimal scale for each point on the surface. We smooth the surface at each point according to this optimal scale and run the curve detection algorithm on the resulting surface. Our multi-scale algorithm solves the two disadvantages of the single-scale approach mentioned above. We demonstrate how to realize our approach on two commonly-used special cases: ridges & valleys and relief edges. In each case, the optimal scale is found in accordance with the mathematical definition of the curve.

This paper appeared in CVPR 2013.
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(a) Smallest-scale curves
(b) Average-scale curves
(c) Large-scale curve
(d) Our multi-scale curves

Figure 5.1: The benefit of using multi-scale curves. When relief edges [72] are detected using a single scale, some features are missed and others are inaccurate (a)-(c). Conversely, when using multiple scales, the detected curves are more correct (d).

5.1 Introduction

3D feature curves on surfaces carry important information regarding the shape of the object. Therefore, a lot of effort has been devoted to charactering curves and detecting them. Examples of types of curves include ridges & valleys [98], parabolic curves [68], zero-mean curvature curves [68], demarcating curves [71], and relief edges [72], to name a few. Each type of curve is used to detect a different 3D feature. Curves on surfaces are equivalent to edges in images, which are basic low-level features in images. Consequently, 3D curves are inherently important in 3D shape analysis.

In images, each edge is associated with a scale. This scale is related to the image gradient; the steeper and stronger the edge, the smaller the scale. This is because steep edges are thinner, occupying a smaller area in the image than fuzzy moderate edges. This concept exists also in 3D curves on surfaces. For instance, the eye of the horse in Figure 5.1 has a
smaller scale than its harness.

As illustrated in Figure 5.1, no single scale suffices to capture all the features. If the scale is too large, fine details are missed. On the other hand, if the scale is too small, coarse features are localized inaccurately and false features appear. However, most state-of-the-art curve detection algorithms use a single scale [24, 56, 71, 72, 98]. Moreover, the user is required to manually choose the “correct” scale.

Our goal is to propose a general framework for automatically estimating the optimal scale at each point on the surface. This general scheme can then be applied to every type of 3D curve, assuming it can be defined by the curvature and its derivatives. Hence, our technique not only eliminates the needed user intervention, but is also able to detect features of different scales on a single object.

A couple of algorithms address scale selection. Pauly et al. [102] propose a scheme that is designed for a single type of curves, defined as the loci of points whose curvature variation is persistent over all scales. It cannot be applied in a straightforward manner to other types of curves. Luo et al. [83] propose a method that is independent of the curve type. Rather, they essentially apply multi-scale smoothing to the object, hopefully leaving the surface features intact. However, the scale must be proportional not only to the surface features, but also to the curve type. When the latter is not taken into account, the extracted curve might be inaccurate. Moreover, their approach is quite slow (might take hours), whereas ours takes only a couple of minutes.

Our technique is inspired by the scale-selection theory developed by Lindeberg [80] for images (on which SIFT is based). We extend this theory to three dimensions. Given a definition of a curve type, we show how to calculate the optimal scale directly from the definition. Briefly, every curve type is associated with a function, whose value indicates the strength of the feature. This function typically depends on the surface curvature and its derivatives. We show how to select a parameter, in order for this function to have a single maximum over the range of scales. We define the scale at which the maximum is obtained as the optimal scale. Using this local optimal scale, the surface is smoothed in a multi-scale manner. On this surface, the curves are detected, utilizing the original curve
detection algorithms.

We demonstrate the benefit of our approach by applying it to two popular types of curves: ridges & valleys and relief edges. We show that our curves outperform their counterparts computed with a manually-selected single scale, both in terms of accuracy and in terms of robustness to noise. This is especially evident in objects having features of several scales.

The paper is structured as follows. Section 5.2 provides the essential background. Section 5.3 formally defines the notion of optimal scale. Section 5.4 describes the algorithm for computing the optimal scale at every point. Section 5.5 applies the general method to two specific cases and demonstrates our results. We conclude in Section 5.6.

5.2 Background

This section describes the background on curve detection on surfaces and on multi-scale processing on surfaces.

Curves on surfaces: Curves on surfaces can be classified as view-dependent or view-independent. View-dependent curves depend not only on the differential geometric properties of the surface, but also on the viewing direction [24, 56, 67]. They change whenever the camera changes its position or orientation. View-independent curves depend solely on geometric properties of the surface [61, 68, 71, 72, 91, 98]. Our approach is general and applies to both categories of curves. For demonstration, we apply our approach to two types of view-independent curves. The first is ridges & valleys [98], which are the extrema of principal curvatures and the second are relief edges [71, 72], which are the loci of zero crossings of the curvature in the edge direction.

Multi scale processing of surfaces: Multi-scale processing of surfaces can be divided into two separate, yet related, tasks. The first is the creation of scale space, which simultaneously represents the surface at different scales. The second is the optimal scale selection, which automatically selects the scale that best represents the surface locally.
1. Scale space representation: Scale space can be intuitively thought of as a collection of smoothed versions of the original surface. While in images, which are defined on a regular grid scale space, smoothing is a matter of consensus [80], for surfaces there are many ways to perform smoothing [47, 74, 96, 102, 103].

Formally, given a surface \( S(u, v) : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \), its scale space representation is

\[
S(u, v, t) : \mathbb{R}^2 \rightarrow \mathbb{R}^3,
\]

where \( t \) is the scale parameter, which is proportional to the amount of smoothing applied to the object. In our work, we use the diffusion-based smoothing of [130], though other methods could also be used.

2. Optimal scale selection: In images, the optimal scale selection was developed for edge detection and point-based features by Lindeberg [80]. He proved that a function of the image spatial derivatives, which is normalized in a certain way, obtains a single maximum in scale space. The scale at which the maximum is obtained is termed the optimal scale.

Formally, let \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) be an image, \( L(x; t) \) be its scale space representation, and \( \delta^k \) be its \( k^{th} \) derivative. Then, the \( \gamma \)-normalized function of the derivatives of the image, defined as

\[
t^{\gamma/2} f(\delta^k L(x; t))
\]

obtains a single maximum at the optimal scale \( t_o \). The function \( f \) and the \( k^{th} \) derivative depend on the desired feature.

Optimal scale for surfaces was mostly used for interest point detection. At these points, a function of some surface properties, normalized by the scale parameter, obtains a maximum both in the spatial and in the scale domains. These properties can be either normals [48], curvatures [108], or functions of curvatures [96]. These SIFT-like features are applied together to photometric and geometric features in [47].

A different approach, to which our method belongs, explicitly chooses a region on the surface, where the variation of some surface property is small. For instance, [102] compute the
ratio between the eigenvalues; [83] compute the area with the minimal descriptor length; [75] compute the optimal size of the support region for computing surface normals.

5.3 Definition of the Optimal Scale

Intuitively, the optimal scale at point $p$ is the scale at which the likelihood that a curve passes through $p$ is maximal. Therefore, we consider the likelihood to be proportional to the curve strength. However, the more smoothing applied to the surface, the weaker the curves become. To compensate for this, the strength is normalized by a function of the scale. Hence, the optimal scale is reformulated as the scale at which the normalized curve strength obtains a maximum in scale space.

**Definition:** Let curve $c$ have an associated strength function $f(K)$, which depends on the curvature and the curvature derivatives $K$. Let $t$ be the scale parameter, which is related to the amount of smoothing applied to the surface. Let $f(K(t))$ be the result of applying $f$ to the smoothed surface. Then, the optimal scale $s_c$ of curve $c$ is defined as the scale at which the function obtains a maximum:

$$s_c = \arg\max_t t^\gamma f(K(t)),$$  \hspace{1cm} (5.2)

where $t^\gamma$ is the normalization coefficient, similar to what is used in Equation (5.1). We denote the expression $t^\gamma f(K(t))$ as the *normalized function*.

The strength function $f(K(t))$ monotonically decreases with scale, since as the surface becomes smoother, the features appear less prominent. Conversely, $t^\gamma$ monotonically increases with scale. We should therefore choose $\gamma$ correctly, so as to ensure a single maximum of the normalized function $t^\gamma f(K(t))$ in Equation (5.2). This single-maximum property is proved in Section 5.5 for two commonly-used spatial curve types: ridges & valleys and relief edges.

To get a feeling why this is true, recall that a surface can be presented locally, at every
point on the surface, as a third degree polynomial (the Monge form) defined on the point’s tangent plane. The surface curvature is proportional to the polynomial second derivative. According to Equation (5.2), the normalized second derivative obtains a single maximum in the scale space. Therefore, the surface curvature should also obtain a maximum in scale space.

Note that in featureless areas, the feature strength is zero for all scales. Thus, the optimal scale (the maximum) is undefined there. However, since there exist no curves in a featureless region and our goal is to detect curves, any scale chosen is valid and our definition holds.

5.4 Multi-Scale Curve Detection

The goal of this section is to describe an algorithm that detects the curves, given the definition of the optimal scale, described above. Our algorithm consists of three steps. First, we compute the optimal scale at every point on the surface. This computation depends on the type of curve we want to detect, and specifically on its corresponding strength function \( f \).

Second, we create a new surface, where each point is smoothed according its optimal scale. Obviously, this step does not depend on the type of curves. On this smoothed surface, the curves are finally computed using their original detection algorithms. This is in contrast to the regular curve detection algorithms, which perform a uniform smoothing on the whole surface, prior to detection.

Computing the optimal scale at every point: For points with features, we apply Equation (5.2) as is and obtain the optimal scale. For featureless points, any value of scale is valid, and yet we need to choose a single scale. Since our goal is to produce the optimally-scaled surface, the scale should be a continuous function over the surface. We therefore require that the following conditions hold:

1. The scale at a point with high strength is equal to the solution of Equation (5.2).
2. The scale changes smoothly along the surface.
Formally, the first condition is a simple equality constraint. The second condition is realized by requiring that the weighted Laplacian of the scalar scale function, defined on the surface, is zero. These two conditions are combined into a system of linear equations, as follows.

Let \( p \) be a point on the surface and \( t_i(p) \) be the scale that solves Requirement 1. The final scale \( t(p) \) is found by solving the following system:

\[
\begin{align*}
  t(p) &= t_i(p) \\
  w(p)\Delta t(p) &= 0,
\end{align*}
\]

where \( w(p) \) is a weight function inversely proportional to the strength at \( p \) and \( \Delta \) is the Laplacian. We define \( w(p) \) as \( 1/(1 + af) \), where \( f \) is the strength function value at the point and \( a \) is chosen so that \( af_{\text{max}} = 9 \).

In our work, we assume that the surface is represented by a triangular mesh. The Laplacian \( \Delta \) of a scalar function \( t \) at point \( p \) on a mesh is calculated as in \[89\]:

\[
\Delta t(p) = \frac{1}{2A} \sum_{j \in N(p)} (\cot(\gamma_j) + \cot(\delta_j))(t(p) - t(p_j)),
\]

where \( N(p) \) is the set of neighbors of \( p \) on the mesh, \( A \) is the Voronoi area of \( p \), and \( \gamma_j \) and \( \delta_j \) are the angles opposite to \( pp_j \) (see Figure 5.2). We solve the system of equations (5.3) with an SVD-based solver [35].

![Figure 5.2: Notations of Equation (5.4). The Laplacian \( \Delta \) of a scalar function \( t \) at point \( p \) on a mesh is a linear combination of the values of \( t \) on the neighbors \( p_j \) of \( p \).](image)

**Creating an optimally-smoothed surface:** After the optimal scale at each point has been
computed, we create a surface in which each point is smoothed to its optimal scale. This is done as follows. First, the surface is smoothed uniformly for each scale, using [130]. For each of these surfaces, we maintain the locations of its vertices. Next, we create a surface for which the coordinates of every vertex are taken from the surface of its corresponding scale. Finally, the resulting surface is smoothed in order to remove artifacts.

5.5 Specific Cases

In this section we demonstrate how to apply our method to commonly-used curves: ridges & valleys and relief edges. We show how to choose the strength function $f$ and the normalization coefficient $g$ from Equation (5.2), which are used in the first step of our algorithm (Section 5.4).

Recall that the normalization coefficient $g$ should be chosen such that to ensure a single maximum of the normalized strength function. In order to simplify the task, we make three assumptions. First, we make the standard assumption that the surface in the curve’s neighborhood is a function defined on the tangent plane, i.e. the surface is defined by $s(x,y)$. Second, we assume that $s(x,y)$ is constant along the curve, i.e. the surface can be modeled locally by a 1D function. For example, if the curve has direction $y$, then $s(x,y) \equiv s(x)$. In other words, we assume that $s(x,y)$ is locally developable in the vicinity of the curve. Third, we make the commonly-used assumption that the smoothing process can be approximated by convolving the function with a Gaussian. Our experiments show that this approximation is sufficiently accurate.

Having made these assumptions, we perform the following general steps for finding $g$. For each curve type we need to realize these steps differently.

1. Choose the strength function.

2. Choose a 1D function $s(x)$ that represents the surface locally.
3. Derive the expression for the scale at which the normalized strength obtains a maximum. This maximum is the optimal scale.

4. Choose $\gamma$ values for which the expression in step 3 is maximized by a single scale value.

### 5.5.1 Ridges & valleys

The most prevalent curves on surfaces are ridges & valleys [98]. They are similar to their geographical counterparts and usually indicate sharp changes in the surface orientation. A ridge (valley) point is a point on a manifold, where the positive (negative) principal curvature obtains a maximum (minimum) along its principal direction. We now discuss the four steps mentioned above, for the case of ridges, whereas the case of valleys is similar.

**Strength function** $f$: The strength function $f$ we use is the maximal value of the curvature. This is the standard method to measure the strength of ridges.

**Surface representation:** We approximate a ridge $s(x; t_0)$ of scale $t_0$ with a Gaussian of standard deviation $\sigma = \sqrt{t_0}$:

$$s(x; t_0) = \frac{1}{\sqrt{2\pi t_0}} e^{-x^2/2t_0}.$$

The ridge point is obtained at $x = 0$.

We assume that the scale space is represented by convolutions with Gaussians with smoothing parameter $t$:

$$s(x; t + t_0) = s(x; t_0) * g(x; t).$$

(5.5)

Thus, the ridge $s(x; t_0)$ at scale $t$ is

$$s(x; t + t_0) = \frac{1}{\sqrt{2\pi (t_0 + t)}} e^{-x^2/2(t_0 + t)}.$$
**Optimal scale:** We want to show that the normalized curvature of \( s(x; t_0) \) obtains a single maximum in scale space at \( x = 0 \). First, we express the normalized curvature at \( x = 0 \) as a function of \( t \) and \( \gamma \):

\[
t^\gamma \kappa(x; t_0 + t).
\]  

(5.6)

Then, we take its derivative with respect to \( t \) and prove that this derivative is equal to zero only at a single \( t \). Let us start with finding the expression for \( k(x; t_0 + t) \). The curvature \( k(x) \) of a curve \( s(x) \) is known to be:

\[
k(x) = -\frac{s''(x)}{(1 + s'(x)^2)^{3/2}},
\]  

(5.7)

where the derivatives are with respect to \( x \).

We need to compute the derivatives of the surface (curve) \( s'(x) \) and \( s''(x) \). It is easy to see that the first derivative is:

\[
s'(x; t_0 + t) = \frac{-x}{t_0 + t} \cdot \frac{e^{-x^2/2(t_0+t)}}{\sqrt{2\pi(t_0+t)}}
\]

and the second derivative is:

\[
s''(x; t_0 + t) = \left( -\frac{1}{t_0 + t} + \frac{x^2}{(t_0 + t)^2} \right) \cdot \frac{e^{-x^2/2(t_0+t)}}{\sqrt{2\pi(t_0+t)}}.
\]

Substituting \( x = 0 \), we obtain

\[
s'(0; t_0 + t) = 0,
\]  

(5.8)

\[
s''(x; t_0 + t) = \frac{-1}{t_0 + t} \cdot \frac{1}{\sqrt{2\pi(t_0+t)}} = \frac{-1}{\sqrt{2\pi(t_0+t)^{3/2}}}.
\]  

(5.9)

Therefore, by substituting Equations (5.8)-(5.9) into Equations (5.7)-(5.6), we get that the value of the strength function at \( x = 0 \) for different scales \( t \) and different normalization coefficients \( \gamma \) is:

\[
t^\gamma \kappa(x; t_0 + t) \bigg|_{x=0} = \frac{t^\gamma}{\sqrt{2\pi(t_0+t)^{3/2}}}.
\]  

(5.10)
In order to check when Equation (5.10) obtains a maximum, we set its derivative with respect to $t$ to 0:

\[ \frac{d}{dt} t^\gamma \kappa(x; t_0 + t) \bigg|_{x=0} = 0, \]

or

\[ \frac{\gamma t^{\gamma-1}}{\sqrt{2\pi(t_0 + t)^{3/2}}} - \frac{3t^\gamma}{2\sqrt{2\pi(t_0 + t)^{5/2}}} = 0. \]

After some simple algebraic manipulations, we obtain an equation for the optimal scale:

\[ t_{\text{max}} = \frac{2t_0}{(3 - 2\gamma)}. \quad (5.11) \]

**Choice of $\gamma$:** We conclude that when $\gamma < 1.5$, the optimal scale is unique. In our experiments, we use $\gamma = 1$. We observed that small changes of $\gamma$ do not influence the results.

**Results:** Figure 5.3 shows ridges and valleys on objects consisting of features of different scales. When the chosen scale is small (b), the results are noisy. When we increase the scale (c), the curves become smoother, but some features disappear. We were unable to find a single scale that yields a good trade-off between smoothness and detectability. Conversely, with our multi-scale approach (d), the curves are smooth and even small details are nicely captured. See the supplementary for additional results.

To provide quantitative evaluation, we created a synthetic example, for which we can calculate the ground truth. It is a cylinder with ridges and valleys of a couple of different scales, to which we added noise, as shown in Figure 5.4. We ran the single-scale algorithm using various single scales and our multi-scale algorithm. When the (single) scale is small, the coarse features are not detected accurately. When it is large, the fine features disappear. With our multi-scale approach, the features are nicely captured. In terms of error, we computed the percentage of the ground-truth valleys for which there exist real valleys within a predefined distance. In practice, we counted the number of faces with ground truth valleys for which there exists a face with a detected valley within 0.5% of the cylinder radius. While the accuracy of the multi-scale results is 91%, for the single scale algorithm the results are between 79% for the finest scale to 42% for the coarsest, The results are: Scale 0
Figure 5.3: **Ridges and valleys on objects with various scales.** When the chosen scale is small (b), the results are noisy. When the scale is large (c), some features disappear. With our multi-scale approach (d), all the features are nicely captured and the curves are smooth. The red circles indicate problematic areas.

(finest): 79%, Scale 1: 85%, Scale 2: 77%, Scale 3 (coarsest): 42%, and Multiscale: 91%.

### 5.5.2 Relief edges

Relief edges are defined as zero crossings of the curvature in the direction of the step edge model that best approximates the surface locally [72]. They run on the slopes between ridges and valleys and are parallel to them.
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Figure 5.4: **Quantitative evaluation.** The noisy cylinder has both fine and coarse valleys (a). The results of our multi-scale approach (e) outperforms those of the single-scale approach (b-d). The accuracy measure is given underneath the images.

**Strength function** $f$: As a strength function $f$, we employ the curvature derivative with respect to the arclength $\lambda$ in the edge direction, as proposed in [72]. Thus,

$$f = \frac{\partial \kappa(x; t_0)}{\partial \lambda}.$$

**Surface representation:** A relief edge is represented, by definition, by a smoothed step edge. Let $s(x; t_0)$ be a relief edge of an initial scale $t_0$ (an ideal step edge smoothed with a Gaussian of standard deviation $\sigma_0 = \sqrt{t_0}$):

$$s(x; t_0) = \frac{1}{\sqrt{2\pi t_0}} \int_{-\infty}^{x} e^{-u^2/2t_0} du.$$

**Optimal scale:** The proof is similar to that in Section 5.5.1. We want to show that the normalized curvature derivative of $s(x; t_0)$ obtains a single maximum in scale space at $x = 0$. First, we express the normalized curvature at $x = 0$ as a function of $t$ and $\gamma$:

$$t^\gamma f = t^\gamma \frac{\partial \kappa(x; t + t_0)}{\partial \lambda}.$$

(5.12)

Then, we take its derivative with respect to $t$ and prove that it is equal to zero only at a
single \( t \). The curvature derivative is:

\[
\frac{\partial \kappa}{\partial \lambda} = \frac{\partial \kappa}{\partial x} \cdot \frac{\partial x}{\partial \lambda}.
\]  

(5.13)

We now show how to compute \( \partial k/\partial x \) and \( \partial k/\partial \lambda \) and then combine them. To compute \( \partial k/\partial x \), we take the derivative of the curvature defined in Equation (5.7). The scale space is generated using a convolution with a Gaussian (Equation (5.5)):

\[
s(x; t + t_0) = \frac{1}{\sqrt{2\pi(t_0 + t)}} \int_{-\infty}^{\infty} e^{-u^2/2(t_0 + t)} du.
\]

Then, the derivative of \( s(x) \) with respect to \( x \) is

\[
s'(x; t_0 + t) = \frac{e^{-x^2/2(t_0 + t)}}{\sqrt{2\pi(t_0 + t)}}
\]

and the second derivative is

\[
s''(x; t_0 + t) = \frac{-x}{(t_0 + t)} \cdot \frac{e^{-x^2/2(t_0 + t)}}{\sqrt{2\pi(t_0 + t)}}.
\]

We now proceed to compute the curvature \( \kappa(x) \)

\[
\kappa(x) = \frac{-xe^{-x^2/2(t_0 + t)}}{(t_0 + t)^{3/2} \sqrt{2\pi} \cdot \left[1 + e^{-x^2/(t_0 + t)/(2\pi(t_0 + t))}\right]^{3/2}}
\]

and the curvature derivative

\[
\left. \frac{\partial k}{\partial x} \right|_{x=0} = \frac{-e^{-x^2/(t_0 + t)}}{(t_0 + t) \sqrt{2\pi(t_0 + t)}} \cdot \frac{1}{\left[1 + e^{-x^2/(t_0 + t)/(2\pi(t_0 + t))}\right]^{3/2}} \bigg|_{x=0}
\]

\[
= \frac{2\pi}{(1 + 2\pi(t_0 + t))^{3/2}}.
\]
After having computed $\frac{\partial \kappa}{\partial x}$ of Equation (5.13), we now derive $\frac{\partial x}{\partial \lambda}$:

$$
\frac{\partial x}{\partial \lambda} = \frac{1}{\sqrt{1 + s'(x)^2}}.
$$

Equation (5.13) now becomes

$$
\frac{\partial \kappa}{\partial \lambda} = \frac{2\pi}{(1 + 2\pi(t_0 + t))^{3/2}} \cdot \frac{1}{\sqrt{1 + s'(x)^2}} = \frac{2\pi}{(1 + 2\pi(t_0 + t))^{3/2}} \cdot \frac{\sqrt{2\pi(t_0 + t)}}{\sqrt{1 + 2\pi(t_0 + t)}} = \frac{4\pi^2 \sqrt{t_0 + t}}{(1 + 2\pi(t_0 + t))^2}.
$$

In turn, Equation (5.12) now becomes

$$
t^t \frac{\partial \kappa(x; t + t_0)}{\partial \lambda} = t^t \frac{4\pi^2 \sqrt{t + t_0}}{(1 + 2\pi(t + t_0))^2}.
$$

Equation (5.14) specifies the value of the strength function at $x = 0$ for different scales $t$ and different normalization coefficients $\gamma$. We next find when it obtains a maximum. Taking the derivative with respect to $t$ and setting it to zero, we obtain a quadratic equation whose roots are:

$$
t_{\text{max}} = \frac{(A \pm B)}{C},
$$

where

$$
A = 2\gamma - 6\pi t_0 + 8\pi \gamma t_0 + 1,
B = (4\gamma^2 + 40\pi \gamma t_0 + 4\gamma + 36\pi^2 t_0^2 - 12\pi t_0 + 1)^{1/2},
C = 4(3\pi - 2\pi \gamma).
$$

The derivation of Equation (5.15) is given in Appendix A.
**Choice of ψ:** We show in Appendix A that \((A - B)/C\) is always negative and thus irrelevant, whereas \((A + B)/C\) is always positive for \(\psi < 1.3\). Hence, for \(\psi < 1.3\) the optimal scale is unique.

**Results:** Figure 5.5 depicts relief edges on surfaces having features of various scales. It compares two single-scale relief edges with our multi-scale edges. The results of the large scale were found to be the best over all scales. Even though the large single-scale result of the Iron Age stamp is pretty, the head is portrayed inaccurately. This is so, since the depth of the relief varies, thus a single scale is insufficient. On the other hand, our multi-scale approach detects the edges accurately. On the bottom row, our multi-scale curves are much smoother than the best single-scale result, when tested on the arm of the figurine from Figure 5.3. To recap, our results are more accurate and smoother than those produced by the single-scale approach.

![Figures 5.5: Relief edges on objects having various scales.](image)

When the scale is small (b), the resulting single scale curves are noisy. When the scale is big (c), the single scale curves are smooth but not accurate enough. For example, they do not capture the head of the dog in the top row and create topological mistakes in the arm on the bottom row. Our multi-scale relief edges are more accurate.

**Additional benefit of our approach:** In addition to the superiority of our approach in cases
where the objects have a variety of scales, it is also beneficial in the case when objects have a single scale. While in all the single-scale approaches, the user needs to manually select the scale parameter, in our approach no manual tuning is necessary.

5.6 Conclusion

This paper presented a framework for automatic estimation of the optimal scale for curve detection on surfaces. It can be applied to any curve type, as long as the curve has a strength function based on the curvature and its derivatives. This requirement is satisfied by most curve types.

Our experiments show that on objects composed of features of various scales, the curves obtained by our method outperform those computed by the original single-scale algorithms. On objects that consist primarily of features of a single scale, the benefit of our algorithm is that it does not require manual parameter tuning.

Acknowledgements: This research was supported in part by the Israel Science Foundation (ISF) 1420/12 and the Ollendorff Foundation.

Appendix A: Maxima of normalized curvature derivative of a step edge

Here, we find the values of $t$ at which Equation (5.14) obtains maximum. These are the values at which the derivative of Equation (5.14) is equal to zero.

$$\frac{d}{dt} \frac{t^{\gamma}/(t+t_0)}{(1 + 2\pi(t+t_0))^2} = 0$$

$$\frac{\gamma t^{\gamma-1}(t+t_0)^{1/2}}{(1 + 2\pi(t+t_0))^2} + \frac{t^{\gamma}}{2(t+t_0)^{1/2}[(1 + 2\pi(t+t_0))^2]} - \frac{2\pi 2t^{\gamma}(t+t_0)^{1/2}}{[(1 + 2\pi(t+t_0))^3]} = 0.$$
After several simple manipulations:

\[
\frac{\gamma(t + t_0)}{1} + \frac{t}{2} - \frac{2\pi 2\gamma(t + t_0)}{(1 + 2\pi(t + t_0))} = 0, \quad \text{or}
\]

\[
2\pi(2\gamma - 3)t^2 + (2\gamma - 6\pi t_0 + 8\pi \gamma t_0 + 1)t + 2\gamma_0(2\pi t_0 + 1) = 0.
\]

This is a quadratic equation whose roots \(t_i\) are

\[
t_i = \frac{[2\gamma - 6\pi t_0 + (4\gamma^2 + 40\pi \gamma t_0 + 4\gamma + 36\pi^2 t_0^2 - 12\pi t_0 + 1)^{1/2} + 8\pi \gamma t_0 + 1]/(4(3\pi - 2\pi \gamma)).
\]

A positive solution to this equation always exists for

\(0 < \gamma < 1.3.\)
Chapter 6

Prominent field for shape processing and analysis

Abstract

Archaeological artifacts are an essential element of archaeological research. They provide evidence of the past and enable archaeologists to obtain qualified conclusion. Nowadays, many artifacts are scanned by 3D scanners. While convenient in many aspects, the 3D representation is often unsuitable for further analysis, due to flaws in the scanning process or defects in the original artifacts. We propose a new approach for automatic processing of scanned artifacts. It is based on the definition of a new direction field on surfaces (a normalized vector field), termed the prominent field. The prominent field is oriented with respect to the prominent feature curves of the surface. We demonstrate the applicability of the prominent field in two applications. The first is surface enhancement of archaeological artifacts, which helps enhance eroded features and remove scanning noise. The second is artificial coloring that can replace manual artifact illustration in archaeological reports.

The conference version of this paper appeared in ICCV Workshop, 2009 and the journal version was published in IJCV, 2011. The full name is Prominent field for shape processing and analysis of archaeological artifacts.
6.1 Introduction

Figure 6.1: Enhancement of a late Hellenistic oil lamp from the first century BCE. The red rectangle depicts the zoomed-in part.

Man-made artifacts are a major source of our knowledge about the past. Archaeologists who study assemblages of artifacts seek to identify distinctive patterns in them, which can be used for analysis and comparison. In order to disseminate the information about artifacts, these are either illustrated in reports or scanned by 3D scanners. Nowadays, 3D representations are becoming more popular, since they provide more information by allowing the archaeologist to view the artifact from different viewpoints at various scales and perform comparative measurements. Therefore, this paper focuses on 3D representation of artifacts. Specifically, we concentrate on artifacts with reliefs, which consist of a detailed surface, the relief, that resides on the top of a smooth base surface.

The main task facing the archaeologists is the analysis of these artifacts. This is done in several ways – accurately illustrating them by highlighting the surface edges, comparing artifact styles, classifying them etc. All these tasks can be facilitated by applying computer vision and computer graphics techniques [12, 69, 110, 138]. However, the 3D representation is often flawed, either due to defects in the original artifacts or due to the erosion the artifact underwent after spending two thousand years underground. Noise added in the scanning process may also damage the representation. Figure 6.1(a) gives an example of a flaw. The surface of the original object is slightly rippled and looks blurred.
This paper addresses this problem by proposing a novel framework for processing the artifacts. It is based on a definition of a new direction field (a normalized vector field), termed the prominent field, defined for every point on the surface. This field is constructed in a manner in which it is smooth on the surface. Intuitively, the direction of this prominent field, termed the prominent direction, is perpendicular to the surface’s feature curves. With respect to the reliefs, we show that the prominent field is superior to previously proposed vector fields. The existing fields are oriented mostly according to the principal directions, which do not always coincide with the feature curves of the surface.

Since the prominent field is closely related to the feature curves of the relief surface, it is beneficial for a variety of processing applications. We demonstrate its effectiveness in two applications: surface enhancement and artificial coloring. The goal of adaptive filtering is to enhance the features while keeping the surface intact. This may also help to remove the scanning noise. We propose to smooth the surface using the prominent field along the feature curves and enhance it in the prominent direction. Figure 6.1(b) shows the effect of the adaptive filtering. The filtered object is smoother and has crisper, more visible details than the original object.

As a second application, we present a method for artificially coloring objects. The key idea is to color the surface according to its normal curvature in the prominent direction. This coloring increases the color contrast on the feature curves, thus enhancing them.

The contribution of this paper is hence threefold:

- We define the prominent field and show how to compute it in interactive time.
- We show how to employ the prominent field for surface smoothing and enhancement.
- We propose a method for artificial surface coloring that emphasizes the object features.

The paper continues as follows. Section 6.2 presents the required background. Section 6.3 defines the prominent field and shows how to compute it. Sections 6.4 and 6.5 demonstrate the applications. Finally, Section 6.6 concludes the paper. A preliminary version of this
work appeared in [73].

### 6.2 Background

This section presents the essential background on relief surfaces and on vector fields on surfaces.

**Relief surfaces and feature curves on them:** A relief surface can be viewed locally as a terrain. Like any other terrain, it has valleys and ridges. Three types of feature curves are defined on it: ridges, valleys, and relief edges, as illustrated in Figure 6.2(a). All these curves run on the slopes of the terrain, which can be approximated locally by the step edge model (Figure 6.2(b)).

![Figure 6.2: Three types of feature curves on a relief surface.](image)

Ridges and valleys are similar to their geographical counterparts and usually indicate sharp changes in the surface orientation. Ridges (valleys) are defined as the maximum (minimum) of the normal curvature in the first principal direction [30].

On ideal step edges, relief edges run on the slopes between ridges and valleys and are parallel to them. They are shown to correspond to the image edges of the local image.
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Equivalently, they are defined as zero crossings of the curvature in the direction of the step edge model that best approximates the surface locally in the $L_2$ norm. The direction is termed the edge direction.

Figure 6.3 compares different types of curves. Ridges are erroneous for this model; valleys make the dancers wider and do not always follow precisely the figures outline; relief edges provide more accurate results.

![Figure 6.3](image)

(a) Original object  
(b) Ridges and valleys  
(c) Relief edges

Figure 6.3: **Three types of feature curves on a Hellenistic vase depicting five dancers.** Ridges (red) & valleys (blue) do not follow precisely the dancers, whereas the relief edges (black) are more accurate.

**Vector fields on surfaces:** A vector field is a vector associated with every point on the surface. Vector fields on surfaces are essential for many graphics applications, such as texture synthesis [141, 135], non-photo-realistic rendering [45], fluid simulation [120], shape deformation [137] and others. There exists a variety of papers on editing, generation, manipulation, and filtering of vector fields [148, 33]. Since the magnitude of the vector field is irrelevant for our work, we will restrict the discussion to direction fields.

The most common candidates for direction fields are the principal directions, which correspond to the directions of the maximal and the minimal curvatures. The principal directions are reliable near ridges and valleys, i.e. at locations where the ratio of the principal curvatures is high, but are ill-defined near umbilical points. Therefore, typically the field is computed so as to coincide with the reliable principal directions and be smooth at other points ([45, 107]). While the principal directions are useful for general objects, they are
less suitable for objects with reliefs. This is so since the relief details are often close to umbilical and the principal directions might fail to capture their orientation correctly. Figure 6.4(b) shows that while the principal directions are oriented well near the ridges and the valleys, they are noisy at other places.

![Figure 6.4: Different direction fields.](image)

(a) Original object 
(b) Principal direction field 
(c) Relief direction field 
(d) Prominent direction field

The directions perpendicular to demarcating curves [71] and to relief edges [72] are more appropriate for relief surfaces, since these curves are designed to illustrate relief features. The direction perpendicular to demarcating curves is the direction of the curvature gradient.
(the direction of the maximal curvature derivative). The direction perpendicular to relief edges is the direction of the locally best-fitting step edge. These directions are well defined on the relief edges, but are meaningless at the other parts of the surface, and thus cannot be used in a straightforward manner. Figure 6.4(c) shows that the relief directions are well oriented near the relief edges, but are randomly oriented at other locations.

6.3 Prominent field

This section presents a novel direction field – the prominent field. Intuitively, the prominent field is defined as the smoothest field perpendicular to the object features. A field satisfying this definition can enable us for example to enhance features in the direction of the field, while removing noise in the perpendicular direction.

Below we first present the surface model. Next we define the prominent field, first on the feature curves and then on the whole surface. Finally, we describe the algorithm for computing the prominent field on polygonal meshes.

**Surface model:** We define a relief surface as a surface composed of a smooth, low-frequency base and a high-frequency height function [72]. This function represents the signed distance between the base to the surface in the direction of the base’s unit normal. (See Figure 6.5.) This decoupling of the surface into the base and the height function is unknown.

Formally, given a surface $S(u,v): \mathbb{R}^2 \to \mathbb{R}^3$, we assume that it consists of a smooth base $B(u,v): \mathbb{R}^2 \to \mathbb{R}^3$ and a height function $I(u,v): \mathbb{R}^2 \to \mathbb{R}$ defined on $B$:

$$S(u,v) = B(u,v) + \bar{n}(u,v)I(u,v), \quad (6.1)$$

where $u$ and $v$ are the coordinates of a parameterization and $\bar{n}(u,v): \mathbb{R}^2 \to S^2$ is the normal of $B$ ($S^2$ being the unit sphere). We assume that $B$ is locally a manifold and that its curvature has a smaller value than the curvature of $I$. 
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Figure 6.5: Surface representation. The surface $S$ (magenta) is composed of a smooth base $B$ (black) and a function $I$ (blue). Function $I$ at point $p$ can be locally viewed as an image defined on the tangent plane (orange) of the base. Point $p$ is a relief edge point if it is an edge point of this image. The normal $n_p$ (brown) is the normal of $S$ and $\bar{n}_p$ (green) is the normal of $B$ corresponding to $p$.

The prominent field on features: We are seeking a smooth direction field – the prominent field – that is perpendicular to the object feature curves. This direction is important since many processing tasks are closely related to the feature direction (which should be maintained, enhanced, etc.). Smoothness is required in order to produce smooth results.

Had the surface be an ideal step edge, this direction would be perpendicular to the ridge, valley, and relief edge (Figure 6.2(b)). In practice however, surfaces are not ideal step edges (Figure 6.2(a)) and thus we need to define a direction field more carefully.

To address this problem, we divide the surface points near the feature curves into two fuzzy classes. The first class consists of the points residing near the ridges and the valleys. Here the prominent direction should be equal to the first (maximum) principal direction. The second class includes points residing near the relief edges. In this case the prominent direction should be equal to the relief direction. The classification is fuzzy and hence the regions may overlap.

Formally, let $p$ be a point on the surface, $g_p$ be the relief direction, and $t_p$ be the first principal direction. As mentioned above, on the step edge model, $g_p$ is meaningful only on the relief edge and $t_p$ is well-defined near ridges and valleys. Therefore, to define the prominent direction $r_p$, $g_p$ and $t_p$ are combined as a weighted combination, where the
weights are proportional to the likelihood of the point to be near a relief edge. Therefore, the weight $\alpha_p$ is 1 at relief edges and 0 at ridge/valley points.

**Definition 6.3.1.** The prominent direction is

$$r_p = \alpha_p g_p + (1 - \alpha_p) t_p,$$

where $\alpha_p \in [0, 1]$ is a scalar weight that determines the relative distance of $p$ from the relief edge.

The question is how to define $\alpha_p$. Let $\kappa_1$ and $\kappa_2$ be the principal curvatures, $k$ their ratio, and $l$ the median length of mesh edges. Empirically, we observed that good results are obtained when

$$\alpha_p = \begin{cases} 
1 & \text{max}(|\kappa_1|, |\kappa_2|) < 3/l \text{ or } |k| < 2 \\
0 & |k| > 4 \\
\frac{-|k|}{2} & \text{otherwise.} 
\end{cases} \quad (6.2)$$

The intuition behind this definition is as follows. On a relief edge ($\alpha_p = 1$), the principal curvatures should be small (on an ideal step edge, the edge point is planar) with respect to the surface resolution (thus, the use of $l$). If the relief edge bends, the ratio of the principal curvatures is small. On a valley or a ridge ($\alpha_p = 0$), the ratio between the principal curvatures is large.

**The prominent direction on the whole surface:** In the previous section we defined the prominent field on the feature curves. To extend the definition to the whole surface, we search for the smoothest direction field that satisfies the values of the prominent field on the features.

Utilizing the Laplacian as the smoothness measure, we define the prominent field as the solution of the Poisson equation. The values of the prominent field on the features serve as boundary conditions for the equation.

Formally, we want to compute the prominent field $s_p = [s^u_p, s^v_p]$, such that the Laplacian $[\Delta s^u_p, \Delta s^v_p]$ of the field components is equal to zero and $s_p = r_p$ on the features. Let $\beta_p \in [0, 1]$ be our confidence that $p$ is a feature point (explained below). At each point $p$, the following
should hold:

\[
\beta_p s_p = \beta_p r_p, \\
(1 - \beta_p) \Delta s^u_p = 0, \\
(1 - \beta_p) \Delta s^v_p = 0.
\]  \tag{6.3}

Thus, on the features \((\beta_p \approx 1)\), the first equation enforces the boundary conditions and elsewhere, the two other equations enforce the smoothness of the solution.

We approximate the confidence value \(\beta_p\) such that it is close to one when the point is near an edge and zero otherwise. Recall that the points on the edge are characterized either by a high ratio between the principal curvatures (near ridges and valleys) or by a small difference between the surface \(S\) and its approximated step edge \(e_r\) [72, Equation 7]. Specifically,

\[
\beta_p = \begin{cases} 
1 & (|k| > 2 \text{ and } \max(|\kappa_1|, |\kappa_2|) > 3/l) \text{ or } e_r < \theta/l \\
0 & \text{otherwise},
\end{cases}
\]  \tag{6.4}

where \(\theta\) is a user controlled threshold. The threshold enables the user to determine what points are considered edges and directly influence the appearance of the prominent field. We observed that setting \(\theta\) to 2 gives good results in most cases.

**Computation of the prominent field:** In practice, our surface is given as a triangular mesh. We need to compute \([s^u_p, s^v_p]\) for every vertex of the mesh, and the entire collection will constitute a field. Let \(p\) be a vertex of the mesh and \(N(p)\) be the set of the neighbors of \(p\) (i.e., vertices that share a mesh edge with \(p\)).

To compute the prominent field \(s_p\) we need to solve Equation 6.3. In order to perform this efficiently, we restrict ourselves to solving a couple of systems of linear equations. We do it by first deriving a linear approximation of the Laplacian \([\Delta s^u_p, \Delta s^v_p]\) of the components of the prominent field and then solving the set of linear equations in \(s_p\).
To compute the Laplacian of a scalar function $f$ on a mesh, we follow [89]:

$$
\Delta f(p) = \frac{1}{2A} \sum_{j \in N(p)} \left( \cot(\gamma_j) + \cot(\delta_j) \right) (f(p) - f(p_j)) \\
\equiv \frac{1}{2A} \sum_{j \in N(p)} w_j (f(p) - f(p_j)), \quad w_j \equiv \cot(\gamma_j) + \cot(\delta_j),
$$

(6.5)

where $A$ is the area of the Voronoi cell of $p$, and $\gamma_j$ and $\delta_j$ are the angles opposite the edge $[p, p_j]$ of the triangles sharing this edge.

$[\Delta s_p^u, \Delta s_p^v]$ cannot be computed directly using Equation 6.5, since the components $[s_p^u, s_p^v]$ of the prominent field are not scalar functions of the surface. Rather, they are defined in the local tangent plane, which differs from point to point. To address this problem, we calculate the transformation between the local coordinate systems of the neighboring vertices and utilize it in the computation of the Laplacian.

Given a vertex $p$ and its neighbor $p_j$, this transformation is computed as follows. First, the tangent plane of point $p_j$ is rotated by aligning the normals of $p$ and $p_j$. Next, the coordinate systems are aligned in the tangent plane, by applying a 2D rotation by $\theta$: $R = [(\cos \theta, \sin \theta)^T, (-\sin \theta, \cos \theta)^T]$, where $\theta$ is the angel between the rotated first principal directions (Figure 6.6).

![Figure 6.6](image-url)

(a) Initial positions (b) After aligning the normals

Figure 6.6: Alignment of the local coordinate systems. (a) First, we rotate the coordinate system of $p_j$ so that the tangent plane of $p_j$ coincides with the tangent plane of $p$. The rotation is performed around the cross product of $n_p$ and $n_{pj}$. (b) Then, the coordinate systems of $p_j$ and $p$ are registered by rotating the rotated tangent plane of $p_j$ by $\theta$. 
Finally, the Laplacian of the prominent field can be written as:

\[
\Delta s_p^u = \frac{1}{2A} \sum_{j=\mathcal{N}(p)} w_j (s_p^u - \cos \theta s_p^u - \sin \theta s_p^v),
\]

\[
\Delta s_p^v = \frac{1}{2A} \sum_{j=\mathcal{N}(p)} w_j (s_p^v + \sin \theta s_p^u - \cos \theta s_p^v).
\]  

Finally, substituting equations 6.4 and 6.6 into Equation 6.3 yields a system of linear equations, whose unknowns are the components of the prominent field \( s_p \). This is solved using a standard sparse linear equation solver. Since the prominent field is a direction field, it is then normalized. Note that after normalization, the Laplacian is not guaranteed to remain small. In practice, however, the change is negligible.

Figure 6.7 compares the prominent field to the other direction fields. It can be seen that the principal direction field and the relief direction field are inappropriate in most surface locations, whereas our prominent field is both in the desired direction near the feature curves and smooth everywhere.

### 6.4 Application: Surface enhancement and smoothing

Scanned archaeological objects are often unsuitable for further processing and visual analysis, either due to erosion that they underwent during the ages or due to scanning noise. This section describes how our prominent field can be utilized to enhance and smooth these objects, to enable effective processing and analysis.

One way to address these problems is by using adaptive filtering algorithms, which smooth (or denoise) the surface, while keeping the features intact or enhancing them. Existing approaches for adaptive filtering on meshes operate either on the mesh vertices [28, 36, 146], the mesh normals [97, 126], or the curvatures [31]. The techniques differ in the energy functional they attempt to minimize.

While these approaches perform well preserving and enhancing ridges and valleys, they
Figure 6.7: **Direction fields.** The principal directions (b) and the relief directions (c) lack meaning far from their respective feature curves, in contrast to the prominent field, which is in the desired direction near the feature curves and smooth everywhere (d).

are not designed for relief objects. In particular, there are a couple of cases in which they may produce inferior results. The first case occurs when no distinct ridges or valleys can be detected on the surface. These approaches will simply smooth the objects, diminishing the 3D features. The second case occurs when there exist distinct valleys and ridges, but the slope of their step edge is shallow, as illustrated in Figure 6.8. In this case, these approaches aim at enhancing each of these features separately, but do not enhance the step edge model between them. Our goal is to preserve and enhance this step edge by steepening the slope
of the step edge.

Figure 6.8: **The cyan curve is the local image defined on the black base.** Since this surface has sharp ridges and valleys, it will not be enhanced by standard adaptive filtering. The desired result, illustrated in orange, enhances the 3D feature.

We propose a novel approach that solves these problems. It consists of two steps – bilateral filtering and inverse curvature flow – each makes use of our prominent field to guide the smoothing and enhancement directions. Though we describe a specific bilateral filtering, our prominent field can be combined with many other adaptive filtering techniques.

**Step 1 – Bilateral filtering:** A bilateral filter sets the position of a vertex to a weighted average of its neighbors. The weights depend both on the distance between the vertices and on their similarity. We propose to base the similarity component on the distance between the vertices along the prominent direction.

Let \( p \) be a vertex on the mesh, \( N(p) \) be the set of its neighbors, \( d_j = \| p - p_j \| \) be the Euclidean distance between \( p \) and one of its neighbors \( p_j \), and \( n_p \) be the normal at \( p \). In [36] it is proposed to define the similarity as the distance between \( p_j \) and \( p \)'s tangent plane: \( h_j = |\langle n_p, p - p_j \rangle| \), so that smoothing is performed when \( p_j \) is close to the tangent plane of \( p \). We propose to add to this definition a term that depends on \( r_j \), the projection of \( p - p_j \) along the prominent direction. Thus, smoothing will not be performed in the prominent direction, which prevents 3D feature blurring. This is done by multiplying the weights suggested in [36] by the term \( e^{-r_j^2/2\sigma_p^2} \).

Hence, our similarity-based change of \( p \) in its normal direction is

\[
\delta_p = C \sum_{j \in N(p)} e^{-d_j^2/2\sigma_t^2} \cdot e^{-h_j^2/2\sigma_h^2} \cdot e^{-r_j^2/2\sigma_p^2} \cdot h_j, \tag{6.7}
\]
yielding a new position for $p$:

$$p' = p + \delta_p n_p,$$

(6.8)

where, $C$ is the normalization coefficient. In the implementation, $\sigma_s = 0.5\sigma_c$, $\sigma_x = 0.4\sigma_c$, and $\sigma_c$ is a user-supplied parameter that determines the amount of smoothing. It is common to slightly smooth the object prior to computing the distances.

Figures 6.9(c) & 6.10(c) show the results obtained by applying our bilateral filtering to scans of real archaeological artifacts. In comparison to [36] (Figures 6.9(b) & 6.10(b)) it can be seen that the features are more pronounced.

(a) The given object  (b) The result of the bilateral filtering of [36]

(c) The result of our bilateral filtering (Step 1)  (d) Our final result

Figure 6.9: Enhancement of a late Hellenistic oil lamp from the first century BCE. In our result, the limbs of the cupid, as well as the ornaments, are more pronounced.
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(a) The given object
(b) The result of the bilateral filtering of [36]
(c) The result of our bilateral filtering (Step 1)
(d) Our final result

Figure 6.10: Enhancement of a Hellenistic handle stamped by a Greek official. In our result, the letters are crisper, whereas the bumpy background is smoothed.

**Step 2 – Inverse-curvature flow:** The inverse-curvature flow is a high frequency filter [2, 128, 129], which updates the position of a vertex so as to increase the absolute value of its curvature. It can be based on the mean, maximum, minimum, or any other type of curvature.

While the inverse-curvature flow manages to enhance features, it suffers from two drawbacks. First, it often creates spurious features on the surface, in addition to the enhanced features. This is so since in near-flat region points with locally higher-curvature values are enhanced. Second, it is an iterative process that does not have a well-defined stopping criterion, causing unnaturally exaggerated features.

We propose a new inverse-curvature flow, which is based on two modifications to the standard flow. To solve the first problem, the curvature is computed in the prominent direction, enhancing only the real features. To solve the second problem, a new stopping criterion is suggested, which is based on the intuition in which a point should not exceed the extremum of the height function in the neighborhood of the point. Figure 6.11 illustrates the problem
and our solution. It can be seen that the standard inverse curvature flow results in an exag-gerated edge (magenta) that exceeds the original height in the neighborhood of the point (cyan). Our edge (orange) stops when it reaches the maximal height, resulting in a more appealing surface.

Figure 6.11: Inverse-curvature flow. The initial surface is in cyan; the standard inverse-curvature flow is in magenta, and our inverse-curvature flow is in orange. The base is the green line and the normal to the base is the green arrow. Our inverse-curvature flow does not exceed the maximum (minimum) local height.

To perform this computation, we need to estimate the relative height function over the base. However, the decoupling of the surface into a base and a height function is unknown (Figure 6.5). To approximate this decoupling, it suffices to estimate the normal to the base at each point [72]. To estimate the base normals, the surface (S) normals are smoothed at the neighborhood of the point. Our approach utilizes an adaptive Gaussian filter, similarly to [97, 72].

Results: Figures 6.9-6.10 illustrate some results and comparisons. Figure 6.9 shows a Hellenistic oil lamp. The original object is slightly eroded and has small ripples on the surface. Standard bilateral filtering succeeds to remove the ripples but the details become blurred. Our bilateral filtering (Step 1) causes the blurring (e.g., on the legs), but the result can still be enhanced. After Step 2 of our algorithm, the surface becomes smooth while the details become crisper. For instance, the torso of the cupid on the right is smooth while his arms, legs, and wings are more clearly visible. Figure 6.10 depicts a Hellenistic handle stamped by a Greek official. The defects on the original scan are removed by both bilateral filters, but the letters in our final result are more recognizable and protruding.
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Figure 6.12: A late Hellenistic oil lamp from the first century BCE. Note especially the eye on the left from which the noise has been removed and its shape is more pronounced.

Figure 6.13: An Ottoman pipe. Note the quality of small carvings which were enhanced by the algorithm.

Additional results are shown in Figures 6.12-6.14. After applying our algorithm, the face in Figure 6.12 has much clearer facial features. Note especially the quality of the nose, the eyes, and the crown. Figure 6.13 displays an Ottoman pipe. Our algorithm keeps intact even the smallest carvings on the pipe. Figure 6.14 displays a shard of a Hellenistic vase. In this example the user decided to stop the iterations of the algorithm before the automatic stopping criterion was reached. The resulting object (Figure 6.14(a)) looks more appealing and has a crisper ornament. Zooming in to the details of the shard (Figure 6.14(b)) it can be seen that the quality of our result is even more visible. For instance, the S-shaped ornament
Figure 6.14: A shard of a Hellenistic vase. The algorithm removes the noise visible on the left while enhancing the S shaped decoration on the right.

is smoother and has clearer boundaries.

### 6.5 Application: Prominent coloring

Traditionally, archaeological artifacts are drawn by hand and printed in the reports of archaeological excavations, as illustrated in Figure 6.15. The artists utilize artificial coloring in order to enhance the three-dimensional features. Several kinds of computerized artificial coloring methods have been proposed in the literature [18, 40, 66, 112, 132], in which the object is colored according to its geometric properties. For instance, it is proposed in [66] to color each point on the surface according to its mean or maximal curvature.

We propose a new method for artificial coloring, termed prominent coloring. The color of a vertex is set according to its curvature in the prominent direction. The lower the curvature, the darker its color. Formally, given a vertex with prominent curvature $\kappa_p$, its color is
(a) Maximal-curvature coloring  (b) Mean-curvature coloring  (c) Prominent coloring

Figure 6.16: **Comparison of various coloring methods.** The prominent coloring combines the advantages of the mean and maximal coloring – a smooth image with clear boundaries.

defined as

\[ \text{color} = \arctan(\lambda \kappa_p), \]

where \( \lambda \) is a user supplied parameter controlling the overall image contrast.

**Results:** Figures 6.16-6.18 illustrate our coloring method and compares it to mean and maximal curvature colorings. Prominent coloring can emphasize poorly visible features. For instance, the scar on the cheek and the cavity on the crown of the person in Figure 6.17 are not clearly seen on the original scan. With our prominent coloring, they are easily
Figure 6.17: **Comparison of various coloring methods.** Top: complete artifact; bottom: partial profile. Note that the maximal-curvature coloring is noisy; the mean-curvature coloring is blurred; our coloring is crisper and less noisy. This is visible, for instance, on the eye, crown, and hair.

detectable.

In general, the maximal curvature coloring is noisy and jagged since the maximal curvature is sensitive to noise and to small surface variations. The mean curvature coloring is blurred since it depends also on the base surface and not only on the details. On the contrary, the prominent coloring manages to produce clear and smooth boundaries. It combines the advantages of the mean and maximal coloring – a smooth image with clear boundaries. For example, these differences can be observed on the eye and the crown in Figure 6.17. The prominent coloring better emphasizes the relevant details. This can also be seen in Figure 6.16. The prominent coloring is smoother than the maximal coloring and crisper
than the mean coloring.

Moreover, the maximal and the mean coloring can generate spurious details or remove the true ones. For instance, observe the small cavities denoted by the yellow and magenta circles in Figure 6.18. The mean coloring completely removes them. The maximal coloring removes one cavity and changes the shape of the other.

![Comparison of various coloring methods](image)

Figure 6.18: **Comparison of various coloring methods.** With maximal curvature (a), the area inside the yellow circle appears as if it is divided into two parts and inside the magenta circle appears broken. With mean curvature (b) both area are blurred. The prominent coloring (c) better depicts these areas.

### 6.6 Conclusions

This paper addressed the problem of automatic processing of scanned artifacts. The processing is based on a definition of a new field – the prominent field, which is a smooth
direction field perpendicular to the feature curves. The prominent field is computed in interactive time (a couple of seconds for a 100,000-vertex model). We demonstrated how to employ the prominent field for two applications: surface enhancement and artificial surface coloring, which emphasizes the object features. In both cases, the methods were applied to archaeological artifacts, which are typically noisy and suffered erosion over time. We showed that our results outperformed the results obtained by previous methods.

The applications received positive feedback from archaeologists from the Computerized Archaeological Laboratory at the Hebrew university of Jerusalem. Their impression is that “it is not just a nice way to visualize and publish archaeological objects, but also an important research tool that improves the interpretation of the items especially with written material.” Moreover, they intend to use this enhancement method in their future publications.

In the future, we intend to apply our prominent field to other applications, such as shape matching and reconstruction.
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Chapter 7

Reconstruction of relief objects

Abstract

This paper addresses the problem of automatic reconstruction of a 3D relief object from a line drawing. The problem is challenging due to five reasons: the small number of orthogonal views of the object, the sparsity of the strokes, their ambiguity, their large number and their inter-relations. We partition the reconstruction problem into two sub-problems. First, we reconstruct the underlying smooth base of the object from the silhouette. Assuming that the variation of bases belonging to the same class of objects is relatively small, we create the base by modifying a similar base retrieved from a database. Second, we reconstruct the relief on top of the base. Our approach is able to reconstruct the relief from a complex drawing that consists of many inter-related strokes. Rather than viewing the interdependencies as a problem, we show how they can be exploited to automatically generate a good initial interpretation of the line drawing. These drawings are highly challenging, since artists created very complex and detailed descriptions of artifacts regardless of any considerations concerning their future use for shape reconstruction.

The conference version of this paper appeared in CVPR 2011 and the journal version was published in JOCCH, 2013. The full name is *Reconstruction of relief objects from archaeological line drawings.*
Figure 7.1: **Reconstruction from a manual drawing consisting of 571 curves.** North Italian Sigillata. A cup by L. Sarius (name appears on the cup) 10 B.C - 30 A.D [13] catalog number 273.

### 7.1 Introduction

Line drawings have been the standard method of archeological artifact documentation for many years. While many findings might have been lost or destroyed, their illustrations remain. Therefore, the only existing input for reconstruction are the line drawings appearing in the archaeological report (Figure 7.1(a)). Usually, production of such drawings is derived from the analysis of an expert archaeologist. The archaeologist translates into a drawing his interpretation of the object. So our goal is not to recreate a digital replica of the object itself, but to recreate a missing object as it was perceived by the scientist who drew the archeological report. These inputs are usually highly complex. State-of-the-art algorithms for automatic reconstruction were not designed with such drawings in mind.
Line drawings are used to represent different kinds of findings, such as buildings, statues, and others. In this work, we focus on artifacts containing reliefs. They are important sources of information, since they are fingerprints of periods and cultures. In this paper we applied our algorithm to real examples from archeological reports of two types: Hellenistic and Roman relief pottery [13] and Cosa lamps [34].

Automatic reconstruction of 3D relief object from a line drawing can be divided into two sub-problems – reconstruction of the base and reconstruction of the details (i.e. the relief) on top of the base. The main challenge of automatic base reconstruction is the fact that we are given only one or two views of the silhouette, which is insufficient. Given the base, automatic relief reconstruction from a line drawing is a challenging task due to several reasons. First, the lines are usually sparse and thus, the object is not fully constrained by the input. Second, the line drawings are often ambiguous, since the lines may have different geometric meanings – they can indicate 3D discontinuities, surface creases, or 3D step edges. Third, the input may consist of a large number of strokes that need to be efficiently handled by the algorithm. Fourth, these strokes are inter-related. For instance, in the relief of Figure 7.1, the decorations are either protruded or indented as a whole, and a solution in which some of the lines indicate protrusions and others indentations is less likely.

Related work: Reconstruction of a 3D object from a line drawing is a fundamental problem in computer vision; see [21] for a survey. Approaches to reconstruction from a line drawing typically consist of two steps: line labeling and the reconstruction itself. Line labeling focuses on finding a set of consistent labels given a set of lines [17, 50, 81, 116, 139]. A line is assumed to indicate depth or orientation discontinuity of an object. A label states whether the line represents a concave or convex edge or an occlusion.

Reconstruction algorithms build a 3D object from the labeled lines. Usually, the algorithms assume that the object consists of planar faces [85, 125]. They find a set of consistently oriented faces that generate a feasible object. Recent algorithms are also able to handle drawings composed of arcs and not only straight lines [16, 140].

The above algorithms are less suitable for relief objects because of two reasons. First,
the algorithms handle only specific types of lines – lines representing depth or orientation discontinuities. Relief objects, however, usually do not have such discontinuities. Instead, they are described by general lines representing 3D step edges. Second, the algorithms are designed to reconstruct CAD-like objects and do not handle effectively highly curved objects.

A related problem was addressed in computer graphics, denoted by sketch-based modeling. Most of the work modeled general objects [51, 59, 95], and [38]. The goal is to generate the smoothest-possible object constrained by the given line. The techniques provide intuitive interfaces and generate visually-pleasing results. However, the underlying smoothness assumption results in smooth, blob-like objects, which cannot accurately convey the details of reliefs.

Techniques that focus on relief editing can produce accurate surfaces of various types [39, 62, 142, 55]. However, it might be difficult to employ them on drawings consisting of a large number of curves. First, they require the user to enter manually the parameters of each curve. This is a tedious and time consuming process. Second, they assume that the user input is consistent. This assumption makes the editing of multiple inter-related curves very challenging.

**Our approach:** We propose an approach that is able to reconstruct a relief from a complex drawing that consists of many inter-related strokes, such as the one in Figure 7.1. The algorithm manages to compute good results automatically, by setting for each curve its interpretation, i.e., its shape parameters. Yet, the user is allowed to fine-tune the interpretation of the drawing, if required.

The approach is derived from the observation that a relief object can be represented as a composition of a smooth base surface and a height function (relief) defined over that base [72, 82]. Therefore, our reconstruction task consists of two sub-tasks: base estimation and relief reconstruction.

For the base estimation, we assume that the variation of bases that belong to the same class of objects is relatively small and the base can be constructed as a modification of
one of the bases in a database. Given the drawing, a database of 3D models is searched for models having similar silhouettes. The most similar model is deformed so that its silhouettes best match the drawings. The deformation is performed by solving a linear optimization problem in which the silhouettes provide the boundary conditions.

As for the second sub-task – relief reconstruction – we assume that the base is given. The algorithm is based on two key ideas. First, the inter-dependencies between the strokes of the line drawing can be exploited to automatically generate a good initial interpretation of the line drawing. Second, given an interpretation, it is possible to reconstruct a consistent surface.

For each idea, we provide a novel algorithm that solves the corresponding problem. To interpret the detailed line drawing, we show that our problem can be represented as the problem of topological ordering of a graph and solved efficiently. Given the base and the line-drawing interpretation, the surface is reconstructed by posing it as a pair of linear optimization problems, which can be readily solved.

The contribution of this paper is three-fold. First, the major contribution is an efficient algorithm for reconstruction of reliefs from line drawings. The method is able to handle highly complex real drawings (Sections 7.2-7.4). Second, we introduce an algorithm for automatic estimation of a base from the outline of the given line drawing (Section 7.5). Both algorithms are realized in an interactive system (Section 7.6). Last but not least, the method makes a significant step towards solving an important problem in archaeology (Section 7.7) – a domain that recently attracted a lot of attention in computer vision and computer graphics [12, 69, 72, 110].

A preliminary version of this paper was presented in the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) [70].
7.2 Relief reconstruction – general approach

Given a line drawing of a relief object our goal is to reconstruct the surface as shown in Figure 7.1. The base is estimated from the line drawing as will be explained in Section 7.5. The algorithm then reconstructs the relief on the base regardless of its shape. This is the focus of the current section. Below we present the problem definition and outline our algorithm.

**Problem definition:** For most relief objects, the details can be described as a height function defined on a surface termed the base.

The lines of drawings of relief objects typically indicate changes of the height function. This height function is usually smooth far from the lines and constant along them. Its gradient is strongest near the lines in the direction perpendicular to the lines. Hence, the value of the height function in the line’s neighborhood depends only on the distance from the line.

A drawing consists of drawing curves, junctions, and margins (Figure 7.2(a)). We define the drawing curves, or simply the curves, as the lines of the given drawing. They indicate visually-meaningful locations on the relief. The curves may be connected by junctions, but cannot cross them. Margins are the borders of a curve’s neighborhood.

A drawing defines the relief (the height function). Outside the margins, the relief is assumed to be smooth. Inside the margins the relief is approximated by a step edge of height $h$ and width $w$ (Figure 7.3). Height $h$ can be both positive or negative, representing the direction of the edge. The shape of the relief defined by step edge $s(x)$ is $p(u)$:

$$p(u) = h \cdot s(u/w),$$

where $u \in [-w, w]$ is the width parameter of the step edge.

The sought-after surface is a combination of the base $B$ and the relief. If we look at a cross section perpendicular to the curve, $B(u)$ is defined at a point on $B$ at a (signed) distance $u$
CHAPTER 7. RECONSTRUCTION OF RELIEF OBJECTS

Figure 7.2: Notations. Curves are solid lines, junctions are yellow circles, margins are dashed lines, and step edge directions are arrows. Each curve and margin is drawn in a different color.

Figure 7.3: A step edge approximation. (a) A cross section of a normalized step edge. (b) A 3D view of a normalized step edge.

from the curve. Thus, the surface $S$ within the curve’s margins on the cross section can be written as:

$$S(u) = p(u) + B(u) = h \cdot s(u/w) + B(u).$$  \hspace{1cm} (7.2)

See Figure 7.4 for an illustration.

We can now rephrase our goal. Given a line drawing, we want to compute the relief object, such that near the curves the shape of the cross section will match the 3D step edge $p$, whereas elsewhere its shape will be smooth and similar to the base $B$. Specifically, we need to compute the height $h$ for the step edge of every curve in a consistent manner.
Figure 7.4: The relief in a curve’s neighborhood is a combination of the step edge $p(u)$ and the base $B$.

We assume that the margin width $w$ and the step edge’s shape $s(x)$ are constant for all the curves. In our system the margin width is set to 0.05% of the diagonal of the object’s bounding box. The step edge shape is the shape of an ideal step edge smoothed with a Gaussian of standard deviation equal to the average edge length. Both $w$ and the shape of the edge $s(x)$ can be later modified by the user.

**Algorithm overview:** In a pre-processing step, the curves are extracted from the image of the drawing, using the ridge detection algorithm of [121]. The algorithm first smoothes the image by a Gaussian filter of standard deviation equal to 2.0 pixels. Then it marks as potential ridges all pixels that satisfy the following criteria:

- Low gradient. The derivative of the image should be close to zero on the ridge.

- The first eigenvalue of the Hessian matrix is high and the second eigenvalue of the Hessian matrix is low. The second derivative of the image should be high in the direction perpendicular to the ridge and low along the ridge.

- The pixel intensity is low. We are searching for dark curves only.

After all the ridges have been marked, the algorithm applies non-minimal suppression to make the ridges thinner. Finally it links all ridge pixels and detects junctions. Small non-connected ridges are removed. Then, junctions are detected and margins are generated. These elements serve as the input to our algorithm. Since the input was drawn manually,
we assume it does not contain noise and that all the curves represent real features. We only remove short lines that are often used for shading effects.

Initially, an automatic interpretation of the line drawing is computed, by calculating consistent height values for the step edges (Section 7.3). Given the curves and the step edges, the surface is reconstructed (Section 7.4).

### 7.3 Line drawing interpretation

Interpreting the line drawing requires setting the height of the step edge of each curve. Doing this manually for a complex drawing composed of dozens, or even hundreds of curves is a cumbersome process. Moreover, the set of assigned heights has to be consistent. Consistency refers to the requirement that two different paths between points should result in the same height difference (Figure 7.5). The solution to this problem should address the challenges of interpretation consistency combined with the large number of strokes.

![Object and Line drawing](image.png)

Figure 7.5: **Height consistency.** The height of step edge A should be equal to the sum of the heights of step edges B and C.

The key idea of our method for computing the heights of the step edges is to reduce this problem to the problem of a constrained topological ordering of a graph. A similar reduction is proposed in [127] for adding depth to cartoons. Below we first describe the reduction and then the algorithm for solving the corresponding graph problem.
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Figure 7.6: Graph representation. (a) A drawing in which each curve is colored differently. The margins are denoted by \( v_i \). The black segments represent the step edges. (b) The corresponding graph. Each step edge is colored consistently with the curve it crosses. (c) Given the undirected graph, our algorithm directs it and finds its weights \( w \). (d) The topological levels of the graph. The weight of an edge is equal to the difference between the levels of its nodes.

Reduction to a graph problem: Given a drawing (Figure 7.6(a)), we initially represent it by an undirected graph \( G = \{V, E\} \) as follows (Figure 7.6(b)). The margins are the nodes of the graph. There exists an edge between two nodes whenever a curve lies between the corresponding margins.

Our goal is to direct the graph and to find for each directed edge a positive integer weight. The weight corresponds to the height difference between the source and the target nodes of the edge. A directed edge indicates that the margin representing the source node is lower than the margin representing the target node. The weights should be consistent, i.e., all the paths between two nodes should have the same weight. Let us denote the height of node \( v \in V \) by \( h_v \) and the weight of the edge \( e_{km} \) from node \( k \) to \( m \) by \( w_{km} \). We aim at generating a weighted directed graph that satisfies the following constraints:

1. Positive integer weight: \( w_{km} > 0, w_{km} \in \mathbb{Z} \).
2. Height consistency: \( h_k + w_{km} = h_m \).

Note that due to transitivity, Constraint 2 guarantees that all the paths between two nodes have equal weights.

If the user provides additional information, such as specific directions or weights, they should also be satisfied. The additional constraints are indicated as follows:
3. Respect the given directions of some edges $e_{km}$.

4. Respect the given weights $w_{km}$ of some edges $e_{km}$.

Constraint 3 explicitly specifies the direction of some edges of the graph, i.e. which of the two nodes has a lower height. This constraint is used to make the reliefs consistently higher or lower than the base.

Our algorithm employs the following heuristic to determine this constraint automatically. Nodes representing the base margins are identified as nodes that are adjacent to many edges. Hence, we set the directions such that they point out of these nodes. As a result, the reliefs are consistently higher than the base surface.

Constraint 4 sets the weight of some edges of the graph. It can be employed to make certain parts higher or lower than those computed by the automatic algorithm. This is not mandatory and is omitted by default.

We first, explain how the graph is directed and then how the edge weights are computed.

1. **Directing the graph:** Given an undirected graph (Figure 7.6(b)), we aim at generating a directed graph that will allow us later to assign consistent weights according to the second constraint (Figure 7.6(c)). This will specify the direction of every step edge, i.e. specify its lower and its higher ends.

   We observe that a basic requirement of the sought-after solution is that the resulting directed graph should be acyclic (DAG). This is so since as all the weights are positive, a cycle in the graph would be of a positive weight $w_{cycle}$, contradicting Constraint 2 that for a node $v$ on the cycle $h_v + w_{cycle} = h_v$.

   Any undirected graph may be made into a DAG by choosing a total (linear) order for its vertices and orienting every edge from the earlier endpoint in the order to the later endpoint. Our algorithm chooses an order which is consistent with Constraint 3. The direction of unconstrained edges is chosen so as to produce a DAG.

2. **Assigning weights to the edges:** Given a DAG, the goal is to compute positive weights
of the edges, such that Constraints 1-3 hold. The weights correspond to the heights of the step edges.

Initially, the graph is partitioned into topological levels, similarly to the way done in topological sorting (Figure 7.6 (d)). In this partition, level 0 includes only nodes for which there are no incoming edges and recursively, level \( i \) includes only nodes for which the incoming edges come from nodes at level \( i - 1 \) or smaller, and at least one of them comes from level \( i - 1 \).

We assign the weights of the nodes at level \( i \) to \( i \) and assign the edge weights \( w_{km} \) to the difference between the weight of node \( k \) to that of node \( m \). This setting satisfies the constraints.

## 7.4 From relief interpretation to reconstruction

Given a base, a set of curves, and the heights of their step edges that were computed in Section 7.3, the goal is to reconstruct the relief surface. The output of the algorithm is a height function defined for every point on the base, yielding the resulting surface.

The algorithm should address two of the challenges specified in the introduction, namely the sparsity of the input curves and the interactions between close curves. The sparsity challenge is approached by producing a smooth interpolation in regions in which curves do not exist. The interaction challenge requires that the reconstructed surface will not contain undesired artifacts due to interactions between close curves.

To achieve these goals, we require that the reconstructed height function satisfy two constraints. Locally, the relief in the curve’s neighborhood is defined up to a constant using only the step edges of the margins. The constant is important since a relief can be defined either on the base or on another relief, yet the height function is measured relative to the base. Globally, the relief should be the smoothest function that coincides with the relief obtained locally for every curve. During the reconstruction, the algorithm should compute
for each curve its constant. Hereafter, we describe our algorithm for realizing these two requirements.

1. **Computing the relief locally:** Given a curve and its step edge, the goal is to compute its relief locally, independently of other curves. Let \( p = (v, u) \) be a point in the curve’s neighborhood (defined by the step edge’s width), where \( v \) is the arc-length parameter along the curve of its closest point on the curve and \( u \) is the signed distance from it to \( p \) (0 for a point on the curve). The relief \( r(p) = r(v, u) \) at point \( p \) is set to:

\[
r(p) = p(v, u) + C_p,
\]

where \( p(p) \) is the corresponding step edge and \( C_p \) is the height of the step edge with respect to the base.

2. **Computing the relief model:** Given a base and the height function \( r(p) \) computed locally for each curve, our goal is to compute the global height function (relief) \( R \) on the whole surface. This function should coincide with \( r \) in the neighborhoods of the curves (boundary conditions) and be smooth elsewhere.

The key idea is to reconstruct the surface in two linear steps. First, the smoothest Laplacian of the desired function \( R \) is estimated, such that it satisfies the boundary conditions. Then, it is used to calculate \( R \). The linearity of these stages allows us to deal with complex line drawings efficiently.

**Computing the Laplacian of the relief:** To formulate the smoothness requirement, we demand that the Laplacian of the Laplacian of the relief is zero. Intuitively, it is roughly equivalent to the requirement that the mean curvature of the surface changes linearly. Note that if we required only a zero Laplacian, the reconstructed surface would be planar in between the curves, which is undesirable. Consider, for example, Figure 7.2. The non-planar reconstruction of the surface in between the curves in Figure 7.2(b) is the result of this requirement.
Let us denote by $\Delta$ the Laplacian operator on a scalar function. We are seeking the Laplacian $L$ of $R$, which is a scalar function defined on the base surface. $L$ should be equal to the Laplacian of $r$ in the neighborhoods of the curves and its Laplacian $\Delta(L)$ should be zero elsewhere. Formally, $L$ is the solution of the following system of linear equations.

We assume that the surface is represented by a triangulated mesh. Let $p$ be a vertex of the mesh. We search for $L$ that satisfies:

\begin{align}
L(p) &= \Delta r(p), \quad p \in \text{curve’s neighborhood}, \\
\Delta L(p) &= 0, \quad \text{elsewhere}. \tag{7.4}
\end{align}

Assume that $N(p)$ is the set of the neighbors of $p$, $A$ is the area of the Voronoi cell of $p$, and $\gamma_j$ and $\delta_j$ are the angles opposite the edge $[p, p_j]$ of the triangles adjacent to this edge.

The Laplacian $\Delta$ of a scalar function $f$ (either $r$ or $L$) at point $p$ on a mesh is calculated as [89]:

\begin{align}
\Delta f(p) &= \frac{1}{2A} \sum_{j \in N(p)} (\cot(\gamma_j) + \cot(\delta_j))(f(p) - f(p_j)), \tag{7.5}
\end{align}

where $N(p)$ is the set of neighbors of $p$ on the mesh, $A$ is the Voronoi area of $p$, and $\gamma_j$ and $\delta_j$ are angles opposite to $pp_j$. See Figure 7.7 for clarification of notations. Obviously, Equation (7.5) is linear in the values of $f$. Hence, any linear-equation solver can be utilized to calculate $f$.

![Figure 7.7: Notations of Eq.5](image)

The Laplacian $\Delta$ of a scalar function $f$ at point $p$ on a mesh is a linear combination of the values of $f$ on the neighbors $p_j$ of $p$. 
To solve the system of Equations (7.4), we need to know the values of $r$. Recall however that by Equation (7.3), $r$ is known only up to constants $C_p$. The trick used here is that we can compute the Laplacian of $r$ without knowing them, since these constants add a linear component to the function and the Laplacian is independent of the linear components.

**Computing the relief:** Given the Laplacian of the relief, we calculate the relief (height function) $R$ on the whole base. In the neighborhoods of the curves $R$ should coincide with $r$, whereas elsewhere the Laplacian $\Delta R$ should be equal to the computed Laplacian $L$. Hence, $R$ is the solution of the following system of linear equations:

\[
R(p) = r(p), \quad p \in \text{A curve’s neighborhood}, \quad (7.6)
\]
\[
\Delta R(p) = L(p), \quad \text{elsewhere}.
\]

In this system of equations, the unknowns are the values of $R$ at every vertex $p$ and the constants $C_p$. This system of equations is similar to that of Equation (7.4) and thus it is solved in a similar fashion. A similar approach is used for mesh fairing in [114] and [95].

**Dealing with curve interactions:** The problem of curve interaction manifests itself when a point belongs to several curve neighborhoods. Such a point will therefore appear in several equations in the systems of Equations (7.4) and (7.6). Each such equation is weighted according to the relative distance of the point from the corresponding curve. There are several ways to express the requirement that the surface near the curve coincides with the profile. It was determined empirically that the method we use avoids creating spurious artifacts on the object in cases of curve interactions.

### 7.5 Base estimation

This section addresses the generation of the base model which will then be given as an input to the reconstruction algorithm. One way to generate the base is to use a professional modeling tool or a sketch-based tool, such as Teddy [51] or FiberMesh [95]. While these
systems produce pretty results, they require some expertise, they are interactive, and they can produce relatively simple models.

We, however, would like to estimate the base from the drawing itself. We propose to find a similar base in a database of models, which enables us to reconstruct objects having highly complex bases, when the database contains similar objects. However, since the database is not guaranteed to contain a model that accurately fits the line drawing’s outline, the retrieved base has to be modified accordingly. Therefore, our algorithm consists of two stages. First, given the drawings, it finds the most similar model in the database. Then, the model is deformed so as to obtain a base whose orthographic projections are very close to the drawings, while preserving the shape of the matched model. Figure 7.8 summarizes the steps of our base estimation algorithm. Given a drawing (Figure 7.8(a)) and a database (Figure 7.8(b)), the most similar model is retrieved (Figure 7.8(c)). The result of the deformation is shown in Figure 7.8(d).

Figure 7.8: **Base estimation algorithm.** Given a line drawing (a) and a database (b), our algorithm first retrieves the most similar model from the database (c) and then deforms it to better suit the line drawing (d).

Reconstruction of a 3D object based on two or three orthographic views, as given in the archeological report, is an ambiguous task. For most artifacts this input is insufficient to produce an accurate base for a 3D model. We believe that our approach of deforming the most similar model from the database resolves the ambiguity in most of the cases when the variability of the base models is not very large.

1. **Database search:** We use a database of nearly 2000 objects, which consists of three parts:
• 1850 models from different classes, for more details see [79].

• 11 scanned models of archaeological artifacts from the Technion’s CG&M Lab repository.

• 35 models of lamps and vases created using various modeling tools.

In the future we plan to enlarge the database of scanned models of archaeological artifacts. During pre-processing, the models in the database are normalized to align along the principal directions [32]. For each orthographic view (three views) of each object in the database, the silhouette is extracted and sampled. Then a feature vector is calculated as follows. The silhouette is enclosed within a predefined shape (e.g., a circle, a rectangle, etc.) and the feature vector includes the distances from the points on the silhouette to the closest points on the pre-defined shape. Essentially, this vector defines a deformation between 2D shapes – the silhouette and the pre-defined shape. In our implementation we always use a circle as a pre-defined shape.

Given a drawing, the boundary of the drawing (the silhouette of the drawn object) is extracted. The drawing is manually divided into separate images, where each image contains a single view. Silhouette extraction of each image is performed using the active contour model [60]. A feature vector of the boundary is computed as described above. It is compared to those stored in the database using the $L_2$ distance. If the drawing contains multiple views, the similarity scores of the views are averaged. The most similar model is returned.

Other methods were proposed for solving this and used for modeling [77, 117, 144]. We found that our matching criterion minimizes the required deformation that has to be applied in the subsequent stage.

2. Model deformation: It is seldom the case that the database contains a base model that perfectly fits the drawing. Therefore, we deform the retrieved model to better match the drawing. The key idea of our algorithm is to move the points on the orthographic projections to their matched points on the drawing and move the other points of the model so as to preserve its shape.
The input to our deformation algorithm is a 3D model and 2D drawings and the output is a deformed 3D model. Let $V = \{v_1, \ldots, v_n, v_i \in \mathbb{R}^3\}$ be the set of the vertices of the input model.

The algorithm, which is illustrated in Figure 7.9, consists of three steps. First, we use orthographic projection to find the model’s silhouettes corresponding to the directions of the silhouettes in the drawing. Each silhouette of the model consists of edges and vertices. For a given silhouette, we denote the set of the silhouette vertices by $V_s \subset V$.

Second, we compute for each vertex $v_i \in V_s$ its desired location in 3D, denoted by $V'_s$. We find for each vertex in $V_s$ the closest point on the drawing’s boundary. Then, the coordinates of each vertex in $V'_s$ are defined such that their projection equals the matched vertex in the drawing, while maintaining the original depth of the vertex. This step is performed for the points of all the silhouettes.

Third, we formulate our problem as an optimization problem whose solution yields the deformed model $\overline{V}$. We require that in this model, every vertex in $V_s$ moves close to its corresponding vertex in $V'_s$, while preserving the shape as much as possible. This is done by minimizing the difference between the Laplacian coordinates of the given model and

Figure 7.9: Model deformation. (a) The desired locations $V'_s$ (the black contour) are computed for all the vertices in $V_s$ (the orange outline). (b) The vertices of $V_s$ move closer to their corresponding vertices in $V'_s$ (the black contour), while preserving the shape, resulting in $\overline{V}$ (the orange outline).
Specifically, we define the Laplacian coordinates \( L(v_i) \) as:

\[
L(v_i) = v_i - \frac{1}{|N_i|} \sum_{j \in N_i} v_j,
\]

where \( N_i \) is the set of \( v_i \)'s neighbors. As indicated in [119], the Laplacian coordinates are an intrinsic representation of a surface, and thus their preservation leads to preservation of the local surface structure. Moreover, they are a linear function of the object coordinates, which allows efficient computation within the optimization process.

Combining our two requirements – similarity to the line drawing and shape preservation – into a single optimization framework yields:

\[
V = \arg \min \left( \sum_{v_i' \in V'} (\bar{v}_i - v_i')^2 + \alpha \sum_{v_j \in V} (L(\bar{v}_j) - L(v_j))^2 \right).
\]

The parameter \( \alpha \) controls the importance of preserving the shape with respect to the importance of matching the drawing boundaries. In our experiments, \( \alpha = 1 \) yielded the best results. This optimization problem is solved using a sparse least-squares solver (we use sparse Cholesky factorization). Note that due to the shape preservation requirement, not all the vertices of \( V_s \) move to their corresponding locations, \( V_s' \), as illustrated in Figure 7.9(b).

Our base estimation algorithm is very robust and produces reasonable models even when the object found in the database is highly dissimilar to the required result. Figure 7.10(a) demonstrates this fact, by starting the deformation from a cylinder and yielding a goblet for the drawing in Figure 7.8(a). Naturally, the more similar the retrieved object is, the better the quality of the produced base is, as shown in Figure 7.10(b).
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Figure 7.10: Comparison of the resulting deformed object. The retrieved database model is a cylinder (a) or a more suitable one (b), which is shown in Figure 7.8(c).

7.6 System

We built an interactive system that realizes our algorithm. Figure 7.11 portrays the pipeline of the system. Initially, the algorithm estimates the underlying base from the drawing, as described in Section 7.5. Next, given the drawing and the base, the relief is reconstructed (Sections 7.2-7.4). Finally, the user may fine-tune the reconstructed surface.

Figure 7.11: Algorithm stages. Given a line drawing (a), our algorithm first estimates the base (b) and then reconstructs the relief (c). The user can then modify the profiles or add new ones, in order to fine-tune the result (d). Here the user changed the relative heights of the wing’s feathers and the shape of the armor on the back of the Pegasus. He also switched the direction of the curve of the eye, transforming it from a protrusion to an indentation. (Roman triangular nozzle lamp of a griffin, 25/20 B.C. [34] catalog number 378)
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(a) Step  (b) Ridge  (c) Special

Figure 7.12: Examples of profile shapes. Top: profiles; bottom: corresponding 3D reliefs with the line-drawing curves in red.

User interaction: The automatically reconstructed surface is usually satisfactory. However, in some cases, it is desirable to give the user the ability to fine-tune the resulting surface. It may happen when the user has information regarding the geometry of the surface that our algorithm cannot deduce from the drawing, or when our assumption that the surface can be accurately portrayed by a step edge in the line’s neighborhood, is not suitable. Therefore, we provide the user with three interaction options, which are easily executed with a single mouse click:

1. A curve’s cross section can be depicted with any free-form profile instead of a step edge. Figure 7.12 portrays several possible profiles.

2. The weight and the direction of the step edge (or any other profile) can be set by the user (Constraints 3 and 4 of the interpretation algorithm in Section 7.3).

3. The user can set an arbitrary number of profiles per curve, enabling the shape of the surface to change along the curve.

Implementation and running times: Our algorithm consists of three parts: the base estimation, the line drawing interpretation and the relief reconstruction. The heaviest one, implementation vise, is the relief reconstruction, which is therefore was implemented on GPU. Hereafter, we discuss the implementation and the running times for each part on a
2.4GHz Intel Core 2 Duo processor with 2GB of memory.

The first two parts of the algorithm were implemented in C++. During the generation of the base surface, searching a database that contains almost 2000 models takes 0.3 seconds. The deformation takes less than a second for a 10K-face model and 9 seconds for a 100K model. The running time of the line drawing interpretation is negligible, since it has a linear asymptotic complexity.

Relief reconstruction, however, may provide a challenge for large models, since the large and sparse linear systems in Equations 7.4 and 7.6 need to be solved by iterative optimization methods. To overcome this problem, we took two measures. First, we employ the results of the line drawing interpretation to initialize the optimization procedure. Second, we implemented the Biconjugate Gradient optimization algorithm on the GPU using the cusp library [22]. The running times of the algorithm are in the range of 15 seconds for an 160K-face model (Figure 7.18) to 200 seconds for a model with almost 2M faces (Figure 7.13).

Table 7.1 summarizes the running times.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>Num. of curves</th>
<th>Preprocessing</th>
<th>Automatic</th>
<th>Manual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>571</td>
<td>5 min</td>
<td>2 min</td>
<td>1.5 min</td>
</tr>
<tr>
<td>11</td>
<td>56</td>
<td>5 min</td>
<td>1 min</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1300</td>
<td>15 min</td>
<td>3.5 min</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>39</td>
<td>5 min</td>
<td>30 sec</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>41</td>
<td>5 min</td>
<td>32 sec</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>69</td>
<td>5 min</td>
<td>1 min</td>
<td>2 min</td>
</tr>
<tr>
<td>17</td>
<td>46</td>
<td>5 min</td>
<td>40 sec</td>
<td>2 min</td>
</tr>
<tr>
<td>18</td>
<td>65</td>
<td>5 min</td>
<td>45 sec</td>
<td>2 min</td>
</tr>
</tbody>
</table>

Table 7.1: Time required to pre-process and edit each model. The time for manual editing is shown only where manual editing was applied.
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Figure 7.13: **Reconstruction of a Hellenistic relief large light-brown krater** The bowl is found in V. Mrdakovica-Croatia, [13] catalogue number 1. The drawing consists of 1300 tightly interconnected lines.

7.7 Results

We will now present several additional examples of reconstruction of reliefs of archaeological artifacts, demonstrating the ability of our algorithm to deal with complex line drawings. All the archaeological drawings appearing in this section were taken from [13, 34].

Figures 7.1 and 7.13 show the automatic reconstruction of intricate reliefs of a cup and a krater. Though these drawings consist of 571 & 1300 tightly interconnected lines, the reconstruction achieves visually-pleasing results. The speed-up procedure described above enables the reconstruction of these objects in a reasonable time.

Figure 7.1(c) zooms in on the fine details of the reconstructed relief, showing for example, that the reliefs are indeed of different heights. Note that manual reconstruction techniques, such as [142], would require the user to provide parameters for each of the 571 or 1300 lines one after the other, which would be extremely labor intensive.

Figure 7.14 demonstrates the reconstruction of Roman oil lamp. The drawing contains 39 lines. It can be seen that our automatic reconstruction is quite good. Figure 7.15 demonstrates the automatic reconstruction of the base surface and the relief from the drawing of a triangular heat shield of the oil lamp.
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Figure 7.14: Reconstruction of a Roman triangular nozzle lamp of Eros, A.D. 50-ca 100. [34] catalogue number 504.

Figure 7.15: Reconstruction of a Roman Triangular heat shield of a palmette flanked at the base by a pair of dolphins A.D. 50-ca 100. [34] catalogue number 723.

Figure 7.16 demonstrates the automatic reconstruction of the base surface and the relief from the drawing of Hellenistic relief large bowl. Figure 7.17 shows the reconstruction of a Roman triangular nozzle lamp of a horse. In this case prominent shading was used to enhance the 3D features of the reconstructed object.

Figure 7.18 demonstrates the user’s fine-tuning. Here, the user added to two of the curves extra step edges and modified the height of other two step edges. These changes enable height changes along a curve and improve the quality of the bird’s tail and wing. Also, the
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Figure 7.16: **Reconstruction of a Hellenistic relief large bowl** The bowl is found in Resnik, Siculi [13] catalogue number A197.

Figure 7.17: **Roman triangular nozzle lamp of a horse, A.D 50-ca. 100.** [34] catalogue number 483.

drawing includes ridges (the bird’s legs) and valleys (the bird’s eye and the centers of the leaves), which are not supported by the automatic algorithm and were specified by the user.

As opposed to step edges, ridges and valleys have only local influence over the height of the relief. Adding a ridge (or a valley) changes the height only within the margins of the ridge. Thus, these curves are easier to deal with and are omitted from our line interpretation algorithm. They are however dealt with in the relief reconstruction stage.

**Limitations:** Our approach of base estimation cannot change the topology of the models
Figure 7.18: An example of manual fine-tuning of the results. The original drawing (a) includes ridges (the bird’s legs) and valleys (the bird’s eye and leaves). Automatic reconstruction (b) is enhanced by several simple manual operations to produce (c). Zoom-in (d) on the automatic and the manual reconstructions reveals that the automatically-obtained surface is less accurate. (Roman fat lamp of a bird on a spray of leaves, 25/20 B.C. - A.D. 40/45. [34] catalog number 775)

found in the database. For example, it fails to produce an accurate reconstruction of bases for oil lamps with a handle, when the most similar lamp from the database does not have a handle. Fortunately, in our experiments in most of the cases the database search returned a model with a handle.

A second limitation concerns our relief construction method. As seen in Figure 7.16, reliefs that are only partially visible (those that intersect the silhouettes) cannot be reconstructed. This is so, since obviously, the invisible part of the relief cannot be utilized.

7.8 Conclusions

In this paper we addressed the problem of automatic reconstruction of a relief object from a line drawing. Based on the observation that relief objects are composed of a smooth base and relief details, we focused on two sub-problems: estimation of a smooth base from the silhouette and reconstruction of the relief on top of the base.

We propose a data-driven algorithm for generating the base from the outline of the given line drawing. The base is constructed irrespective of the details, by utilizing database search
and deforming the retrieved most-similar object. This allows us to deal with objects that have complex bases.

While reconstructing reliefs from complex line drawings, we identified four challenges that have to be tackled: the sparsity of the lines, the ambiguity of the line drawing, the large number of strokes comprising the line drawing, and the interactions between close curves. A novel algorithm was proposed that addresses these challenges. It consists of two parts. First, the line drawing is interpreted, solving the challenges of ambiguity and input size, without requiring the user to manually specify the complex line drawing interpretation. Second, given the base and the interpretation, the relief object is reconstructed, addressing the challenges of sparsity and close-curve interaction.

The algorithm was implemented and tested on real complex archaeological illustrations. This lets the archaeologists reconstruct the shapes of artifacts for which, in many cases, the line drawings are the only remaining evidence.
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Chapter 8

Conclusions

This thesis was concerned with the definition, detection, and analysis of curves on surfaces. Specifically, the contribution of the thesis was fivefold.

First, we defined two novel types of curves, demarcating curves and relief edges. They were designed to portray features that resemble 3D step edges. Our experiments showed that these curves manage to capture the features of objects with reliefs more accurately than existing curves.

Second, we presented a framework for automatic estimation of the optimal scale for curve detection on surfaces. This framework can be applied to any type of curve. We demonstrated that on objects that contain features of various scales, the curves obtained by our method outperformed those computed by single-scale algorithms. For objects that contain primarily features of a single scale, the benefit of our algorithm is that it does not require manual tuning of the scale parameter.

Third, we defined a novel vector field on surfaces, termed the prominent field, which is a smooth direction field perpendicular to the feature curves. We showed the applicability of the prominent field for surface enhancement and for artificial surface coloring, which emphasizes the object’s features. In both cases, we demonstrated that our results outperform the results obtained by previous methods.
Fourth, we addressed the problem of automatic reconstruction of a relief object from a line drawing. The inter-dependencies between the strokes of the line drawing were exploited for automatically generating a good interpretation of the drawing. Then, given an interpretation, we showed how to reconstruct a consistent surface. The algorithm was implemented and tested on real complex archaeological illustrations.

Last, but not least, we successfully applied our algorithms to archaeological objects. We designed a special software in collaboration with archaeologists. The software has been thoroughly tested by many users and obtained positive responses.

### 8.1 Future work

Our work can be extended in two different directions. The first direction is improving of the definitions and the computation methods of relief edges. Though usually relief edges capture surface features accurately, there are certain cases when they might fail. We wish to handle these cases. The second direction is to utilize our curves for additional applications. We elaborate below.

**Machine learning for accurate separation of true and false curves:** Our experiments show that relief edges might miss a true feature or create a spurious one (see Chapters 3-7). We suggest to learn the characteristics of correct and incorrect edges, in order to enhance our ability to distinguish between them.

**Tools for manual enhancement of relief edges:** While our edge detection can work automatically, it was designed for human users. Thus, we would like to provide the users with tools that will help them to improve the automatic results. We want to develop methods that will allow the user to change the location of a curve and to fill “holes” in it. To change the location, the user will manually provide the new location and the algorithm will optimize it to fit both the user’s desire and the surface geometry. To fill holes, we can adapt existing methods for curve completion [44].
Shape matching with curves: We would like to check the ability of different types of curves to aid in matching and retrieval of 3D objects, where curves are seldom used. Most algorithms employ point-based and whole surface descriptors. However, we believe that curves can be successfully utilized for these tasks. In Chapter 7 we demonstrated that curves are sufficient for shape reconstruction. This means that curves include all the information required to build or describe an object. Since shape matching is based on shape descriptor, we think that curves carry enough information for matching.
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