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Negli ultimi anni si sta verificando una proliferazione sempre più consistente di modelli digitali di notevoli dimensioni in campi applicativi che variano dal CAD e la progettazione industriale alla medicina e le scienze naturali. In modo particolare, nel settore della medicina, le apparecchiature di acquisizione dei dati come RM o TAC producono comunemente dei dataset volumetrici di grosse dimensioni. Questi dataset possono facilmente raggiungere taglie dell'ordine di $10^24$ voxels e dataset di dimensioni maggiori possono essere frequenti.

Questa tesi si focalizza su metodi efficienti per l’esplorazione di tali grossi volumi utilizzando tecniche di visualizzazione diretta su piattaforme HW di diffusione di massa. Per raggiungere tale obiettivo si introducono strutture specializzate multi-risoluzione e algoritmi in grado di visualizzare volumi di dimensioni potenzialmente infinite. Le tecniche sviluppate sono “output sensitive” e la loro complessità di rendering dipende soltanto dalle dimensioni delle immagini generate e non dalle dimensioni dei dataset di input. Le caratteristiche avanzate delle architetture moderne GPGPU vengono inoltre sfruttate e combinate con un framework “out-of-core” in modo da offrire una implementazione di questi algoritmi e strutture dati più flessibile, scalabile ed efficiente su singole GPU o cluster di GPU.

Per migliorare la percezione visiva e la comprensione dei dati, viene introdotto inoltre l’uso di tecnologie di display 3D di nuova generazione basate su un approccio di tipo light-field. Questi tipi di dispositivi consentono a diversi utenti di percepire ad occhio nudo oggetti che galleggiano all’interno dello spazio di lavoro del display, sfruttando lo stereo e la parallasse orizzontale. Si descrivono infine un insieme di tecniche illustrative interattive in grado di fornire diverse informazioni contestuali in diverse zone del display, così come un motore di “ray-casting out-of-core” basato su CUDA e contenente una serie di miglioramenti rispetto agli attuali metodi GPU di “ray-casting” di volumi. Le possibilità del sistema sono dimostrate attraverso l’esplorazione interattiva di dataset di 64-GVoxel su un display di tipo light-field da 35-MPixel pilotato da un cluster di PC.

**Keywords:** Computer Graphics, Visualizzazione Scientifica, Medical Imaging, Volume Rendering, Ray-casting, Illustrative Rendering, Level-of-detail, Light-field Display.
Abstract

Nowadays huge digital models are becoming increasingly available for a number of different applications ranging from CAD, industrial design to medicine and natural sciences. Particularly, in the field of medicine, data acquisition devices such as MRI or CT scanners routinely produce huge volumetric datasets. Currently, these datasets can easily reach dimensions of $1024^3$ voxels and datasets larger than that are not uncommon.

This thesis focuses on efficient methods for the interactive exploration of such large volumes using direct volume visualization techniques on commodity platforms. To reach this goal specialized multi-resolution structures and algorithms, which are able to directly render volumes of potentially unlimited size are introduced. The developed techniques are output sensitive and their rendering costs depend only on the complexity of the generated images and not on the complexity of the input datasets. The advanced characteristics of modern GPGPU architectures are exploited and combined with an out-of-core framework in order to provide a more flexible, scalable and efficient implementation of these algorithms and data structures on single GPUs and GPU clusters.

To improve visual perception and understanding, the use of novel 3D display technology based on a light-field approach is introduced. This kind of device allows multiple naked-eye users to perceive virtual objects floating inside the display workspace, exploiting the stereo and horizontal parallax. A set of specialized and interactive illustrative techniques capable of providing different contextual information in different areas of the display, as well as an out-of-core CUDA based ray-casting engine with a number of improvements over current GPU volume ray-casters are both reported. The possibilities of the system are demonstrated by the multi-user interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

Keywords: Computer Graphics, Scientific Visualization, Medical Imaging, Volume Rendering, Ray-casting, Illustrative Rendering, Level-of-detail, Light-field Displays.
“Roads? Where we’re going we don’t need roads.”

Dr. Emmett Brown
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Introduction

Volumetric datasets are growing at incredible rates in terms of number and size resulting in two visualization challenges: maintaining performance and extracting meaningful information. These two challenges are closely related, since user interaction, which imposes real-time constraints, is a key to volumetric understanding. In this thesis, we introduce scalable methods for rendering volumes of potentially unlimited size on modern GPU architectures. Furthermore we present methods to improve their understanding through illustrative techniques and presentation on advanced 3D displays. This chapter outlines the motivation behind our research, summarizes research achievements, and describes the organization of the thesis.

1.1 Background and Motivations

Scientific visualization is the formal name given in computer science to the field that encompasses data representation and processing algorithms, user interfaces, visual and other sensory representations [McCo 88, Schr 96]. The goal of scientific visualization is to transform data into sensory information in order to glean insight from raw simulation data or data analysis.

Rectilinear scalar volumes, i.e., scalar functions sampled on a 3D grid, are among the most important and challenging datasets in scientific visualization. Volumetric information are generated by simulations as well as by acquisition devices like for example computerized tomography (CT), magnetic resonance imaging (MRI), and ultrasounds. Consequently, volumetric datasets arise in many engineering and scientific areas, such as medicine, non-destructive testing, astronomy, or seismology.

New advances in computer simulation and in data acquisition devices are leading to a steady increase in the resolution of produced datasets. Applied to medical imaging, these advances create new interesting opportunities in diagnostic medicine, surgical simulation or radiation treatment planning. In each case, these opportunities have been brought about by visualizations of portions of the body previously inaccessible to view [DeFa 89].

In this context of emerging data-intensive knowledge discovery and data analysis, the visualization challenge is to create new methods that allow the domain analyst to visually examine this massive amount of data, understand it, and take decisions in a time critical manner. This requires improving both the performance of current visualization systems, to let them deal, interactively, with potentially unlimited amounts of data, and the quality of their representation, to make the data easier to understand. These two aspects are closely related, since user interaction, which imposes real-time constraints, is a key to volumetric understanding.
1.1.1 Volume Rendering of Large Data

Many sophisticated techniques for real-time volume rendering have been proposed in the past, taking advantage of CPU acceleration techniques, GPU acceleration using texture mapping, or special purpose hardware. In the last few years, improvements in the programmable and performance capabilities of GPU processors have made GPU-based solutions the main option for real-time rendering on desktop platforms [Enge 06]. Current high quality solutions, based on ray-casters fully executed in GPU, have demonstrated the ability to deliver real-time frame rates for moderate-size data, but they typically require the entire dataset to be contained in GPU memory. Rendering of large datasets can be achieved through compression, multi-resolution schemes, and out-of-core techniques. Current solutions, however, are not fully adaptive and, with the exception of flat blocking schemes [Ljun 06], are not typically implemented within a single-pass ray casting framework, with increased frame buffer bandwidth demands and/or decreased precision and flexibility in the computation of volume integrals. Scalable single-pass solutions, capable of working out-of-core, are of extreme importance for achieving high performance while supporting a variety of effects.

1.1.2 Improving Understanding through Illustrative Visualization

Resolving the spatial arrangement of complex three-dimensional structures in images produced by direct volume rendering techniques is often a difficult task. In particular, data produced by medical acquisitions often contain many overlapping structures, leading to cluttered images which are difficult to understand. Therefore, enhancing shape perception in volumetric rendering is a very active research area, which is tackled under different angles. Recent contributions include methods for improving photorealistic rendering quality, as well as non-photorealistic approaches to improve image readability with illustrative techniques [Viol 06, Bruc 08]. Illustrative visualization and non-photorealistic rendering (NPR) techniques extend scientific visualization incorporating traditional arts and illustration concepts [Eber 00, Enge 06]. The power of traditional illustration is supported by illustrators long experience in depicting complex shapes in a comprehensible way and their subtle understanding on devising techniques to emphasize or de-emphasize information to effectively communicate various messages to the viewer. Rendering flexibility is thus paramount for a volumetric visualization pipeline.

1.1.3 Improving Understanding through Advanced 3D Displays

Using illustrative visualization methods is not the only way to improve volumetric understanding. An orthogonal research direction consists of presenting results on displays capable of eliciting more depth cues than the conventional 2D monitors or providing improved color reproduction. For instance, Ghosh et al [Ghos 05] have shown how a high dynamic range display can substantially improve volume understanding through perceptually optimized transfer functions. Another possibility consists of enhancing spatial comprehension of 3D data through perceptual cues for accommodation, stereo and motion parallax delivered by a light-field display, i.e., a display supporting high resolution direction selective light emission. This direction looks very promising, since there is evidence that ego- and/or model-motion as well as stereopsis are essential cues to achieve rapid direct perception of
volumetric data [Bouc 09, Mora 04]. Recent advances in 3D display design demonstrate that high resolution display technology capable of reproducing natural light-fields is practically achievable [Balo 05, Jone 07]. Rendering for such displays requires generating a large number of light beams of appropriate origin, direction, and color, which is a complex and computationally intensive task. Moreover, the displays optical characteristics impose specialized rendering methods. For best results, the potential of such displays should also be exploited by specialized illustrative techniques.

Figure 1.1: **Multi-user interactive exploration of a chameleon 1-GVoxel dataset on a 35-MPixel light-field display.** Users freely mix and match 3D tools creating view-dependent illustrative visualizations. Objects appear floating in the display workspace, providing correct parallax cues while delivering direction-dependent information.

1.2 Objectives

The principal research objective of this thesis is to enable the interactive exploration and better understanding of the information contained in large volumetric datasets using direct volume visualization techniques on commodity computing platforms delivering images using light-field displays. Advancing the state-of-the-art in this area requires solving the following problems:

**Improvement in scalability of state-of-the-art rendering methods.** Nowadays large datasets are becoming increasingly available and there exists a clear need of specialized and efficient rendering methods. Therefore, we need to study and develop specialized multi-resolution data structures and algorithms able to directly render volumes of potentially unlimited size. Ideally, the developed techniques should be output sensitive, i.e., with a cost depending only on the complexity of the generated images and not on the complexity of the input dataset.

**Adapting algorithms to GPGPU parallel architectures.** We need to study and develop an efficient implementation of the proposed algorithms and data structures on GPUs or GPU clusters in an out-of-core framework. The solution should keep the scalability, and work both in a desktop setting and in a large scale parallel graphics setting.

**Light-field reconstruction and inspection of volumetric data.** Since light-field displays provide better depth and shape perception being by eliciting more depth cues, we would like to improve visual perception and understanding using novel 3D display technologies based on the light-field approach. This kind of device allows multiple users to perceive virtual objects floating inside the display workspace, exploiting stereo and motion parallax. In order to make this approach practical, we plan to study methods that exploit perspective coherence in order to improve the rendering performance.
Implementing suitable illustrative techniques. The need to enhance important features present in volumetric datasets invites us to develop and evaluate appropriate illustrative techniques integrated within the previously mentioned out-of-core framework. Specifically, it would be worth to exploit the view-dependent characteristics of the light-field displays.

Validation of the system. Potential perceptual advantages of the approach should be validated through user testing, e.g., by evaluating the layout discrimination capabilities of the approach in comparison to standard techniques.

While some partial solutions for some of these problems have been proposed in the recent years, there is currently no existing single approach able to fulfill all these requirements.

1.3 Achievements

The research work carried out during this thesis has led to the following achievements:

- The introduction of a novel single-pass ray casting framework for interactive out-of-core rendering of massive volumetric models. The method is GPU-accelerated and has demonstrated the capability of managing multi-gigavoxel datasets [Gobb 08]. The key insight of the method is to use specialized multi-resolution structures, separating visibility-aware level-of-detail selection from the actual rendering using co-operative algorithms.

- The generalization of the previous ray casting framework using the possibilities offered by modern GPGPU architectures [Agus 08c]. The method supports a more flexible ray traversal (e.g., changes in the direction of the ray propagation or different accumulation strategies) and proposes an improved solution for incorporating visibility feedback.

- The development of a volume representation technique [Agus 10b] suitable for cases where the volumes represent physical objects with well defined boundaries separating different materials, giving rise to models with quasi-impulsive gradient fields. In this representation, we replace blocks of \(N^3\) voxels by one single voxel that is split by a feature plane into two regions with constant values. We also show how to convert a standard mono-resolution representation into an out-of-core multi-resolution structure, both for labeled and continuous scalar volumes.

- The introduction of an adaptive technique for the interactive rendering of volumetric models on projector-based multi-user light-field displays. The method achieves interactive performance and provides rapid visual understanding of complex volumetric datasets even when using depth-oblivious compositing techniques [Agus 08c, Agus 08a, JAIg 08].

- The development of a new interactive visualization framework which enables multiple naked-eye users to perceive detailed multi-gigavoxel volumetric models as floating in space, responsive to their actions, and delivering different information in different areas of the workspace [Agus 09, Igle 10]. The main contributions include a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of the display, as well as an out-of-core CUDA-based ray casting engine with
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a number of improvements over current GPU-accelerated volume ray-casters. The possibilities of the system have been demonstrated by the multi-user interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

- The evaluation of volume rendering on light-field displays and its relevance for medical training and virtual examinations. Initial results demonstrate increased efficiency in tasks requiring spatial understanding. The development of preliminary psycho-physical tests which demonstrate that light-field displays and virtual reality improve understanding in common medical tasks [Agus 08b]. The continuation of such perceptual experiments to evaluate the depth discrimination capabilities of the light-field display technology with respect to two-view (stereo) and discrete multi-view designs [Agus 10a]. The evaluation employ a large scale multi-projector 3D display offering continuous horizontal parallax in a room size workspace. Two tests are considered in the context of depth oblivious rendering techniques: a layout discrimination task, and a path tracing task.

1.4 Organization

This thesis is organized in order to show in a natural and coherent order all the results obtained. Many readers would prefer to skip parts of the text and go back and forth through the different chapters. In this section the reader can find a brief overview of what can be found in each chapter.

Chapter 2: GPU-Accelerated Out-of-core DVR. It presents an adaptive out-of-core technique for rendering massive scalar volumes employing single-pass GPU ray casting. The method is based on the decomposition of a volumetric dataset into small cubical bricks, which are then organized into an octree structure maintained out-of-core. Co-operation between CPU and GPU make it possible to interactively explore extremely massive volumes using an output-sensitive method. Results obtained demonstrate how is possible to interactively explore multi-gigavoxel datasets on a desktop PC by using the proposed method.

Chapter 3: Taking Advantage of GPGPU Architectures. This chapter describes a series of improvements on presented multi-resolution volume rendering method in chapter 2. The new rendering system is constructed around a configurable GPU ray casting kernel, exploiting the advanced characteristics of modern GPGPU architectures to achieve both flexibility and performance.

Chapter 4: Handling Discontinuous Datasets. This chapter introduces a new volumetric primitive, named split-voxel, to handle datasets containing sharp boundaries and discontinuities. This chapter shows how to convert a standard mono-resolution representation into an out-of-core multi-resolution structure, both for labeled and continuous scalar volumes using the split-voxel primitive. It also shows how it is possible to interactively explore the resulting models using a multi-resolution GPU ray casting framework.

Chapter 5: Rendering on Light-field Displays. This chapter presents a GPU-accelerated volume ray casting system interactively driving a multi-user light-field display. The display is based on a specially arranged array of projectors and a holographic screen that provides full horizontal parallax. The characteristics of the display are exploited to develop
a specialized volume rendering technique able to provide multiple freely moving naked-eye viewers the illusion of seeing and manipulating virtual volumetric objects floating in the display workspace. The method achieves interactive performance and provides rapid visual understanding of complex volumetric datasets even when using depth oblivious compositing techniques. Perceptual experiments are also presented to evaluate the depth discrimination capabilities of this technology.

Chapter 6: Illustrative Techniques. In this chapter, we report on a set of illustrative and non-photorealistic rendering (NPR) techniques that complement the work presented in chapters 2, 3 and 5. This chapter proposes an illustrative technique in the field of context-preserving volume rendering, named context-preserving focal probes, to focus the users’ attention in a region of interest while preserving the information in context. The focus and context information are separated by the assignment of different rendering styles that can be smoothly blended to provide a more continuous effect. This chapter also introduces a new accumulation scheme for importance-driven volume rendering and a set of specialized interactive illustrative techniques capable of providing different contextual information in different areas of a light-field display.

Figure 1.2: GPU-accelerated ray caster working with medical data. GPU rendering images of a medical dataset demonstrating some advanced exploration capabilities.
The first research objective of this thesis is to make it possible to visualize massive scalar volumes at interactive rates on commodity graphics platforms. This chapter presents a novel adaptive out-of-core technique for rendering massive scalar volumes employing single-pass GPU ray casting. The method is based on the decomposition of a volumetric dataset into small cubical bricks, which are then organized into an octree structure maintained out-of-core. The key insight of the method is to use specialized multi-resolution structures, separating visibility-aware level-of-detail selection from the actual rendering using co-operative algorithms. Results obtained with the proposed method demonstrate how multi-gigavoxel datasets can be interactively explored on a desktop PC.

### 2.1 Introduction

The ability to interactively render rectilinear scalar volumes containing billions of samples on desktop PCs is of primary importance for a number of applications, which include medical visualization, industrial engineering and numerical simulation results analysis.

Many sophisticated techniques for real-time volume rendering have been proposed in the past, taking advantage of CPU acceleration techniques, GPU acceleration using texture mapping, or special purpose hardware. In the last few years, improvements in the programmable and performance capabilities of GPUs have made GPU solutions the main option for real-time rendering on desktop platforms [Enge 06]. Current high quality solutions, based on ray-casters fully executed in GPU, have demonstrated the ability to deliver real-time frame rates for moderate-size data, but they typically require the entire dataset to be contained in GPU memory. Rendering of large datasets can be achieved through compression, multi-resolution schemes, and out-of-core techniques.

Current solutions, however, are not fully adaptive and, with the exception of flat blocking schemes [Ljun 06], are not typically implemented within a single-pass ray casting framework, with increased frame buffer bandwidth demands and/or decreased precision and flexibility in the computation of volume integrals (see section 2.2).

In order to remove such limitations, we presented an adaptive out-of-core technique for rendering massive scalar datasets within a single-pass GPU ray casting framework. The method exploits an adaptive loader executing on the CPU for updating a working set of bricks maintained on GPU memory by asynchronously fetching data from an out-of-core volume octree representation. At each frame, a compact indexing structure, which spatially organizes the
Figure 2.1: **Interactive exploration of multi-gigabyte CT datasets.** This 2-GVoxel 16bit dataset is interactively explored on a desktop PC with a NVIDIA 8800 Ultra graphics board using a $1024 \times 1024$ window size. Transfer functions and isovalues can be interactively changed during navigation. The volume rendered images have a full Phong model with specular reflections and view-dependent transparency.

current working set into an octree hierarchy, is encoded in a small texture. This data structure is then exploited by an efficient ray casting algorithm, which computes the volume rendering integral by enumerating non-empty bricks in front-to-back order and adapting sampling density to brick resolution. The algorithm is a streamlined octree extension of an efficient stackless ray traversal method for kd-trees [Havr 98, Popo 07], which reduces costly texture memory accesses by computing neighbor information on-the-fly. In order to further optimize memory and bandwidth efficiency, the method also exploits feedback from the renderer to avoid refinement and data loading of occluded zones.

Although not all the techniques presented here are novel in themselves, their elaboration and combination in a single system is not trivial and represents a substantial enhancement to
the state of the art. The resulting method is extensible, fully adaptive, and able to interactively explore multi-gigavoxel datasets on a desktop PC (see Fig. 2.1).

2.2 Related Work

In the context of this thesis, the discussion of the state-of-the-art will be limited to the approaches most closely related to massive volume visualization. The out-of-core organization of massive volumetric data into a volume octree is a classic one. Lamar et al. [LaMa 99] proposed a multi-resolution sampling of octree tile blocks according to view-dependent criteria. Boada et al. [Boad 01] proposed a coarse octree built upon uniform sub-blocks of the volume, and used, instead, data dependent measures to select block resolution. In such systems, as in most previous GPU accelerated multi-resolution schemes, rendering of multi-resolution volumes on graphics hardware is accomplished by separate rendering of blocks and frame buffer composition. For instance, Guthe et al. [Guth 04] exploits a decomposition into wavelet compressed blocks, uses block resolution to determine inter-slice distance, and introduces methods for empty space skipping and early ray termination. Li et al. [Li 03] propose to accelerate slice-based volume rendering by skipping empty blocks and exploiting an opacity map for occlusion culling. Slice-based implementations are, however, rasterization limited and hard to optimize from an algorithmic point of view. Furthermore, when applying a perspective projection the integration step size will vary along viewing rays when using planar proxy geometries, leading to visible artifacts. In order to solve some of these problems, other authors [Hong 05, Kaeh 06] separately render blocks using volumetric ray casting on the GPU and devise propagation methods to sort cells into layers for front-to-back rendering, therefore reducing frame-buffer demands. The separate rendering of blocks, however, is prone to rendering artifacts at block boundaries, and does not easily allow an implementation of optical models with viewing rays changing direction, as it does occur in refracting volumes, or with non-local effects, as it does occur in global illumination.

The technique proposed as part of this thesis is based on a full-volume GPU ray-casting approach [Krug 03, Roet 03], with a fragment shader that performs the entire volume traversal in a single pass [Steg 05]. Such an approach, made possible by modern programmable GPUs, is more general, but, until very recently, has been limited to moderate size volumes that fit entirely into texture memory. In this context, the issue of large volumes has been typically addressed by compressing data using adaptive texturing schemes to fit entire datasets into GPU memory in compressed form [Voll 06], or by using flat multi-resolution blocking methods [Ljun 06]. In the first approach, data is stored at various resolution levels using adaptive texture maps [Krau 02] to reduce storage needs, but sampling density is not adapted as the ray passes through different blocks of data. The flat multi-resolution blocking technique, instead, represents a volume as a fixed grid of blocks and varies the resolution of each block to achieve adaptivity. The disadvantage of this fine-grained approach in comparison with a hierarchical approach is that the number of blocks is constant and the method remains performing only if individual blocks are within a small range of sizes.

The proposed method, instead, relies on the ability to rapidly traverse an octree structure and is based on the stackless ray traversal method for kd-trees [Havr 98] recently extended to GPUs for surface rendering [Popo 07]. The method exploits the regular structure of octrees to reduce costly texture memory accesses by computing bounding boxes on-the-fly. In addition,
the proposed algorithm takes advantage in its fragment shader implementation of occlusion queries to avoid loading occluded data. Other authors have proposed using depth information to optimize full-volume GPU ray-casters, but, in general, the focus is on implementing early-ray termination in multi-pass methods by exploiting early z-tests features [Krug 03, Roet 03]. A fragment shader based scheme can exploit spatial and temporal coherence to schedule queries in an order that strives to reduce end-to-end latency, similarly to what is done for recent surface renderers [Govi 03, Bitt 04]. The central idea of these methods is to issue multiple queries for independent scene parts and to avoid repeated visibility tests of interior nodes by exploiting the coherence of visibility classification. The partitioning in the proposed scheme occurs in image space, rather than in object space.

At the time the proposed approach were published, there were not fully adaptive solutions and, with the exception of flat blocking schemes [Ljun 06], were not typically implemented within a single-pass ray casting framework, with increased frame buffer bandwidth demands and/or decreased precision and flexibility in the computation of volume integrals. Just after this work were published [Gobb 08], a close related work were also presented by Crassin et al. [Cras 09]. Similarities between both works were pointed out and discussed in their paper. More precisely, Crassin et al. [Cras 09] exploit multiple render targets to store a subset of the traversed nodes for each pixel and exploit spatio-temporal coherence trying to not miss visible nodes. Using mipmapping they address the aliasing to a large extent but increase the memory consumption and makes tree updates more challenging.

2.3 Method Overview

Since massive volumetric datasets cannot be interactively rendered by brute force methods, applications must ideally employ adaptive rendering techniques whose runtime and memory footprint is, as much as possible, proportional to the number of image pixels, not to the total model complexity.

For efficiently updating the rendering working-set, these methods require the integration of level-of-detail and visibility culling techniques. Out-of-core data management is used for filtering out as efficiently as possible the data that is not contributing to a particular image.

The technique separates the creation and maintenance of the rendering working set, which is performed on the CPU, from the actual rendering, which is fully performed on the GPU based on an efficient encoding of the current working set representation (see Fig. 2.3). In order to maximize CPU and bandwidth efficiency, a coarse-grained volume decomposition is employed, which allows to amortize decision costs over a large number of rendered voxels and to efficiently update the GPU representation with few calls.

The original volumetric model is decomposed into small cubical bricks, which are then organized into a coarse octree structure maintained out-of-core. The octree contains the original data at the leaves, and a filtered representation of children at inner nodes. Each node also stores the range of values, as well as, optionally, precomputed gradients. In order to efficiently support runtime operations that require access to neighboring voxels, such as linear interpolation or gradient computations, blocks are made self-contained by replicating neighboring samples. One layer is replicated for linear interpolation support, while two layers are replicated for additionally using central differences to compute gradients at rendering time. At runtime, an adaptive loader updates a view- and transfer function-dependent working set of
bricks incrementally maintained on CPU and GPU memory by asynchronously fetching data from the out-of-core octree. The working set is maintained by an adaptive refinement method guided by suitably computed node priorities (see section 2.3.1). At each frame, a compact indexing structure, which spatially organizes the current working set into an octree hierarchy, is encoded in a small texture. This structure is not a multi-resolution data representation, but simply spatially organizes the leaves of the current view-dependent representation into an octree with neighbor pointers. The inner nodes of this structure simply contain pointers to children, and only the leaves refer to volume data nodes stored in the memory pool. The spatial index structure is exploited by an efficient stackless GPU ray-caster, which computes the volume rendering integral by enumerating non-empty bricks in front-to-back order, adapting sampling density to brick resolution, and stopping as soon as the accumulated opacity exceeds a certain threshold, updating both the frame- and depth-buffer (see section 2.3.2).

Using an occlusion query mechanism designed to reduce GPU stalls when using a shader based implementation or taking advantage of the scatter memory write capability when using a GPGPU parallel architecture, feedback from the renderer can be exploited by the loader to avoid refinement and data loading of occluded zones (see section 2.3.3).

### 2.3.1 Generation of View- and Transfer-Function Dependent Working Sets

At each frame, an incremental refinement procedure constructs the current view-dependent working set by refining a sorted set of visible non-empty nodes initialized with the octree root. In the most basic case, the set is sorted by decreasing projected screen-space size of voxels, but it will be shown in section 2.3.3 how visibility information can also be incorporated in the process. Empty nodes are terminal ones in the refinement process, as well as nodes which fall outside of the view frustum. As in [Wilh 92], for isosurface rendering, a node is considered non-empty if the isovalue is within the range spanned by the minimum and maximum value...
of the cell. In the case of volume rendering, as in [Scha 05], summed-area tables of the transfer function opacity are used to determine if the block is empty by taking the difference of the table entries for the minimum and maximum block values. The refinement procedure stops when all nodes are considered adequately refined, no data is currently available in-core to perform a refinement, or no more space is available in the GPU cache to contain a further subdivision. In order to hide out-of-core data access latency, all data access requests are performed asynchronously by a separate thread, and refinement continues only if data is immediately available.

At the end of the refinement process, all nodes in the current working set are present both in the CPU and GPU cache, the CPU cache being used as a larger level-2 cache that uses system memory to avoid disk accesses for recently used blocks. Both memory pools are managed using a LRU policy. The GPU texture cache is devised as a large preallocated 3D texture managed as a pool of blocks, or two of them when using precomputed gradients.

A possible implementation can be to encode the value texture as a 16bit single channel texture, while the gradient texture as a RGBA8 texture with normalized gradients in the RGB components and gradient norm in the A component. During incremental refinement, the GPU texture cache is incrementally updated with glTexSubImage calls to move data. Due to temporal and spatial coherence, the number of updated nodes per frame is generally small.

### 2.3.2 GPU Rendering

The incremental refinement procedure defines a cut of the octree hierarchy that is considered adequate for the current frame and stores all data blocks associated to non-empty leaves in GPU memory. In order to render an image with a single-pass GPU ray-caster, the fragment shader must be able to efficiently enumerate in front-to-back order for each fragment all the blocks pierced by the associated view ray. This goal is achieved by using an octree with neighbor structure to spatially index the current leaf blocks, and using this structure to accelerate ray traversal.

![Octree with neighbor pointers](image)

Figure 2.3: **Octree with neighbor pointers.** Neighbor pointers link each leaf node of the octree via its six faces directly to the corresponding adjacent node of that face, or to the smallest node enclosing all adjacent nodes if there are multiple ones.
2.3.2.1 Spatial Index Construction

The octree with neighbors structure augments a branch-on-need octree with links, so that a direct traversal to adjacent nodes is possible (see Fig. 2.3). In this structure, neighbor pointers directly link each leaf node of the octree via its six faces to the corresponding adjacent node of that face, or to the smallest node enclosing all adjacent nodes if there are multiple ones. Such a structure is created on-the-fly at each frame directly from the view-dependent octree, and encoded into a 3D texture that acts as a spatial index.

The layout of the spatial index texture is designed to encode the minimum amount of data required for octree traversal (see Fig. 2.4). Similarly to Octree Textures on GPU [Lefe 05], an 8 bit RGBA texture is used for encoding information in the RGB component pointer information, and various kinds of tags in the A components. With this encoding, it’s possible to potentially address $16M$ nodes or data blocks, which is several orders of magnitude larger than what is needed.

The octree structure is encoded using a tagged pointer per node. The A component of the tagged pointer determines the node kind, and it is $A = 1.0$ for inner nodes, $A = 0.5$ for data nodes, and $A = 0.0$ for empty nodes. Inner nodes use the RGB component of the tagged pointer to point to the first of 8 children arranged consecutively in the $x$ direction. Leaf nodes use the RGB component of the tagged pointer to point to leaf information, which consists in a data pointer (if the node is not empty), and 6 consecutive texels storing pointers to neighbors. The last leaf data texel always contains a NULL pointer, used in our traversal code to simplify the handling of rays that do not exit from the current box and thus should not continue to neighbors. Neighbor pointers use their $A$ value to encode the octree level of the neighbor, which can be the same as the level of current node or coarser. The level information is all that is required in our traversal algorithm to rapidly compute the bounding box information of neighbors during traversal.

The on-the-fly construction of the index texture is fast, since the employed structure is coarse-grained and the view-dependent tree is composed of only a few thousands leaves. Once the structure is constructed in a memory area, the GPU texture is updated using a `glTexImage2D` call, and the fragment shader implementing volume ray casting is activated by rendering a quad.
2.3.2.2 Spatial Index Traversal

The spatial index structure is exploited by an efficient ray casting algorithm, which computes the volume rendering integral by enumerating non-empty bricks in front-to-back order and adapting sampling density to brick resolution. The traversal algorithm is a streamlined octree extension of an efficient stackless ray traversal method for kd-trees [Havr 98, Popo 07], which reduces costly texture memory accesses by computing neighbor information on-the-fly (see Fig. 2.3.2.2). In our approach, children and neighbor bounding boxes are implicitly computed on-the-fly by the shader without any additional access to texture memory by exploiting the regular structure of the octree. The basic concept behind the stackless traversal is to start by performing a down traversal of the octree for locating the leaf node that contains the current sampling position, which, at the start, is the position at which the ray enters the volume. Then, the leaf node is processed by accumulating color and opacity by stepping through the associated brick if it contains data, or simply skipping the node if it is empty. If the ray does not terminate because maximum opacity is reached, the algorithm determines the face and the intersection point through which the ray exits the node. Then traversal continues by following the neighbor pointer of this face to the adjacent node, eventually performing a down traversal to locate the leaf node that contains the exit point, which is now the entry point of the new leaf node. This approach has the important advantage of not requiring a stack to remember nodes that still need to be visited, since the state of the ray only consists of its current node and its entry point.

```c
while (!is_null(node_ptr) and color.a<1) {
    // Find leaf containing current sampling point
    P = ray.start+ray.dir*t_min;
    node = tex3d(spatial_index, node_ptr);
    while (is inner(node.w)) {
        box_dim/=2; box_mid=box_min+box_dim;
        s=step(P, box_mid); box_min+=s*box_dim;
        child_offset=dot3(s, float3(1,2,4))(texel_sz;
        node_ptr=nodes.xyx=32(float3(child_offset,0,0));
        node tex3d(spatial_index, node_ptr);
        +octree_level;
    }
    // Clip ray to box and find exit face
    (box.t_max, exit_face_idx, exit_dir) =
        box_clip(ray, t_min, t_max, box_min, box_max);
    // If non-empty block, access data and accumulate
    if (!is empty(node.w)) {
        data_ptr=text3d(spatial_index, node.xyz);
        data_ptr=text3d(spatial_index, node.xyz);
        (fragment.color, fragment.depth) =
            accumulate(fragment.color,
            ray, t_min, box.t_max,
            data_ptr, box_min, box_max);
        }
        // If ray exits from current block, move to neighbor
        neighbor_offset=32(float3(1+exit_face_idx,0,0))texel_sz;
        neighbor tex3d(spatial_index, node.xyz+neighbor_offset);
        node_ptr=neighbor xy;
        octree level=neighbor w;
        box_dim=exp2(-octree_level);
        box_min=trunc(box_min/box_dim)+box_dim;
        l_min=box.l_max;
    }
```

Figure 2.5: Stackless octree traversal on the GPU. The code minimizes memory accesses by computing visited boxes on the fly.

In order to implement this approach, the information a node should provide in addition to tags and pointers consists in its bounding box, which is used for locating points during a down traversal, and exit ray positions during neighbor traversal. All the computations are
done in texture coordinates, and it’s assumed that the octree subdivides the unit cube. During all the traversal steps, the current box is maintained, initialized with the unit cube, and also as the current octree level, initialized at 0.

A down traversal step from a node to the child containing a point \( P \) can be efficiently implemented by box subdivision, using a step function that compares \( P \) with the center of the current box. For each component of \( P \), this function returns 0 if that component is less than the center’s value, and 1 otherwise. The child box coordinates are thus obtained by translating the parent box origin by an amount \( \text{step}_i \times \text{child\_box\_dim}_i \), where \( i \) is \( x \), \( y \) or \( z \). The values returned by the step function are also combined to access the proper children pointer inside the spatial index texture, which is stored at an offset \( \text{step}_x \times 1 + \text{step}_y \times 2 + \text{step}_z \times 4 \) from the current pointed node. Each time the box is subdivided, the octree level is incremented by one.

Computing the bounding box of a neighbor relies on octree level tracking. When moving to a neighbor, the origin of the box is in a first step simply shifted in the direction of the box face from which the ray is exiting by translating it by \( \text{dir} \times \text{box\_dim} \), where the exiting face direction \( \text{dir} \) is either \( \pm x \) or \( \pm y \) or \( \pm z \). This operation is sufficient to compute the neighbor box if it is at the same octree level. If, instead, the neighbor level is at a coarser level than the current node, the shifted box must be coarsened, an operation that can performed efficiently in closed form by first updating the box dimension to \( \text{box\_dim} = 2^{-\text{neighbor\_level}} \) and then snapping the box origin to the \( \text{neighbor\_level} \) grid by computing \( \text{box\_min} = \lfloor \text{box\_min}/\text{box\_dim} \rfloor \cdot \text{box\_dim} \).

### 2.3.2.3 Adaptive Sampling

The stackless traversal technique allows the fragment shader to enumerate all non-empty leaves pierced by a ray in front-to-back order. Each time the ray enters a leaf with data, the ray chooses a step size matching the local voxel density and accumulates color and opacity information depending on the active rendering mode. Entry and exit points within the block are determined during the octree traversal process. For isosurface rendering, the program simply look for intervals that bracket the selected isovalue, while for semitransparent direct volume rendering, it uses a Phong illumination model with boundary enhancement and viewpoint-dependent transparency [Bruc 07a]. Stepping by a discrete number of intervals, which are directly associated to octree levels, enables the use of a compact precomputed 2D transfer function, using the octree level for the second dimension, where the transfer function opacity and color weighting are adjusted accordingly. Both the isovalue and the transfer function can be modified interactively. When the ray exits the block, the current opacity is checked, and, if it exceeds a certain threshold (0.99 in our tests), the ray terminates and the depth of the fragment is updated.

### 2.3.3 Incorporating Visibility Information

With the described techniques, it is possible to perform fully adaptive GPU ray casting: as a matter of fact the structure provides support for empty space skipping, adaptive sampling and occlusion culling through early ray termination. Occlusion culling during ray accumulation is performed by early ray termination. This approach optimizes computations but is not optimal in terms of data management, since occluded areas are discovered only at rasterization time, after the data is already part of the working set. In order to avoid wasting GPU memory
resources and exploit bandwidth, a feedback mechanism is incorporated in the system, that allows us to exploit visibility information gathered during rendering in the loader.

The basic principle of the method is to update at each frame the visibility status of the nodes in the graph, and, during the refinement cycle, only refine nodes that were marked as visible during the previous frame. Under this approach, the available GPU texture slots will be used mainly to refine nodes present in the visible part of the model, and load requests will not be posted for invisible ones. In order to gather node visibility information, the fragment shader write the depth of the last visited sample into the depth buffer. By issuing an occlusion query for the bounding box of non-empty leaves after volume rendering has finished, visibility information can be gathered by exploiting the rasterization hardware. If the occlusion query results indicates that the number of visible pixels is below a visibility threshold (4 pixels were used for the benchmarks), the node is marked not visible. The visibility information of leaves can then be propagated up to the root by considering an inner node visible only if at least one of its children is visible.

A straightforward implementation of this method, which would issue queries for all rendered nodes after the volume rendering call, is possible, but would be inefficient. It should be noted that, although queries are processed quickly using the rasterization power of the GPU, their results are not available immediately, due to the delay between issuing a query and its actual processing by the graphics pipeline, which would only occur when the rasterizers have finished with ray casting. For this reason, exploiting spatial and temporal coherence is preferred to schedule queries in a way that reduces end-to-end latency. Since we perform full-volume ray casting, the rendering procedure is separated into independent parts using a screen space subdivision. Given a budget of visibility queries per frame, the screen is recursively partitioned into tiles with the purpose of separating blocks for which visibility will be queried from all others (see Fig. 2.6). The partitioning uses a 2D binary space subdivision of the list of 2D rectangles that bound the block projection. Computing this set adds little overhead, since node bounding boxes are already projected onto the screen when computing node priorities. At each subdivision step, a split plane along one of the axes is placed at the position that separates the set into two equally sized subsets, defining two screen tiles. One of the two tiles is selected as containing the occlusion queried subset of octree nodes. The subdivision process continues only on that tile, until its size is below a certain threshold. At each frame, different decisions are taken when selecting the half-spaces to ensure that the entire set of octree nodes is covered after a minimum number of frames. At the end of this process, a list of tiles partitioning the original viewport is obtained, as well as a list of blocks whose projection is entirely contained within one of the tiles, placed at the beginning of the list. The rendering process continues by instructing the graphics pipeline to raycast each of the tiles, and to perform occlusion queries for the selected subset of octree nodes just after issuing the rendering command of the first one (see Fig. 2.6). This approach reduces end-to-end latency because of the interleaving of the processing of occlusion queries in the first tile with the rasterization of the other tiles. Visibility information is incorporated in the system with a delay of \( N + 1 \) frames, where \( N \) is the number of partitions required to cover all blocks. In practice, this number is very small, 2 to 4 in our tests, since we use a coarse-grained octree subdivision and the working set if made up of few hundreds to few thousands nodes.
Figure 2.6: **Screen space subdivision and occlusion query scheduling.** The screen is recursively partitioned into tile for the purpose of separating blocks for which visibility will be queried from other blocks, thus enabling interleaving of query processing with rasterization.

### 2.3.4 Implementation and Results

An experimental software library and a rendering application supporting the technique have been implemented on Linux using C++ with OpenGL, and Cg 2.0. The octree is stored in an out-of-core structure, based on Berkeley DB, and data is lossy compressed with the LZO compression library.

We have tested our system with a variety of high resolution models. In this section, we discuss the results obtained with the inspection of a large volumetric model containing two high resolution X-Ray CT datasets of biological specimens. The overall volume has a resolution of $2048 \times 1024 \times 1080$ with 16 bit/sample, and has been embedded in a $2048^3$ cubical grid.

All tests have been performed on a Linux PC with a dual 2.4GHz CPU, 4GB RAM, a GeForce8800 Ultra graphics board and SATA2 disks storing the out-of-core models. The construction of the octree with precomputed gradients from the source datasets was performed using a granularity of $32^3$ for octree bricks with 1 layer overlap. The pre-processor was instructed to filter out data by discarding all blocks with a value lower than 6400, in order to discard most of the noisy empty space. Data pre-processing took 95 minutes to complete on a single CPU and produced an octree database with an on-disk size of 4.1 GB.

We evaluated the rendering performance of the technique on a number of interactive inspection sequences. The qualitative performance of our adaptive GPU ray-caster is illustrated in an accompanying video available online. Representative frames are shown in Fig. 2.7 and 2.8. Because of video recording constraints, the sequence is recorded using a window size of $640 \times 480$ pixels. In all recorded sequences, we used a 1 voxel/pixel accuracy to drive the adaptive renderer. As shown in the video, the system is fully interactive, and it is possible to translate, rotate, and scale the model as well as to change rendering mode, transfer functions, and isovalue parameters. In Fig. 2.9, we show an example of our system working with a medical CT dataset. The average frame rate of the DVR sequence varies between 12 Hz

---

1. Source: Digital Morphology Project, CTLab and Texas Advanced Computing Center, University of Texas, Austin
2. See the online video at: [http://teic.crs4.it/teic/cgi-bin/multimedia-page.cgi?id=145](http://teic.crs4.it/teic/cgi-bin/multimedia-page.cgi?id=145)
3. Source: Geneva University Hospital, Radiology Department
Figure 2.7: **Real-time inspection assigning semi-transparent materials.** These images show the rendering results for semi-transparent materials employing our multi-resolution out-of-core direct volume rendering approach on a test CT dataset. The overall volume has a resolution of $2048 \times 1024 \times 1080$ with 16 bits/sample.

and 30 Hz, with an average of 16 Hz. A few occasional frames have a delay of 200 ms, which correspond to cases in which many textures have to be updated in response to rapidly varying view conditions. These frame-rate jitters could be avoided by introducing a texture upload budget and stopping refinement when this budget is exceeded. In the case of isosurfaces, the frame rate is higher, 20 Hz on average, with peaks of up to 40 Hz. We repeated the same tests on a $1024 \times 1024$ window, and obtained an average slowdown of a factor of 3, roughly corresponding to the increase in number of pixels.

The higher performance of isosurface rendering is due to the simplicity of the inner accumulation loop, that has only to bracket the isovalue and accesses the gradient texture only once per fragment to shade the detected surface. By contrast, the direct volume rendering code requires an additional texture look-up for implementing the transfer function and accumulates more samples per fragment in the case of semitransparent materials. This latter fact is also reflected in the higher texture memory needs of semitransparent volume rendering, caused by the decreased effectiveness of visibility culling. During the entire inspection sequences, the resident set size of the application is maintained within the 600 MB of pre-allocated cache size by the out-of-core data management system. Both the isosurface and volume rendering sequences have a minimum texture memory occupation of about 475 octree bricks, corresponding to the first few frames with a view from a distance. However, the isosurface rendering sequence had an average memory occupation of 1560 bricks and a peak of 1820, while the direct volume rendering sequence had a average memory occupation of 1890 bricks and a peak of 2450.
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Figure 2.8: **Snapshots during a real-time inspection session.** These images, taken from the accompanying video, show successive instants of interactive exploration of the test CT dataset. The overall volume has a resolution of $2048 \times 1024 \times 1080$ with 16 bits/sample.

Figure 2.9: **Rendering results of our system working with medical CT datasets.** Results of our multi-resolution out-of-core rendering framework working with a 16bit/sample CT thorax study containing $512 \times 512 \times 743$ voxels. Different possible settings of the transfer function varying the opacity of the different materials are shown in this case.

The occlusion query mechanism has proved to be capable of reducing the size of the working set, especially when using isosurface rendering or transfer functions with moderate to high opacity. A simple illustration of the benefits of visibility feedback is given in Fig. 2.10, which shows two direct volume rendering images with different transfer functions, rendered on a $1024 \times 1024$ window. Visibility culling reduces the working set by about 50% in the semitransparent case, and by about 60% when surfaces get more opaque.
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2.4 Conclusion

This chapter presented an adaptive out-of-core technique for rendering massive scalar datasets within a single-pass GPU ray casting framework. The method separates the adaptive incremental maintenance of the rendering working set, which is performed on the CPU, from the actual rendering, which is fully performed on the GPU by a stackless ray-caster that traverses a spatially indexed version of the current working set maintained in texture memory. Our results demonstrate that the resulting method is able to interactively explore gigavoxel datasets on a desktop PC. Besides optimizing and improving the proof-of-concept implementation, we plan to extend the presented approach in a number of ways. In particular, we are currently working on incorporating compression in the GPU representation to reduce GPU memory costs, as well as techniques to further reduce the working set through a more aggressive visibility culling based on tighter bounding volumes. We are also exploring ways to exploit the capability of our system to perform a full-volume ray tracing to produce higher quality images that incorporate more advanced shading effects.

2.5 Bibliographical Notes

Most of the contents of this chapter were taken from the paper [Gobb 08], where we introduced our novel single-pass GPU ray casting framework for interactive out-of-core rendering of massive volumetric datasets. This was the first time that a volume rendering system was proposed combining GPU single-pass ray traversal and a multi-resolution out-of-core creation of and adaptive representation in the CPU. This approach had an important impact, and is cited in a number of follow-up works. The Gigavoxel approach by Crassin et al. [Cras 09] uses a very similar approach. Similarities between both works were pointed out and discussed in their paper. More precisely, their approach exploits multiple render targets to store a subset of the traversed nodes for each pixel and exploit spatio-temporal coherence trying...
to avoid missing visible nodes. Using mipmaping, they address the aliasing to a large extent but increase the memory consumption and makes tree updates more challenging. We later improved on these methods using our GPGPU algorithm (see chapter 2). Hughes et al. [Hugh 09] presented another stackless technique, kd-jump, an approach for implicit kd-trees, which exploits the benefits of index-based node traversal, without incurring extra node visitation. Liu et al. [Liu 09] proposed the use of proxy spheres, instead of cubical bricks, in order to provide more control over the rendering process by introducing tighter ray segments for ray casting, while at the same time avoiding the introduction of some rendering artifacts.

Lux and Froelich presented in [Lux 09] extended the ray casting framework for rendering multiple arbitrarily overlapping multi-resolution volume datasets. More recently, Pantaleoni et al. [Pant 10] described a novel architecture for precomputing sparse directional occlusion caches used for accelerating a fast cinematic lighting pipeline. As in our approach, duly cited in their work, they decompose their computation into a CPU-based LOD selection phase and a GPU-based rendering phase. Their system was used as a primary lighting technology in the movie Avatar.
Chapter 3

Taking Advantage of GPGPU Architectures

GPGPU architectures offer additional possibilities with respect to the classical graphics pipeline. These possibilities can be exploited to enhance rendering methods. This chapter describes a series of improvements on the previously presented multi-resolution volume rendering method (see chapter 2). The new rendering system is constructed around a configurable GPU ray casting kernel, exploiting the advanced characteristics of modern GPGPU architectures to achieve both flexibility and performance.

3.1 Introduction

Driven by the market demand for real-time, high-definition 3D graphics, the programmable Graphic Processor Unit or GPU has evolved into a highly parallel, multi-threaded, many-core processor with great computational power and very high memory bandwidth. The GPU architecture is specialized for intensive highly parallel computation, exactly what graphics rendering is about, and therefore designed such that more transistors are devoted to data processing rather than data caching and flow control.

The desired scenario when using the GPU presents a bigger ratio of arithmetic operations with respect to memory operations. Since the same program is executed for each data element, there is a lower requirement for sophisticated flow control, and because it is executed on many data elements and has high arithmetic intensity, the memory access latency can be hidden with calculations instead of big data caches.

The basis of data-parallel processing consists on mapping data elements to parallel processing threads. Nevertheless the GPU architecture and the provided programming APIs have not been always enough flexible to support this direct mapping between data and the processing cores. Some CPUs have also support for Single-instruction/Multiple-data (SIMD) operations that work in parallel on vectors. However, if a GPU is available, which is the norm today, then this reduces the workload on the CPU.

The GPUs have a parallel throughput architecture that emphasizes executing many concurrent threads slowly, rather than executing a single thread very quickly. This approach of solving general purpose problems on GPUs is known as GPGPU, where GPGPU stands for General-Purpose computation on Graphics Processing Units. The GPGPU platform we have specifically used is the computing engine of the NVIDIA® GPUs. CUDA™ is an acronym for Compute Unified Device Architecture and is a parallel computing architecture developed
by NVIDIA that is accessible to software developers through variants of industry standard programming languages.

In order to improve the GPU-accelerated multi-resolution volume rendering method presented in Chapter 2, we propose a new CUDA-based ray-caster, which traverses an adaptively maintained working set of volume bricks organized in an octree. In the proposed GPGPU approach, the template specialization is exploited to flexibly customize ray traversal and compositing operations to achieve a variety of realistic and illustrative effects. Scatter-memory write operations within the kernel are exploited to feed visibility information from the rendering kernel back to the adaptive loader for implementing occlusion culling.

Rendering performance is improved by reducing the amount of pixels fully recomputed at each frame. For such purpose, we developed a technique for improving frame rates by recomputing only a fraction of the pixels at each frame and reconstructing full images using an adaptive spatio-temporal filter.

### 3.1.1 CUDA: The NVIDIA GPGPU Architecture

![CUDA hierarchy of threads, blocks, and grids](image)

**Figure 3.1:** The CUDA hierarchy of threads, blocks, and grids. Hierarchy of threads, blocks, and grids, with corresponding per-thread private, per-block shared, and per-application global memory spaces.

CUDA is an acronym that stands for Compute Unified Device Architecture and is the parallel computing architecture developed by NVIDIA that is accessible to software developers through variants of industry standard programming languages. A CUDA program calls parallel kernels. A kernel executes in parallel across a set of parallel threads (See Fig. 3.1.1). The programmer or compiler organizes these threads in thread blocks and grids of thread blocks. The GPU instantiates a kernel program on a grid of parallel thread blocks. Each thread within
a thread block executes an instance of the kernel, and has a thread ID within its thread block, program counter, registers, per-thread private memory, inputs, and output results. A thread block is a set of concurrently executing threads that can cooperate among themselves through barrier synchronization and shared memory. A thread block has a block ID within its grid. A grid is an array of thread blocks that execute the same kernel, read inputs from global memory, write results to global memory, and synchronize between dependent kernel calls.

In the CUDA parallel programming model, each thread has a per-thread private memory space used for register spills, function calls, and C automatic array variables. Each thread block has a per-block shared memory space used for inter-thread communication, data sharing, and result sharing in parallel algorithms. Grids of thread blocks share results in global memory space after kernel-wide global synchronization.

The compute capability of a device defines the processing features supported by a particular graphics board model. For example, the first NVIDIA 8800 series have the lower possible compute capability, 1.0. Current Fermi architecture instead, have compute capability 2.0. Differences are, for example, the support or not of atomic operations. An atomic function performs a read-modify-write atomic operation on one 32-bit or 64-bit word residing in global or shared memory. This feature can suppose important performance differences.

The NVIDIA CUDA framework has several advantages over traditional GPGPU architectures. It supports the scatter-read and scatter-write operations, so several threads can read from arbitrary addresses or write in specific memory of the GPU. It provides access to shared memory, that is, a fast shared memory region (up to 48KB in size in latest GPU models) that can be shared amongst threads. This can be used as a user-managed cache, enabling higher bandwidth than is possible using texture look-ups. Furthermore, the memory allocation on GPUs and data transfer between CPUs and GPUs is performed in a more generic and efficient way. In addition, CUDA supports integer and bitwise operations, including integer texture look-ups.

3.2 A Flexible Ray Caster on GPGPU Architectures

In this section we present an improved version of our multi-resolution ray-caster presented in chapter 2. The new rendering system (see Fig. 3.2) is constructed around a flexible GPU ray casting kernel, exploiting the advanced characteristics of GPGPU to achieve both flexibility and performance. Ray traversal and compositing operations are flexibly customized using template specialization to achieve a variety of realistic and illustrative effects. The rendering kernel feeds back visibility information to the adaptive loader using scatter memory write operations. Furthermore, the application responsiveness is improved by recomputing only a fraction of the pixels at each frame and reconstructing full images using an adaptive spatio-temporal filter.

3.2.1 CUDA Stackless Octree Ray Caster

At run-time, an adaptive loader updates a view- and transfer function-dependent working set of bricks incrementally maintained on CPU and GPU memory by asynchronously fetching data from the out-of-core octree. The working set is maintained by an adaptive refinement method guided by suitably computed node priorities, determined using information fed back
from the renderer. Following our previous work (see chapter 2, we assume that the adaptive loader maintains on GPU a cache of recently used volume bricks, stored in a 3D texture, and constructs at each frame a spatial index for the current working set in the form of an octree with neighbor pointers.

Our new octree encoding is more compact and efficient than the one presented in the previous chapter (see subsection 2.3.2.1, and consists in a single \(6 \times N\) 2D texture with 32bit components (see Fig. 3.3). Texture columns index the \(N\) nodes of a linearized octree, while each row contains a different attribute. The first row contains spatial index nodes, with a 16bit index pointing to the node’s parent, and a 16bit index pointing to the first of eight consecutive children (null for leafs). The second row contains the index of associated data in the current brick pool, or null for empty nodes. The third row contains the minimum and maximum values used for mapping the 8bit data values contained in the referenced bricks to the input domain. The fourth, fifth, and sixth rows contain the \((-x, +x), (-y, +y), (-z, +z)\) neighbor pointers. The cost of this representation is of 192bits/node, improving over the 256bits/node of Gobbetti et al. [Gobb 08], even though the storage of data ranges, parent pointers, and data pointers for all tree nodes, as they enable the ray-caster to perform high-quality filtering. The approach by Crassin et al. [Cras 09], which also supports multilevel access to the hierarchy, uses only 64bits/node (but without data ranges), but forces the usage of kd-restart, leading to many redundant traversal steps. The spatial index texture is traversed by a ray-caster implemented in CUDA, with a CUDA thread associated to each ray.Traversal starts by transforming the ray to volume coordinates and by clipping it to the volume extent. Empty and non-empty bricks are then enumerated in front-to-back order, adapting sampling density to brick resolution, and stopping as soon as possible. The brick enumeration strategy follows the stackless approach presented in chapter 2. Each time a brick is traversed, data is accumulated according to the current rendering mode (see subsection 6.2), and the position along the ray upon brick exit is updated to the entry point of the next visited node, which is found by following neighbor pointers.
3.2.2 Flexible Traversal and Compositing

Our new renderer employs scalar transfer functions to associate optical properties to scalar values. The renderer works with extinction weighted colors, and we thus have a transfer function $\tau(s) \in [0, \infty[$ for the extinction coefficient and a transfer function $c(s)$ for the color, that has to be multiplied by $\tau(s)$ to yield an actual color intensity $\tilde{k}(s) = \tau(s)c(s)$ for a given scalar value $s$. In addition, we have a transfer function $\iota(s) \in ]0, 1[$ for the importance of scalar value $s$, and $\nu(s) \in [0, \infty[$ for the refraction index. In order to deal with high frequency transfer functions, we use a preintegration based technique. In our approach, each transfer function is stored in a $2 \times N$ 2D texture. The first row of the texture contains a look-up table for a function $f(s)$, while the second row stores a look-up table for the function $F(s) = \int_0^s f(s) \, ds$, $f$ being one of the functions $\tau, \tilde{k}, \iota, \nu$. We actually maintain a total of three textures: a 4-components one for $\tilde{k}(s), \tau(s)$, and two 1-component ones for $\iota(s)$ and $\nu(s)$.

Figure 3.4: Screenshots showing the continuous refraction effect. With refraction enabled, ray direction is changed at each integration step according to Snell’s law, and fine details in transparent objects become visible. The view-dependent effect is particularly evident when seen on the light-field display.
Figure 3.5: **Detail comparison showing the refraction effect.** With refraction enabled (right), ray direction is changed at each integration step according to Snell’s law, and fine details in transparent objects become visible. The view-dependent effect is evident when seen on the light-field display.

The final color for each pixel is computed by performing compositing operations while following a view ray $r = O + tv$. At each integration step $i$, we consider a segment of length $d_i$ along $r$, sample the scalar texture at the end of the segment to retrieve a scalar $s_i = s(t_i)$, and compute each of the attributes $f_i$ we require for compositing with the following equation:

$$f_i = \begin{cases} 
F\left(\frac{s_i - F(s_{i-1})}{s_i - s_{i-1}}\right) & \text{if } \|s_i - s_{i-1}\| > \epsilon \\
F\left(\frac{s_i - s_{i-1} + s_i}{2}\right) & \text{otherwise}
\end{cases} \quad (3.1)$$

where $s_{i-1}$ is the scalar value at the beginning of the segment, which is recorded from a previous step together with $F(s_{i-1})$, and $0 < \epsilon \ll 1$, e.g., $\epsilon = 10^{-3}$. The overall method is numerically stable and the main assumption behind it is that the scalar data $s$ along the small segment is well approximated by a linear interpolation between $s_{i-1}$ and $s_i$. Once the average attributes for the segment have been computed, the extinction weighted color $\tilde{c}_i$ and the extinction $\tau_i$ are transformed into opacity weighted colors $\tilde{c}_i$ and opacity $\alpha_i$ using the relation $\alpha_i = 1 - e^{-\tau_i d_i}$. We then compute the gradient $\nabla s_i$ using central differences at $t = t_i + t_{i-1}$. As for GigaVoxels [Cras 09], we can exploit multilevel access to the hierarchy (see Fig. 3.7) to sample both $s_i$ and $\nabla s_i$ at multiple levels in the octree hierarchy, and blend them using quadrilinear interpolation for continuous filtering. In addition, we employ the multiple values and gradients for multilevel shading effects, such as exaggerated shading [Cign 05] and normal unsharp masking [Rusi 06].

All the computed attributes, the current ray position and direction, and the material and light properties (ambient, diffuse, and specular factors, plus shininess exponent) are then made available to “enhancer” objects, which, much as shaders in a rasterization pipeline, can freely modify them to implement a variety of effects (see section 6.4 for examples). All the active enhancers are chained together, each receiving the result of the prior one as input. After the enhancers have produced their final values, the actual shading and compositing steps can be performed. The shading step simply takes colors and gradients and computes a shaded color. The accumulation and compositing scheme is similar to MID A [Bruc 09], even though in our case we accumulate importance rather than intensity, leading to a Maximum Importance Difference Accumulation approach. First, we compute the current importance difference $\delta_i = \max(\iota_i - t_{\max}, 0)$, where $t_{\max}$ is the current maximum importance value along the ray. We
then compute $\beta_i = 1 - \gamma \delta_i$, and perform the accumulation according to the following equation:

\[
  c^*_i = c^*_{i-1} \beta_i + (1 - \beta_i \alpha^*_{i-1}) \tilde{c}_i \\
  \alpha^*_i = \alpha^*_{i-1} \beta_i + (1 - \beta_i \alpha^*_{i-1}) \alpha_i
\]  

(3.2)

\[ (3.3) \]

where $c^*$ and $\alpha^*$ denote accumulated colors and opacity, and $\gamma \in ]0, 1[$ is a parameter that allows us to smoothly interpolate from plain volume rendering (with $\gamma = 0$) to full maximum importance difference accumulation (with $\gamma = 1$). The effect of the above equation with $\gamma > 0$ is to have more important content shine through previously accumulated values. Equation 3.2 only differs from standard DVR compositing by the additional weighting with $\beta_i$ of previously accumulated colors and opacity. Higher prominence is assigned to local maxima of the importance function, letting more important content shine through less relevant material (Fig. 3.8).

In this framework, particular care has to be taken to make the overall hierarchical bricking
scheme cooperate with the above preintegration based approach. In particular, upon entry and exit of empty bricks we perform an accumulation step with the default “empty” values (black color, null importance and opacity, unit refraction index). Upon entering a non-empty brick, the first accumulation step uses a distance $d_{IN}$ corresponding to the distance between the previous and the current sampling position, then proceeds with a number of steps of constant length $d$ equal to the local voxel size. If refraction is not enabled, the ray direction is maintained constant, and the number of steps performed within a brick is computed upon brick entry by intersecting the ray with the brick’s bounding volume. If refraction is enabled (see Fig. 3.4 and 3.5), direction is changed after each step according to Snell’s law, and the brick exit condition is checked at each step. In this approach, the management of empty bricks is consistent with the management of empty voxels within non-empty bricks only if enhancers are not active for empty voxels. We enforce this in our code by skipping enhancement if $\alpha < \epsilon$.

Moreover, since Equation 3.2 does not guarantee monotonously increasing opacity, early ray termination criteria must be revised. We thus estimate the maximum future opacity delta with $\Delta \alpha^*_i = 1 - (1 - \gamma(1 - \iota_{\text{max}}))\alpha^*_i$, and stop ray traversal when $\Delta \alpha^*_i < \epsilon$. Note that if $\gamma = 0$, this test reverts to the usual accumulated opacity test. For performance reasons, this test is performed after traversing each non-empty brick, and not after each accumulation test.

### 3.2.3 Putting It All Together: Flexibility and Performance

The above flexible rendering structure requires particular care in implementation to ensure reasonable performance. In particular, depending on the configuration, the rendering kernel has to switch between refraction or straight ray propagation, and to apply a chain of enhancing filters, each of variable complexity, to the current sampled state. Writing a single rendering kernel with run-time switches would lead to a bulky code with poor performance and lacking extensibility. In our framework, we exploit the advanced programming capabilities of the CUDA framework to deal with the problem. In particular, C++ templates provide us with abstraction and flexibility while retaining the opportunity for optimal performance and compiler optimization. This implies that with a proper design we can achieve fine abstraction granularity, and still deliver the performance of hand-tuned implementations.

In our design, the rendering kernel is a generic function whose template parameters define the stepping behavior within non-empty bricks and a series of up to three chained enhancing behaviors. A multiple dispatching code run at each kernel launch, whose structure is illustrated in Listing 3.2.3, transforms all dynamic types into static types before kernel invocation. In the actual code, preprocessor macros are used to avoid replication of the multiple dispatching code, increasing code extensibility.

An enhancer is seen as a class providing three device functions of the current accumulated and sampled state that define the behavior at ray start, at each sampling step, and at ray termination. These device functions, called `enhance_initialize`, `enhance`, and `enhance_finalize`, operate on the rendering state, and also have access to a specific enhancer’s constant and variable state. The constant state is a structure containing the current enhancer parameters, which is stored in device constant memory and shared among all threads. The enhancer variable state, instead, is a per-thread structure stored in device shared memory, and initialized by the kernel before ray traversal using the `enhance_initialize` entry point. Storing this data in shared memory, as well as other kernel long-lived variables (ray origin, direction, and accumulated state), reduces the number of registers required by a given thread invocation,
increasing device occupancy. In our design, a specific kernel is generated (and optimized by the compiler) for each of the possible combinations of steppers and enhancers. A special `null_enhancer` class, with empty constant and variable data and no operations performed in device functions allows us to implement a pass-through behavior, when not all enhancers are present.

Generating a different specialization for each possible combination of enhancers obviously leads to combinatorial explosion of generated implementations. This problem is common to most C++ template libraries. We thus keep the number of concurrently active enhancers low (2-3 in our implementations), and parametrize enhancers to reduce the number of classes on which to dispatch. Since the ray-casting kernel code is small, the problems are fully manageable. A fully optimized compilation of a system with four different enhancer types takes less than one minute when allowing three concurrently active enhancers.
Chapter 3. Taking Advantage of GPGPU Architectures

3.2.4 Visibility-aware Adaptive Loader

The adaptive loader maintains in-core a view- and transfer-function- dependent cut of the out-of-core octree and uses it to update the GPU cache and spatial index. The basic principle of the method is to update at each frame the visibility status of the nodes in the graph based on rendering feedback, and, during the refinement cycle, only refine nodes that were marked as visible during the previous frame and are considered non-empty according to the current transfer function. Under this approach, the available GPU texture slots will be used mainly for nodes situated in the visible part of the model, and load requests will not even be posted for invisible ones (see Fig. 3.10).

The update procedure goes through different phases. First, the visibility feedback array, computed at the previous frame, is copied from the device into the host and the visibility status of the in-core nodes is updated accordingly. Since the array only stores data for visited leaves, visibility data is then pulled up to inner nodes by recursively combining visibility information of child nodes. Then, the graph is visited top-down, stopping each time a node is accurate...
enough, is empty according to the current transfer function, or is marked as not visible in previous frame. As in [Scha 05], summed-area tables of the transfer function opacity are used to determine if a brick is empty by taking the difference of the table entries for the minimum and maximum block values stored with the node. On devices with CUDA capability 1.1 and above, a node is considered visible if traversed by more than a prescribed small number of rays. On older devices, a node is marked visible if the corresponding entry in the visibility array is non-zero. When traversal stops, eventually present sub-trees in the octree cut are considered over-refined and are thus removed. When leafs needing further refinement are reached, they are inserted in a refinement queue ordered by decreasing accuracy error. We then proceed by refining nodes present in the refinement queue, stopping when all nodes are considered adequately refined, no data is currently available in-core to perform a refinement, or no more space is available in the GPU cache to contain a further subdivision. In order to hide out-of-core data access latency, all data access requests are performed asynchronously by a separate thread, and refinement for a given node continues only if data is immediately available. Once refinement is completed, the graph is visited bottom-up, recursively merging all nodes that contain only empty leafs. At the end of the update procedure, all nodes in the current working set are present in the GPU cache. The structure of the in-core octree is encoded into the spatial index texture and transferred to the GPU before launching the CUDA kernel performing ray-casting. The update process is extremely fast, given the coarse granularity of the octree of bricks and the fact that visibility information is available at negligible cost as a renderer by-product.

3.3 Adaptive Frame Reconstruction

Rendering performance can be further improved by taking into account spatio-temporal coherence. In this section, we reduce the amount of pixels generated at each frame, and reconstruct full images based on samples acquired at different times. Our aim is to increase responsiveness, while not compromising the ability to render static images at full quality. Our method is purely image-based and works without making assumptions about the rendered scene and rendering process. No cooperation from the renderer is required, besides the ability of computing images. The basic idea is to use an adaptive spatio-temporal filter, which strives to provide spatially detailed imagery where the viewed scene is static, and low-latency (if blurred) imagery where it is dynamic. In order to fully exploit parallel rendering performance and to avoid destroying coherence among neighboring rays, we do not perform adaptive sampling, but group pixel batches in sub-frames aligned on a quincunx lattice. We explicitly avoided using more elaborate sparse/adaptive schemes because we want to reduce CPU/GPU communication. Moreover, it is generally better to trace many groups of very nearby rays to reduce thread divergence than selecting fewer sparse rays to trace. Screen pixels are thus assigned to $N$ sub-frames (4 in our current implementation) made of interleaved pixels on $x$ and $y$ axes (see Fig. 3.3), which are sequentially rendered and buffered. At each frame presented to the viewer, only one sub-frame is re-rendered, and frame reconstruction is performed for presenting the image. The reconstruction process starts by copying the pixels of the just rendered sub-frame to the appropriate locations in the final image. All other pixel values are then generated by a spatio-temporal filter. The basic idea is to compute a new not-rendered pixel $Q'_t$ by combining its previous version in time, $Q_{t-1}$, with its four cross...
neighbors in space, $A_t, B_t, C_t, D_t$ (see Fig. 3.3). We first compute a spatial approximation $Q_t^{\text{spatial}}$ by averaging the two opposite neighbors with lower color difference (i.e., $A_t, C_t$ or $B_t, D_t$). Then, we estimate the temporal change $\Delta Q$ of the pixel by taking the maximum absolute color difference among $(A_t, A_{t-1}), ..., (D_t, D_{t-1})$. The new pixel color is then computed by $Q'_t = Q_{t-1} + \text{smoothstep} (\Delta Q, \Delta_l, \Delta_h)(Q_t^{\text{spatial}} - Q_{t-1})$, where the smoothstep function smoothly transitions from zero to one as $\Delta Q$ varies between $\Delta_l$ and $\Delta_h$. The process is then repeated for all other missing pixels, by suitably shifting and rotating the reconstruction grid when applying the same reconstruction process. With such an approach, where the image is dynamic, more recent samples are emphasized, resulting in up-to-date, but possibly slightly blurred images. Where the image is more static, older samples dominate reconstruction, leading to sharp images. In static image areas, the method is guaranteed to converge to the same
image that would have been computed by performing a full-resolution ray-casting. We have purposely decided not to include motion compensation or re-projection steps, since we prefer increased blur in motion areas over artifacts when dealing with semi-transparent objects.

Figure 3.11: **Frame-reconstruction scheme using the quincunx pattern.** Sub-frame pixels are arranged according to a quincunx pattern. The last sub-frame, as well as the four previously rendered ones, contribute to the full image.

Figure 3.12: **The spatio-temporal filtering scheme.** A spatio-temporal filter reconstructs a full image considering previous and current values of a pixel and its neighbours.

The frame reconstructor is fully implemented in a single CUDA kernel. Each thread reconstructs a quad of $2 \times 2$ pixels using a three phase process. First, threads within the same thread block cooperate to load into shared memory the tile of present and past pixel values required for reconstruction, and copy to the output buffer the single up-to-date pixel associated to them. Then, each thread reconstructs the diagonal neighbor of that pixel. Finally, the horizontal and vertical neighbors are reconstructed. A `syncthreads()` barrier at the end of each phase ensures that the four neighbors of the next reconstructed pixels are up-to-date.
3.4 Implementation and Results

An experimental system has been implemented on Linux using OpenGL and NVIDIA CUDA 2.3. The out-of-core octree structure is implemented on top of Berkeley DB, with LZO compression applied to data nodes. The rendering kernel has been embedded directly in a single-process application, using a separate thread for asynchronous data loading. We have tested our system with a variety of high resolution models and settings. In this section, we discuss the results obtained with the inspection of two 16bit/sample micro-CT datasets: a Veiled Chameleon ($1024 \times 1024 \times 1080$) and a Pichi Armadillo ($1024 \times 1024 \times 999$) specimens. In order to test the system with extremely large and demanding datasets, the original data has been artificially zoomed by $4 \times$ in a preprocessing step (i.e., to $\approx 4K^3$ voxels) by tricubic interpolation plus procedurally added detail. The construction of the octree from source data was performed using octree bricks of $32^3$, instructing the preprocessor to use the compressed 8bit format and to filter out data with a value lower than 6400, in order to discard most of the noisy empty space. For the chameleon, data preprocessing took 12.3 hours on a Linux PC 2.4GHz CPU and produced a 15GB octree database starting from an uncompressed source size of 135GB. The RMS error was 14.6, and the AMAX error was 116. The armadillo dataset produced similar results (13.8GB octree database, $RMS = 15.8$, $AMAX = 122$).

We evaluated single PC rendering performance on a number of interactive inspection sequences using the 4K models and measuring actual frame rates (i.e., not only raw rendering times, but frame-to-frame times). We report here on the results obtained when rendering on a PC with NVIDIA GTX 280 using a window size of $1024 \times 576$ pixels and 1 voxel/pixel accuracy to drive the adaptive renderer. When using the moderately opaque transfer function

\[\text{Figure 3.13: Effect of the MImDA accumulation scheme demonstrated with a medical dataset. In these images, we show the difference between using standard DVR accumulation and employing the proposed MImDA accumulation scheme, the effect demonstrate to improve the understanding of structures which naturally would be hidden.}\]
of the top image in Fig. 3.10, the frame rate of typical inspection sequences of the chameleon dataset varies between 23Hz for extreme close-up views to over 60Hz for overall views. Making the model highly transparent, as in the bottom of Fig. 3.10, reduces the performance to 11Hz – 39Hz. Adding refraction leads to rendering rates of 7Hz – 32Hz. Using interactive tools, which activate enhancers in the CUDA ray-caster, decreases the performance by about 10%. Interactive rates are thus guaranteed even in the most demanding situations. Part of the performance is due to the frame reconstruction approach, which guarantees a speed-up of $2.15 \times - 3.3 \times$ depending on the situation. The speed-up is sub-linear, since we reduce the number of traced pixels by 4. The additional overhead is mostly due to the reduced coherence of rays traced from a sparser pixel grid, leading to increased divergence among threads traversing the spatial index structures.

3.5 Conclusion

We have described in this chapter a flexible multi-resolution volume rendering system implemented on a GPGPU architecture that introduced a series of improvements on the previously presented multi-resolution volume rendering method (see chapter 2). The new ray-caster is constructed around a flexible CUDA rendering kernel, which is also valid in more standard visualization settings. Template specialization was exploited to flexibly customize ray traversal and compositing operations to achieve a variety of realistic and illustrative effects. Scatter memory write operations within the kernel were exploited to feed visibility information from the rendering kernel back to the adaptive loader for implementing occlusion culling. Finally, this chapter described a technique for improving frame rates by recomputing only a fraction of the pixels at each frame and reconstructing full images using an adaptive spatio-temporal filter.

3.6 Bibliographical Notes

This chapter expanded the content of the article [Igle 10], where we presented an adaptive out-of-core rendering engine based on CUDA containing a number of improvements over previous state-of-the-art GPU volume renderers [Gobb 08, Cras 09]. Notable improvements include a more efficient handling of visibility information and a more flexible compositing pipe-line.
Figure 3.14: Effect of the MImDA accumulation scheme with a full-body dataset. The difference between using standard DVR accumulation and employing the proposed MImDA accumulation scheme demonstrate its usefulness for improving the understanding of inner structures which naturally would be hidden.
Handling Discontinuous Datasets

The most common representation of volumetric models is a regular grid of cubical voxels with one value each, from which a smooth scalar field is reconstructed. However, common real-world situations include cases in which volumes represent physical objects with well defined boundaries separating different materials, giving rise to models with quasi-impulsive gradient fields. This chapter introduces a new volumetric primitive, named split-voxel, to handle such datasets containing sharp boundaries and discontinuities. We show how to convert a standard mono-resolution representation into an out-of-core multi-resolution structure, both for labeled and continuous scalar volumes using the split-voxel primitive. Furthermore, this chapter shows how to exploit such representation in a simple and efficient ray-casting accumulation scheme to interactively explore the resulting models using a multi-resolution GPU ray casting engine.

4.1 Introduction

The most common representation of volumetric models is a regular grid of cubical voxels with one value each, from which a smooth scalar field is reconstructed. This regularity enables efficient rendering, but is not well adapted to all data distributions. Common real-world situations include cases in which volumes represent physical objects with well defined boundaries separating different regions, giving rise to models with quasi-impulsive gradient fields. Boundary regions are prominently visible in volume rendered images, and the sampling nature of the voxelized representation can lead to aliasing, since voxel size restricts size and location of rendered details.

In order to overcome these limitations, we introduce a volumetric primitive, that we call split-voxel, which replaces blocks of $N^3$ voxels by one single voxel that is split by a feature plane into two regions with constant values. The feature plane provides a linear approximation to the strongest value discontinuity in the block, while the two values represent medians or averages which are not blurred over the discontinuity. This description is exploited in a multi-resolution GPU ray-casting framework able to handle large out-of-core datasets, and is used to represent both leaves and inner levels. Specifically, the main contributions of this approach are the following:

- The split-voxel volumetric primitive that encodes scalar data together with edge detection information;
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A hierarchical approach for converting a standard mono-resolution voxelized representation into an out-of-core multi-resolution structure based on split-voxels, both for labeled and continuous scalar volumes;

A simple and efficient ray-casting accumulation scheme exploiting split-voxels incorporated within a GPU accelerated out-of-core renderer providing real-time exploration with dynamic transfer function editing.

This representation has little overhead over storing precomputed gradients, and has the advantage that feature planes provide minimal geometric information about the underlying volume regions that can be effectively exploited for volume rendering. In particular, split-voxels are able to track material interfaces, as they occur in many physical objects, and, when employed in a multi-resolution representation, provide accurate silhouettes even at very coarse levels of detail, reducing the data and time required to render understandable images (see Fig. 4.1). We show that the split-voxel primitive can efficiently model volume datasets containing intensity scalar values, as well as material labels. Since the method is applied to scalar values, the renderer is able to change the transfer function in real-time without the need to reprocess the data.

The split-voxel model is tuned for scalar fields containing sharp boundaries between different near uniform zones. One limitation of split-voxels. The representation is non-continuous, and volumes exhibiting smoothly varying gradient fields, e.g., the results of gas/fluids/fire simulations, are not managed as efficiently.

4.2 Related Work

Reconstructing the original data, as accurately as possible from a discretized representation, while maintaining a reasonable execution speed and limited memory needs, is a fundamental problem in volume graphics. The most common representation of volumes in (GPU) volume rendering applications is a regular grid of scalar values. The most direct way to reconstruct data from the sampled representation is to use a polynomial filter. Constant and linear filters, directly supported by the hardware, are by far the most commonly used representations, but have obvious limits in their reconstruction power. In case of rapidly varying data, too many samples are required to avoid aliasing problems, with problems in
terms of memory occupancy and traversal efficiency. Sparser representations can in principle be obtained with higher order filters. Even though these filters (typically the tricubic one) can be smartly implemented on top of linear interpolation to reduce their computational cost [Sigg 04], their run-time evaluation remains costly for an interactive renderer due to the many texture fetches. Ringing artifacts may also appear, and sharp boundaries are not directly represented. Moreover, with these continuous representations, sampling has still to be performed at a high frequency to avoid missing sharp value changes. Various approaches for reducing sampling rates are known in the literature. Pre-integrated volume rendering [Enge 01, Roet 03, Lum 04, Kye 08] deals with high frequencies in transfer functions rather than in the scalar volume itself. Adaptive sampling methods solve the boundary detection problem in real-time by adjusting sampling frequency during ray casting. For instance, Hadwiger et al. [Hadw 05] combined rasterization of min-max blocks with adaptive sampling and a secant method solver to ray cast discrete isosurfaces on the GPU, while Knoll et al. [Knol 09] employ a peak finding strategy which explicitly solves for iso-values within the volume rendering integral. The underlying sampled function is still considered continuous, and due to the cost of repeated evaluation, is at most a low order polynomial. A number of systems deal with segmented datasets (e.g., [Hadw 03, Roet 03]), but the focus is on blending separate gridded representations using different pre-determined transfer functions. Our method, instead, encodes minimal boundary information in the split-voxel primitive. This way, the primitive can be used for constructing multi-resolution structures while preserving boundary details even for low resolution scales, and the model can easily be employed in all kinds of accumulation strategies commonly considered for volume ray casting. The underlying concept of our split-voxel has been explored in different contexts before. In two dimensions, geometrical wavelets, which explicitly encode discontinuities, were introduced to properly catch edges often present in images [Dono 99, Will 03], and they have been applied to approximation and compression problems. Representations that enrich images with codes for local boundaries have also been introduced with the main purpose of combining vector and raster image features [Sen 04, Tumb 04, Rama 04]. Modified 2D interpolation rules requiring multiple fetches per texel are used to support up to four linear discontinuities in every pixel. The Pinchmap [Tari 05] improves over these methods by proposing a GPU-optimized 2D texture representation which separates the encoding of discontinuities from the encoding of the signal. The two-colored pixel approach of Pavic and Kobbelt [Pavi 10], developed in parallel to our work, also uses a representation using two colors per pixel separated by a feature line, and extends it to 3D for a video re-targeting applications. Other methods are instead targeted to extract feature preserving surface representations from volume data [Kobb 01, Ju 02]. While these approaches conceptually share similarity to ours, they cannot applied to volume rendering. In the context of volume rendering, Sereda et al. [Sere 06] introduced the LH space as a transfer function domain. It starts from the assumption that every voxel lies either inside a material or on the boundary between two materials with lower intensity FL and higher intensity FH, respectively. They show that the LH histogram conveys information about dataset boundaries in a more compact and robust way than common intensity-gradient histograms and therefore seems to be well-suited for volume exploration. Prašni at al. [Pras 09] improved this approach by deriving an efficient technique for the computation of LH values, which is fast enough to support post-classification at interactive frame rates. The underlying assumption is similar to our split-voxel concept, but while these methods deal with the generation of
efficient transfer functions, we instead focus on modeling and rendering volume data. With respect to the construction of the split-voxel model, our approach deals with the approximation of a small cubic scalar volume with two materials and a separation surface. To this end, various statistical methods can be employed to perform this classification, such as, for example, the well-known Support Vector Machines [Vapn 95] or the enumeration strategy of Pavic and Kobbelt [Pavi 10]. The split-voxel construction deals also with the 3D edge-detection problem, which has been investigated in depth in the literature. Our technique shares similarity with the moment-based operator [Luo 93]. Finally, the split-voxel model is incorporated into the multi-resolution CUDA rendering framework described in the previous chapter (see chapter 3).

### 4.3 The Split-Voxel Volumetric Primitive

We consider a generic scalar regular volume, i.e., a discrete representation over a cartesian grid of a continuous scalar function $s(x)$, where $x \in \mathbb{R}^3$. In this representation, the scalar value associated to each voxel is derived from some sort of measurement apparatus or simulation or digital processing, and it takes the form of an intensity measured value, in the case, for example, of data directly coming from medical scanning devices, or the form of a material label, when some classification has been performed over data. In order to enhance the appearance of surface structures in the volume, it is common to exploit the gradient $\nabla s$ to evaluate a surface shading model. High quality volume renderers, thus often precompute gradient values at each voxel position. Precomputing the gradients, rather than evaluating them at run-time, allows the renderer to use high quality filters with kernels larger than those which can be afforded for on-the-fly computations. Moreover, since the gradient is a bad predictor for the surface normal orientation in nearly homogeneous regions due to the increased influence of noise, gradients with low magnitude are typically filtered out. For instance, Bruckner et al. [Bruc 09] filter out all gradients whose norm is less than an eighth of the maximum gradient magnitude in the dataset. In order to better handle situations in which the gradient changes abruptly, rather than simply precomputing and prefiltering gradients, we incorporate in our split-voxel representation a minimal approximation of the locations of the strongest value discontinuity within the split-voxel region. Specifically, a split-voxel is defined as a volumetric primitive representing the interface between two intensity values (or

![Figure 4.2: Split-voxel primitive. A split-voxel replaces a block of $N^3$ voxels by one single voxel that is split by a feature plane into two regions with constant values. The feature plane provides a linear approximation to the strongest value discontinuity in the block, while the two values represent medians or averages which are not blurred over the discontinuity.](image)
label values in the case of segmented volume data). The following information is encoded inside a split-voxel (a 2D schematic representation is showed in Fig. 4.3): two scalar values $F$ and $B$, and the equation of an oriented feature plane $\Sigma = (\alpha, \beta, \gamma, \delta)$ indicating the boundary between $F$ and $B$. The same representation is also valid for voxels containing uniform materials, that are encoded by imposing that front material is equal to back material and by zero-ing the separation plane. The representation has the following properties:

- the feature plane $\Sigma$ provides a linear approximation to the strongest value discontinuity in the block. It replaces the gradient as an indication of the local surface normal, and the availability of a plane constant provides additional information on the location of the discontinuity;
- the values $F, B$ represent medians or averages which are not blurred over the discontinuity. Hence, they can be used for sharp value evaluation and exploited for implementing multi-resolution filtering schemes. In particular, a sharp value for a point $P(x, y, z)$ inside the block can be obtained by computing a signed distance $d = \alpha x + \beta y + \gamma z + \delta$, and selecting $F$ if $d > 0$, and $B$ otherwise;
- the storage overhead with respect to a typical precomputed gradient representation is limited to two values: an additional scalar and the plane constant; moreover, the additional information permits to render at coarser levels of detail, leading to reduced memory needs and frame rendering times. Each split-voxel can thus replace blocks of $N^3$ voxels.

The representation thus trades continuity of the reconstruction with the ability to rapidly track value changes at negligible cost during rendering algorithms. Boundary sharpness with split-voxels is infinite, and will not depend on the density of sample points as it might with plain voxels. It is clear that only a single discontinuity can appear in a single split-voxel, but this limitation is unavoidable for fixed-size representations. Limiting the representation to be linear makes it fast to compute and efficient for rendering.

## 4.4 Preprocessing Using the Split-voxel Primitive

The split-voxel construction replaces gradient precomputation and data filtering in the volume preprocessing pipeline of our volume rendering framework. The goal is to convert a standard mono-resolution voxelized representation into a out-of-core multi-resolution structure based on split voxels, both for labeled and continuous scalar volumes. The process is hierarchical and constructs an octree of volume bricks, in which each brick element is a split voxel. We first detail how a single split voxel is constructed from a gridded representation, and then we explain how the procedure is hierarchically applied to complete the multi-resolution hierarchy.

### 4.4.1 Constructing a Split-voxel

Since a split-voxel represents a generic small cubical volume portion, it can be derived from a standard gridded representation by considering a voxel block of $N^3$ with resolutions starting from $N = 2$. In order to increase continuity among adjacent split-voxels, a boundary overlap of $M$ voxel layers can be also considered during construction (typically $M = 1$ or 2), thus resulting in grids containing $(N + 2M)^3$ voxels (see Fig. 4.3). The split-voxel construction
procedure specifically consists of identifying two main values (in the case of intensity based volumes) or labels (in the case of segmented volumes), and the plane which better separates the two material clusters.

### 4.4.1.1 Discrete Data

In the case of segmented data, material labels are intrinsically defined inside the volume grid, and no class identification is needed. Hence, value classification consists of identifying the one or two most frequent labels inside the block. When more than two materials are present inside the volume, region-growing approaches could be also considered, but here we decided to limit the definition of split-voxel to the two most important materials in terms of frequency. Once classes are identified, if the volume can be represented by a single value, the associated split-voxel is assigned the same front and back materials and a null separation plane, otherwise the separation plane is rapidly estimated by considering the geometric cluster barycenters \( p_f \) and \( p_b \) of the two identified materials, and the two material frequencies \( n_f \) and \( n_b \). Specifically, the split surface is defined as the plane with normal \( n \) and passing through \( p \), where

\[
\begin{align*}
\mathbf{n} &= \frac{\mathbf{p}_f - \mathbf{p}_b}{\|\mathbf{p}_f - \mathbf{p}_b\|} \\
\mathbf{p} &= \mathbf{p}_b + (\mathbf{p}_f - \mathbf{p}_b) \frac{n_b}{n_f + n_b}
\end{align*}
\]

as depicted in Fig. 4.3. If the distance between \( \mathbf{p}_f \) and \( \mathbf{p}_b \) is too small (a fraction of the voxel size), it is considered that the region is not easily linearly separable and we assign a uniform split-voxel with the most frequent label. This happens, for example, in the case of noisy regions, of small convex clusters almost entirely wrapped by another material. In most situations, however, a good linear approximation of the separating surface exists. While more elaborate solutions are possible, we found that this method provides a good approximation of the orientation and location of the strongest discontinuity (see Fig. 4.4 left).

![Figure 4.3: Split-voxel construction scheme for segmented data. Two examples of split-voxel construction. Split-voxel width N is 2 and boundary overlap M is also 2. Red part is the split-voxel, while the separation plane is depicted in yellow, and is computed according to equations 4.1, 4.2.](image-url)
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4.4.1.2 Sampled Data

When volume data are intensity scalars, we choose the approach to locally convert the data to a segmented representation before applying the same procedure used for the discrete case. To this end, we employ the classical iterative k-means algorithm [Lloy 03] to cluster the intensity values. Specifically, two initial means are defined as the minimum and the maximum intensity values available in the grid. The iterative procedure creates the two clusters by associating every intensity value in the grid to the nearest mean, and it updates the means by computing the centroid of the clusters. Clustering stops when the the assignments to clusters no longer change or after a fixed large number of iterations. Generally, after few iterations the algorithm converges with two resulting intensity values representing the two materials. At this point, if these intensity values are similar (their difference is less than a given threshold), we assume that a uniform material is contained inside the volume, otherwise we classify the grid voxels with respect to the two final means and we refer back to the same procedure employed for label volumes, by computing the separation plane according to equations 4.1 and 4.2. The front and back values are then defined by each cluster median values. We verified that the planes found by this simple method provide in practice good local approximations of the surface (see Fig. 4.4 right).

Figure 4.4: Close-up views of segmented datasets. The left image shows a segmented dataset (1911 × 1908 × 1813 resolution), while the right one shows a post-classified scalar dataset (512 × 512 × 400 resolution). Note the nice normals reconstructed by the simple split-voxel construction technique and the good matching between neighboring planes.

4.4.1.3 Encoding

In the case of typical 8-bit datasets, each split-voxel is stored in a 6-byte structure: the plane is represented in 4 bytes, while front and back values use a byte each one. For the sake of simplicity, and to maintain regularity in the structure and avoid too many indirections, we store uniform voxels using the same representation. The split-voxel dataset size has thus in the worst case at most 50% overhead over the typical scalar dataset stored with precomputed gradients at the same resolution (6 bytes in place of 4 bytes per element). However, since split-voxels are normally used to represent $N^3$-voxel resolution volume grids, the actual occupancy ratio is roughly $3/(2N^3)$. For example, in the case of split-voxels representing just 2-voxel width grids, the occupancy ratio is $3/16$, i.e. 18.75% with respect to the original dataset size.
4.4.2 Multi-resolution Hierarchy Construction

Our multi-resolution structure is a coarse-grained octree whose nodes are bricks of \textit{split-voxels}, which are built with a bottom-up procedure. Each brick is a cubical block with an edge width of some tens of \textit{split-voxels} [Gobb 08]. Leaf bricks are computed by sampling the input volume data and by encoding each brick component into a \textit{split-voxel} representation using the technique of Sec. 4.4.1. In order to construct non-leaf octree bricks, instead, we first re-sample into a gridded representation the \textit{split-voxels} of the next finer level which fall within the area of interest for construction. In this re-sampling procedure, each voxel receives the most dominant among the front and the back value of the associated \textit{split-voxel} (estimated by sampling the voxel). Once this procedure is terminated, the volume subsumed by the brick (plus $M$ layers of overlap), is represented as a regular voxel grid. The procedure detailed in Sec. 4.4.1 is then applied to convert it to the \textit{split-voxel} representation. The procedure is hierarchically repeated until we reach the octree root. It should be noted that the effect of the procedure is dual. First of all, each discontinuous \textit{split-voxel} ends up having an associated feature plane. Moreover, values are low pass filtered throughout the hierarchy while not blurring values over discontinuities. The procedure thus applies edge-preserving filtering for level of detail construction.

4.5 Rendering

We have integrated the \textit{split-voxel} primitive in a GPU accelerated out-of-core multi-resolution renderer based on single pass octree ray-casting [Gobb 08, Cras 09, Igle 10].

4.5.1 Hardware Accelerated Out-of-core Multi-resolution Rendering

CPU and GPU strictly cooperate to manage octree traversal and ray-casting. Specifically, a CPU thread, given the current viewing parameters, has the responsibility of identifying an octree cut, by refining bricks whose projected voxel size is higher than a user-selected threshold, while updating the associated LRU cache of bricks in the GPU by loading data from out-of-core storage. The GPU cache is updated incrementally frame by frame, and each brick can be reused over several frames, exploiting temporal and spatial coherence, thus limiting the required frame bandwidth. Moreover, the CPU thread builds at each frame an octree spatial index for the current cut, which allows the GPU to perform the traversal of the current uploaded octree cut. The GPU performs ray-casting, using the spatial index to enumerate the current cut leaf nodes traversed by the ray in front-to-back order. If the visited node is empty, it is simply skipped. If the node is non-empty, the associated brick is selected in the texture cache, and all the relevant \textit{split-voxels} are traversed, while accumulating color and opacity contributions according to the optical model employed. Octree traversal terminates when the ray leaves the volume bounding box, or when full opacity is reached. A variety of accumulation schemes can be employed for \textit{split voxels}. In this work, we describe the classic DVR scheme using a 1D transfer function to map values to colors and opacities. Since our scheme exploits variable step sizes, the renderer works with extinction weighted colors, and we thus have a transfer function $\tau(s) \in [0, \infty[$ for the extinction coefficient and a transfer function $c(s)$ for the color, that has to be multiplied by $\tau(s)$ to yield an actual color intensity $\tilde{k}(s) = \tau(s)c(s)$ for a given scalar value $s$. We actually maintain a single 4-components texture
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4.5 Handling Discontinuous Datasets

4.5.1 Plane Intersection

(a) Plane intersection inside voxel

(b) Plane Intersection outside voxel

Figure 4.5: The ray DDA traversal scheme. Scheme of voxel traversal using the DDA algorithm to enumerate intersected voxels. In Fig. 4.5(a) the ray intersects the plane of the central voxel inside \([t_{in}, t_{out}]\). The front material is accumulated along \([t_{in}, t_{plane}]\), the back material along \([t_{plane}, t_{out}]\), and shading is computed for both by considering the plane normal. In Fig. 4.5(b) the ray-plane intersection lies outside the voxel: \(t_{plane} > t_{out}\) and only front material is accumulated.

for \(k(s), \tau(s)\). The opacity of a segment of length \(\delta t\) is derived from an extinction coefficient \(\tau_i\) by \(\alpha_i = 1 - e^{-\tau_i \cdot \delta t}\).

4.5.2 Non-empty Brick Traversal and Split-voxel Accumulation

Color and opacity accumulation is performed during non-empty brick traversal. We exploit a 3D digital differential analyzer (3DDD A) scheme [Fuji 85] to traverse all intersected split voxels in front-to-back order. For a given ray \(r = o + dt\), after an initialization step performed upon brick entry, all traversed voxels are enumerated, and at each step the intersection abscissae \(t_{in}\) and \(t_{out}\) between the ray and the current voxel are updated, and the length \(\delta t = t_{out} - t_{in}\) of the current ray segment is computed. If the current split-voxel is uniform \((F = B)\), we simply accumulate its unshaded contribution weighted with the ambient component. In order to do so, we fetch \(\tilde{k}(F) = \tau(F)c(F)\), and convert them to opacity weighted colors associated to the length \(\delta t\). When the split-voxel contains a feature plane, a shaded contribution is instead applied for the front and back values. We thus fetch both \(\tilde{k}(F) = \tau(F)c(F)\) and \(\tilde{k}(B) = \tau(B)c(B)\) and separately use them for color accumulation. First, we order materials with respect to the relative orientation of the plane normal \(n\) and of the viewing ray direction \(d\). When \(n \cdot d \leq 0\), the front material is traversed first, otherwise the back material is traversed first. Second, we intersect the ray with the voxel plane to derive the \(t_{plane}\) abscissa value, and we accumulate the first material from \(t_{in}\) to \(t_{plane}\), and the second one from \(t_{plane}\) to \(t_{out}\), shading both the contributions by using the plane normal in the lighting equation, as indicated in Fig. 4.5(a). When \(t_{plane}\) lies outside the voxel, only one of the two materials is accumulated: the second material, if \(t_{plane} < t_{in}\), the first one otherwise, as shown in 4.5(b).

The rendering scheme thus trades continuity of the reconstruction with the ability to rapidly track value changes at negligible cost during rendering algorithms. Unrelated values are not combined together, and boundary sharpness is infinite and does not depend on resolution.
In many cases, this provides an improvement with respect to standard volume rendering techniques, which suffer when adjacent voxels contain very different intensity values, since interpolation tends to blur abrupt variations and to generate material values that are not physically present in original data in that position, often producing a color bleeding effect, as shown in Fig. 4.1 and 4.6. Finally, another advantage of our rendering scheme is that split-voxels can be projected to large screen areas, also for the coarsest level of details, since they are able to maintain a nice silhouette by shaping the boundaries with the voxel planes, as indicated in Fig. 4.6.

4.6 Results

Figure 4.6: Rendering quality comparison. Volume rendering of a continuous intensity based dataset of a turtle CT scan, and a close-up view of the discrete statues volume (first columns pixel tolerance 2, second columns pixel tolerance 8). Top row: nearest method is not able to preserve features as resolution decreases, but produces the right color. Middle row: linear method keeps a smooth silhouette, but color bleeding effect is present and increases for decreasing resolution, and the boundary tends to blur for the coarser representations. Base row: split-voxel method preserves objects silhouette and sharp separation among different layers even at very low resolutions, while maintaining the correct colors. Bottom: transfer functions. The right transfer function is the same one as employed for Fig. 4.1.

A prototype software system implementing the presented techniques has been developed on a Linux system using C++ and CUDA. The out-of-core octree structure has been implemented on top of Berkeley DB, exploiting the LZO compression library to reduce memory occupancy of each split-voxel brick. We have tested our system with a variety of high resolution models and settings. In this section, we discuss the results obtained with the processing and inspection
of three 8-bit datasets: a $512 \times 512 \times 400$ micro-CT of a Mata Mata turtle specimen (Source: Digital Morphology Project, the CTLab and the Texas Advanced Computing Center, University of Texas, Austin), a $1911 \times 1908 \times 1813$ synthetic labeled volume containing various surface models of statues which have been voxelized, and a $404 \times 474 \times 512$ labeled volume containing a segmented leg reconstructed from MRI acquisitions (Source: MiraLab, Geneva).

### 4.6.1 Preprocessing

Datasets were processed on a Linux PC Intel Core 2, 2.66 GHz. The construction of the octree from source data was performed using octree bricks of $32^3$ split voxels. Each split voxel was constructed from a discretized grid of $2^3$ voxels with a 2 layers overlap (i.e., a $6^3$ sampling grid). For the statue dataset, data processing took 7 hours and produced a $360MB$ octree database starting from an uncompressed source size of $3.1GB$, while for the turtle dataset, data processing took 15 minutes and produced a $60MB$ octree database from an uncompressed source size of $100MB$, and finally for the leg dataset data processing took 10 minutes and produced a $10MB$ octree database from an uncompressed source size of $100MB$. Processing times are comparable to those of other systems using high quality gradient precomputation (e.g., a Sobel $5^3$ kernel) [Gobb 08]. The percentage of the split-voxel in the statue and leg dataset is $2\%$ with respect to $98\%$ of constant voxels. On the other side, for the generation of the turtle dataset we considered a separation threshold of 10 and we got a percentage distribution completely different: $72\%$ split-voxels, with respect to $28\%$ constant voxels. This distribution difference explains also the difference in compression ratio between label and scalar volumes. For comparison purposes, we also built multi-resolution datasets to be used with nearest and trilinear rendering. Datasets to be used with the nearest technique were produced by considering a median filter to reconstruct a voxel from its 8 children, while an average filter was employed for datasets to be used with the linear technique.

### 4.6.2 Rendering

The performance of our rendering system prototype was evaluated on a Linux PC Intel Core 2, 2.66 GHz, equipped with an NVidia GTX 280. We considered a number of interactive inspection sequences using the three models and measuring actual frame rates (i.e., not only raw rendering times, but frame-to-frame times). We report here on the results obtained when using a window size of $800 \times 600$ pixels. Our technique efficiently supports real-time transfer function manipulation: please refer to the accompanying video available online ¹ for interactive sequences recorded live. When using transfer functions ranging from moderately opaque to highly transparent, we experienced that the frame rate of typical inspection sequences varies between $10Hz$ for extreme close-up views with transparency to over $40Hz$ for overall views. Interactive rates are thus guaranteed even in the most demanding situations. With respect to image quality, we compared our split-voxel rendering method to common direct volume rendering strategies, employing nearest filtering and trilinear interpolation filtering. The nearest filtering strategy is able to separate between different materials, but it has the problem that reconstruction quality is intrinsically poor and needs high resolutions to get good quality images. On the opposite side, trilinear filtering increases reconstruction quality at the cost of losing boundary features. Furthermore, it suffers from color bleeding.

¹See the online video at: [http://vic.crs4.it/vic/cgi-bin/multimedia-page.cgi?id=155](http://vic.crs4.it/vic/cgi-bin/multimedia-page.cgi?id=155)
since interpolated values generate false colors when accessing transfer functions even when using pre-integration. Instead, our rendering method exploiting split-voxels is able to keep separation between materials, so that each material keeps its color, also in the presence of an impulsive transfer function. Furthermore, boundaries are well preserved even at very low levels of details. Figure 4.6 compares the three rendering techniques applied to the datasets considered with respect to the ability of avoiding color artifacts, and the ability to reconstruct correct object silhouettes at various resolutions. In fact, for the segmented data, which is a detail of the statues label dataset, in the case of trilinear interpolation other parts of the transfer function modify the color of the model, while the split-voxel method keeps the correct color for each object in the scene (see also Fig. 4.1 and Fig. 4.8). Similarly, for the turtle intensity-based dataset, when using trilinear interpolation the boundary between bone and air is degraded by the interpolated value, especially for the simplified model. Figure 4.7 shows two semi-transparent views of the turtle dataset. Figure 4.6 compares the three techniques also with respect to the ability to preserve features at low levels of detail. It appears evident that the nearest method suffers when resolution decreases, while trilinear interpolation keeps a smooth but thicker silhouette and introduces a color-bleeding problem, and finally the split-voxel method reconstructs nice silhouettes even for very low levels of detail, preserving the correct color associated by the transfer function. The low-resolution representations use very little memory. At extreme magnification levels, the discontinuous nature of the representation becomes evident, but the images remain understandable. The nice quality of low levels of details can be an advantage in a number of applications, e.g., for streaming and remote rendering.

4.7 Conclusion

We presented in this chapter a novel volumetric description, which trades continuity with the ability to model infinitely sharp value changes. This representation had little overhead over storing precomputed gradients. Separation planes provided in fact minimal geometric information about the strongest discontinuity in the underlying volume regions, which can be effectively exploited for multi-resolution data filtering and volume rendering. In particular, we were able to loosely track material interfaces, as they occur in many physical objects, avoiding
the mixing of unrelated values. When employed in a multi-resolution representation, nice silhouettes were preserved even at very coarse levels of detail, reducing the data and time required to render understandable images. We show that the \textit{split-voxel} primitive can be applied to volume datasets containing intensity scalar values, as well as material labels. Since the method was applied to scalar values, the renderer was able to modify the transfer function in real-time without the need to reprocess the data. Even though our implementation can be improved in many aspects, our approach was a novel attempt to model discontinuities inside a voxel primitive in the context of a ray casting framework.

4.8 Bibliographical Notes

The content of this chapter were mainly based on the paper [Agus 10b], where we presented the \textit{split-voxel} primitive for discontinuity-preserving voxel representation of volumetric data by encoding scalar data together with edge detection information.
Figure 4.8: Knee segmented model. Top row: knee model at pixel tolerance 2, base row same model at pixel tolerance 8. As explained on Fig. 4.6 the nearest method (left) preserves proper colors but presents jagged outlines, the linear one (center) preserves boundaries but produces color-bleeding effect, while the split-voxels (right) produces proper colors while maintaining nice silhouettes also for the coarsest pixel tolerance.
Chapter 5

Rendering on Light-field Displays

Improved volumetric understanding can be achieved by presenting results on displays able to elicit more depth cues than the conventional 2D monitors. This chapter presents a GPU-accelerated volume ray casting system interactively driving a multi-user light-field display. The display is based on a specially arranged array of projectors and a holographic screen that provides full horizontal parallax. The characteristics of the display are exploited to develop a specialized volume rendering technique able to provide multiple freely moving naked-eye viewers the illusion of seeing and manipulating virtual volumetric objects floating in the display workspace. The method achieves interactive performance and provides rapid visual understanding of complex volumetric datasets even when using depth-oblivious compositing techniques. Perceptual experiments are also presented to evaluate the depth-discrimination capabilities of this technology with respect to two-view (stereo) and discrete multi-view designs.

5.1 Introduction

The rapid development of programmable graphics hardware is making it possible to interactively render volumes with high visual fidelity on commodity PCs. Resolving the spatial arrangement of complex three-dimensional structures in images produced by volume rendering techniques is however often a difficult task. In particular, medical data produced by CT or MRI scans often contain many overlapping structures, leading to cluttered images which are difficult to understand. Enhancing depth and shape perception in volumetric rendering is thus a very active research area, which is tackled under different angles. Recent contributions include methods for supporting real-time rendering and user interaction, improving rendering quality with advanced photorealistic models, e.g., including specular reflections and shadows, or developing non-photorealistic approaches to emphasize model features by illustrative techniques, e.g, vicinity shading, edge detection, halos, or cutaways. An orthogonal research direction consists of improving volumetric understanding by presenting results on displays able to elicit more depth cues than the conventional 2D monitor or providing improved color reproduction. For instance, Ghosh et al [Ghos 05] have shown how a high dynamic range display can substantially improve volume understanding through perceptually optimized transfer functions. In this work, we focus on enhancing spatial understanding of 3D data through perceptual cues for accommodation, stereo and motion parallax delivered by a light-field display, i.e., a display supporting high resolution direction selective light emission. This direction looks very promising, since there is evidence that ego- and/or model-motion as well as stereopsis are essential cues to achieve rapid direct perception of
volumetric data [Bouc 09, Mora 04]. Recent advances in 3D display design demonstrate that high resolution display technology able to reproduce natural light-fields is practically achievable [Balo 05, Jone 07]. Rendering for such displays requires generating a large number of light beams of appropriate origin, direction, and color, which is a complex and computationally intensive task. Moreover, the displays optical characteristics impose specialized rendering methods.

In this chapter, we present and demonstrate a GPU accelerated volume ray casting system interactively driving a multi-user light-field display based on projection technology. The display, driven by a single programmable GPU through a DVI link, is based on a specially arranged projector array placed behind an anisotropic holographic screen. This setup provides full continuous horizontal parallax in a sizeable zone in front of the screen. The restriction to horizontal parallax reduces light-field complexity, making the real-time rendering problem more tractable. The characteristics of the display are exploited by a specialized rendering technique able to provide multiple freely moving naked-eye viewers the illusion of seeing virtual volumetric objects floating at fixed physical locations in the display workspace (see Fig. 5.5.1).

Central to our approach is a GPU ray-caster that follows rays generated by a multiple-center-of-projection (MCOP) technique, while sampling prefiltered versions of the dataset at resolutions that match the varying spatial accuracy of the display. Our main contributions thus include:

- a general MCOP technique for producing perspective correct images on a class of horizontal parallax only light-field displays based on anisotropic diffusers; the solution provides a correct solution for viewers at a known distance and height from the screen and a good approximation for all other positions;
- a GPU accelerated framework implementing volume ray-casting on a light-field display using a combination of vertex and fragment shaders;
- the description and demonstration of a prototype hardware/software system achieving interactive performance on non-trivial datasets on a single PC configuration;

Although not all the techniques presented here are novel in themselves, their elaboration and combination in a single system is non trivial and represents a substantial enhancement to the state-of-the-art.

Continuous automultiscopic displays represent a promising technology, able to drive users into really involving and compelling experiences. In this chapter, we report on perceptual experiments carried out to verify whether the greater complexity of continuous multiview systems is worthwhile also from a perceptual point of view, when compared to stereo or discrete multiview displays.

### 5.2 Related Work

In the following section, we briefly describe the state-of-the-art in the fields of interactive 3d display technology, suitable image generation methods and existing GPU-accelerated volume visualization system exploiting multi-view displays.
5.2.1 Interactive 3D Display Technology

A huge number of approaches have been proposed to support naked-eye multiscopic visualization, and a full review of the subject is out of scope for this thesis. We provide here only a rapid survey of the subject, with a particular emphasis on the most closely related approaches. For a good review on the subject we refer the reader to [Dodg05]. The key technical feature characterizing 3D displays is direction-selective light emission, which is obtained most commonly by volumetric, holographic, or multi-view approaches. Volumetric displays synthesize light-fields by projecting light beams on refractive/reflective media positioned or moved in space (e.g., [McKa00, Fava01, Robe00]). Commercial displays are readily available (e.g., from Actuality Systems). The main disadvantages are the limited scalability of the approach, and the difficulty in presenting occlusion effects. The latter problem has been recently solved in the displays presented by [Jone07] and [Coss07], which employ an anisotropic diffuser covering a rapidly spinning mirror illuminated by a single high speed video projector synchronized with mirror rotation. Such a setup allows for 360° viewing, but, because of mechanical constraints, is practical only for limited image sizes and model complexity. Pure holographic techniques are based on generating holographic patterns to reconstruct the light wavefront originating from the displayed object, e.g., using acousto-optic materials [St H95], optically addressed spatial light modulators [Stan00], or digital micro-mirror devices [Hueb03]. Although this approach can theoretically provide the most compelling imagery, the principle itself imposes limitations on realistically achievable image sizes, resolution, speckle, with consequent narrow fields of view, alongside enormous computing capacity required to reach acceptable refresh rates for true interaction. In current prototypes, still confined in research labs, the display hardware is very large in relation to the size of the image (which is typically a few centimeters in each dimension). Typical multi-view displays, often based on an optical mask or a lenticular lens array, show multiple 2D images in multiple zones in space. They support multiple simultaneous viewers, but at the cost of restricting them to be within a limited viewing angle. Multi-view displays are often based on an optical mask or a lenticular lens array. Optical masks introduce significant light loss when there are more than two views. Moreover, the barrier structure becomes visible as the number of views increases. On the other hand, lenticular displays magnify the pixel matrix of the projecting devices creating dark zones between viewing slots. The Cambridge multi-view display is a classic design in this area [Dodg00], and a number of manufacturers (Philips [van 96], Sharp [Wood 00], Opticacity [Relk05], Samsung, Stereographics, Zeiss) produce monitors based on variations of this technology. Typical state-of-the-art displays typically use 8–10 images, i.e., directions, at the expense of resolution. Matusik et al. [Matu 04] demonstrated a prototype based on this technology and assembled with sixteen 1024x768 projectors and a lenticular screen. As in our case, the setup requires one projector per view. However, their screen achieves vertical diffusion not by diffusing light vertically from the screen as in our display, but by focusing light horizontally onto a diffuse surface, yielding a different projection geometry. A 3D stereo effect is obtained when the left eye and the right eye see different but matching information. The small number of views of multi-view systems based on masks or lenticulars produces, however, cross-talks and discontinuities upon viewer’s motion [Dodg 96]. The displays used in this work [Balo 05], are produced by the Holografika company, uses the distributed image generation approach of projector-based multi-view technology, but removes some of the intrinsic optical limitations, as it offers a fully continuous blend among views thanks to the
light shaping capabilities of a holographically recorded screen. One limitation of most 3D display solutions, also shared by the displays used in this work, is that only horizontal parallax is provided. Yang et al. [Yang 06] presented an improved system based on a cluster of projectors that provides parallax both horizontally and vertically. This solution provides a more faithful light-field reconstruction but requires the generation of a much larger number of rays to achieve the same spatial accuracy, which makes it currently practical only for very small image areas or narrow fields of views.

5.2.2 Projecting Graphics to the 3D Display.

The image generation methods employed in conjunction with 3D displays must take into account the display characteristics both in terms of geometry and resolution of the reproduced light-fields. In our work, we employ a multiple-center-of-projection technique to produce images that exhibit correct stereo and motion parallax cues. Our projection algorithm relates to previous work in light-field rendering and holography. The multiple-viewpoint-rendering approach [Hall 98] harnesses perspective coherence to improve the efficiency of rendering multiple perspective image sequences. Halle et al. [Hall 91] proposed a method where static holographic stereograms account for the viewer’s distance but not their height. The light-field display recently presented by Jones et al. [Jone 07] also uses a MCOP approach, similar to ours, but their display geometry is radically different. Previous work in rendering for light-field displays have used, typically, standard orthographic or perspective projections [Rask 98, Coss 07]. This approach simplifies rendering using a fixed function graphics pipeline but produces perspective distortions when applied to displays based on anisotropic light shaping elements [Jone 07]. None of these works takes into account the finite angular size of the light beams to adapt sampling rates as a function of distance from the screen. A framework for studying sampling and aliasing for 3D displays has recently been proposed by Zwicker et al. [Zwic 06].

5.2.3 GPU-accelerated Volume Visualization on Multi-view Displays

Many sophisticated techniques for real-time volume rendering have been proposed in the past, taking advantage of CPU acceleration techniques, GPU acceleration using texture mapping, or special purpose hardware. In the last few years, improvements in the programmable and performance capabilities of GPUs have made GPU solutions the main option of choice for real-time rendering. We refer the reader to the recent book of Engel et al. for a recent survey [Enge 06]. Our initial approach was based on the GPU ray-casting approach [Krug 03, Roet 03] evolving later to a system compatible with the out-of-core multi-resolution volume rendering engine described in chapter 2. As in recent single-pass GPU ray-casters [Steg 05], we exploited GPU vertex shaders to render proxy geometry that activates a fragment shader performing the actual ray-casting. Our factorization of the ray computation operations is however different, since our MCOP rendering pipeline cannot rely on the interpolation performed by the rasterizer to pass down combined 3D and projected data from the vertex shader. Our technique for MCOP rendering using GPU shaders is also related to work of Hou et al. [Hou 06], which focuses on simulating reflections and refractions, and Jones et al. [Jone 07], which, however, exploits only vertex shaders for geometry projection. In our approach, adaptive
performance is obtained by controlling image sizes and sampling rates. Others have proposed acceleration methods for stereo volume rendering, which mainly use the information from one view re-projected to the other [He 96, Koo 99, Wan 04]. This results in improved speed, which is however obtained at the cost of image quality [He 96, Adel 94]. These re-projection approaches are not typically applied to auto-stereoscopic rendering [Port 00], since they can lead to considerable noise when switching from a view to the next. Since our angular sampling rate is very high (< 1°), an adaptation of these approaches to rendering on a light-field display is worth exploring.

5.3 The Light-field Display Concept

The display used in this work is based on projection technology and uses a specially arranged projector array and a holographic screen. We summarize here the main concepts behind it. More information on the technology is presented elsewhere [Balo 05].

The projectors are densely arranged behind the screen, and all of them project their specific image onto the holographic screen to build up a light-field (see Fig. 5.1). By positioning mirrors at the sides of the display, it is possible to reflect back onto the screen the light beams that would otherwise be lost, thus creating virtual projectors that increase the display field of view. Each projector emits light beams toward a subset of the points of the holographic screen. At the same time, each screen point is hit by more light beams coming from different projectors. The holographic screen is the key element in this design, as it is the optical element enabling selective directional transmission of light beams. It is a holographically recorded, randomized surface relief structure able to provide controlled angular light divergence. The light diffusion characteristic of the screen is the critical parameter influencing the angular resolution of the system, which is very precisely set in accordance with the system geometry. In the horizontal parallax design, the projectors are arranged in a horizontal linear array and the angular light distribution profile induced by the screen is strongly anisotropic. Horizontally, the surface is sharply transmissive, to maintain a sub-degree separation between views. Vertically, the screen scatters widely so the projected image can be viewed from essentially any height. The angular light distribution profile introduced by the holographic screen is characterized by a wide plateau and steep Gaussian slopes precisely overlapping in a narrow region in the
horizontal direction. This results in a homogeneous light distribution and continuous 3D view with no visible crosstalk within the field of depth determined by the angular resolution. A full parallax system would be created using a screen with narrow transmission profiles both in the horizontal and vertical direction. This design would require, however, a matrix of projectors for generating a much larger number of rays, significantly increasing the computational cost of image generation. Since humans perceive depth using horizontally-offset eyes and move their viewpoint more easily from side to side than up and down, the horizontal parallax only approach is adequate for most applications and provides significant speed-up.

5.3.1 Projecting Graphics to the Display

This simple linear perspective model defines how light is projected onto the screen, but is not sufficient to define how a 3D graphics application should project their models to the display, because it ignores the transformation performed by the holographic screen. Since the screen is selective only in the horizontal direction, but scatters widely in the vertical one, the displayed light-field’s dimensionality is reduced, and the application must decide how to deal with the missing degree of freedom. In practice, at any moment in time, a given screen pixel has the same color when viewed from all vertical viewing angles. In order to provide a full perspective effect, the vertical viewing angle must thus be known, which amounts at fixing the viewer’s height and distance from screen. Therefore, the renderer assumes a virtual viewer at height \( V_y \) and distance \( V_z \) from the screen. We assume that the screen is centered at the origin with the \( y \) axis in the vertical direction, the \( x \) axis pointing to the right, and the \( z \) axis pointing out of the screen. Given a virtual observer at \( V \), the ray origin passing through a point \( Q \) is then determined by:

\[
O = ((1 - \eta)(V_x) + \eta(E_x + \frac{Q_x - E_x}{Q_z - E_z}(V_z - E_z)), V_y, V_z))
\]  

(5.1)

where \( E \) is the position of the currently considered projector, and \( \eta \) is a interpolation factor, which allows us to smoothly transition from standard single view perspective rendering (with \( \eta = 0 \)) to full horizontal parallax (with \( \eta = 1 \)). In the latter case, the solution is exact for all viewers at the same height and distance from the screen as the virtual observer and proves in practice to be a good approximation for all other viewing positions in the display workspace. When \( 0 \ll \eta < 1 \), the 3D effect persists and the visible depth range of the presented images is compressed. This reduces the direct mapping between real and virtual world, as the image
is not exact for any observer position, but allows us to map large objects within the restricted display range while maintaining a 3D effect for better spatial understanding. Knowing how to compute \(O\) for every 3D point \(Q\) allows us to determine where \(Q\) should be drawn on a given projector to produce a perspective correct image using either a ray-caster or a rasterizer. A similar approach is taken by Jones et al. \([Jone 07]\) for their 360° light-field display. Their approach also employs a MCOP perspective that combines two different viewpoints \(P\) (for horizontal coordinates) and \(V\) (for vertical coordinates). In their case, however, the geometry of the display is significantly more complex, and computing the projection requires both a ray/plane and a ray/cylinder intersection per 3D point.

### 5.3.2 Depth Dependent Spatial Resolution

The display design has consequences not only on the projection equation but also imposes limits on spatial resolution that depends on depth. Each beam leaving the screen has (approximately) a finite angular size \(\Phi\). This, however, introduces a finite resolution effect – that is independent from the screen pixel resolution – in the reconstructed three dimensional scene. In fact, the size \(s\) of the smallest voxel that can be reproduced depends on the distance of its center from the screen and from the beam angular size \(\Phi\), and can be approximated by

\[
s(z) = s_0 + 2\|z\| \tan(\Phi/2) \tag{5.2}
\]

where \(s_0\) is the pixel size on the screen surface (see Fig. 5.2 right). In other words, the achievable spatial resolution decreases with the distance from the screen. This is intuitive because the illusion of existence of a particular spatial point is generated by pyramidal beams crossing at a specific 3D position (see Fig. 5.2 right). This fact dictates how volumes should be sampled when rendering for the display and also practically limits the field-of-depth of the display, i.e., the maximum distance from the screen at which objects are faithfully reconstructed. Furthermore, we employ \(s(z)\) to determine the level of detail at which volumes have to be sampled and the amount of blending for mipmapping by quadrilinear filtering (see section 3.2.1).

### 5.4 GPU-based Volume Ray Casting

We exploit the characteristics of the display to develop a specialized volume rendering technique able to provide multiple freely moving naked-eye viewers the illusion of presence of virtual volumetric objects floating at fixed physical locations in the display workspace. Our light-field display aware volume rendering process follows the two-pass approach typical of contemporary multi-projector displays \([Brow 05]\) (see figure 5.4). In the first rendering pass, a per projector view of the scene is rendered off-screen to a frame buffer object using the idealized light-field geometry model. In the second pass, performed purely in 2D image space, small non-linear view and color distortions are corrected by streaming the first pass texture through a fragment shader that warps the geometry and modifies colors thanks to per-pixel look-up tables stored as precomputed textures.

Our 3D rendering framework is based on the real-time volume rendering engine, which has been presented in chapter 2 and 3. In this approach, per projector images of a volume are rendered by casting rays through each pixel, and performing re-sampling and compositing of
successive sample contributions along these rays. By applying an appropriate optical model many desired kinds of interaction between light and the volumetric object can be realized.

5.5 Implementation and Visualization Results

We have implemented a prototype hardware and software system based on the design previously discussed in this chapter.

5.5.1 Implementation of a Small-scale Prototype Using a DVI Channel

The software system proposed in this section consists of a framework written in C++ and OpenGL, a set of Cg shaders that implement the basic ray-casting engine, and a number of shader functions that implement different compositing techniques. The display hardware is manufactured by Holografika and is capable of visualizing 7.4M beams/frame by composing optical module images generated by 96 fast 320x240 LCD displays fed by FPGA input processing units that decode an input DVI stream. The on screen 2D pixel size of the display is \( s_0 = 1.25 \text{mm} \), and the angular accuracy is 0.8°.

The DVI channel feeding the display works at 1280x1024 at 75Hz. Each 1280x1024 frame collects 16 320x240 projector images, plus a color-encoded header in the top rows that encodes the ids of the projectors that have to be updated. A full 3D frame is created by sequentially
generating all the projector images into the frame buffer. In this work, the graphics application runs on an Athlon64 3300+ PC with a NVIDIA8800GTX graphics board working in twin-view mode. One DVI output is used for control on a 2D monitor, while the second one feeds the 3D display. It is obviously impossible to fully convey the impression provided by our
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**Figure 5.5: Selected frames from a live recording interaction session.** These images, taken from the accompanying video ¹, show successive instants of interactive exploration of different CT datasets.

holographic environment on paper or video. As a simple illustration of our system’s current status and capabilities, an accompanying video ¹ shows interactive sequences recorded live using a moving camera. Representative video frames are shown in figure 5.5. The sequences were recorded with a hand held video camera freely moving in the display workspace. In order to assess the distortion caused by the MCOP approach, the video includes sequences presenting both vertical and horizontal motions, with the camera moving far from the virtual viewer position. We recorded short inspections and free-hand manipulation of different public domain datasets at the resolution of $256^3$ voxels at 8bit/sample: The Visible Human Male head ², the Chameleon CT scan ³, and a contrasted rotational angiography of a human head with aneurysm ⁴. Currently, our prototype volume ray caster implements a number of

¹See the online video at: [http://vic.crs4.it/vic/cgi-bin/multimedia-page.cgi?id=144](http://vic.crs4.it/vic/cgi-bin/multimedia-page.cgi?id=144)
²Source: The National Library of Medicine, USA
³Source: Digital Morphology Project, CTLab and Texas Advanced Computing Center, University of Texas, Austin
⁴Source: Volume Dataset Repository at the WSI/GRIS, University of Tübingen, Germany
composition strategies, that include Maximum Intensity Projection (MIP), Simulated X-Ray, as well as Direct Volume Rendering with a Phong illumination model, boundary enhancement and view-dependent transparency [Bruc07b]. For rendering, the volume is stored in a single 4 component texture that contains the unscaled precomputed gradient in the RGB part and the voxel value in the A part. An additional one-dimensional RGBA texture contains an interactively modifiable look-up table. In the accompanying video, the Chameleon and Visible Human head datasets are rendered using a shaded volume rendering, while the rotational angiography dataset employs a maximum intensity projection.

As demonstrated in the video, objects appear to moving viewers floating in the display space and can be manipulated by translating, rotating, and scaling them with a six degree of freedom tracker, as well as by modifying the transfer function. Note the parallax effects and the good registration between displayed object space and physical space, which demonstrate the multi-user capability of the display and the good performance of the MCOP viewing approach. Please also note that specular highlights correctly follow the recording camera’s viewpoint, contributing to volume readability. As illustrated by the video, the perceived image is fully continuous. This is qualitatively very different from other contemporary multiview technologies, which force users into approximately fixed positions, because of the abrupt view-image changes that appear when crossing discrete viewing zones [Matu04].

The main limiting factor during interaction was given by the single GPU volume renderer performance, since at full resolution (1 ray/pixel and 1 sample/voxel), many millions of rays need to be propagated for hundreds of steps through the volume. In order to improve interactive frame rates, we have thus chosen the solution of lowering the sampling rate during interaction, by reducing the pixel count (2.5mm precision on screen) and doubling the integration step-size. Since the display projectors are sequentially updated in batches of 16 320x240 images, a misalignment between tiles can become visible when objects are moved with a too slow refresh rate (see figure 5.6). It is important to note that even when a single static 3D view is displayed, users can exploit accommodation, stereo and motion parallax to gain understanding of complex shapes. Some of these cues can be also obtained with traditional systems, but only by incorporating interactive manipulation in the rendering system. In that case, users will have to move the object or the viewpoint to provide the visual system with enough depth information. The task is not simple and immediate, and depth information is easily lost when the user stops interacting.

![Figure 5.6: Dynamic tile misalignment effect.](image)

Figure 5.6: Dynamic tile misalignment effect. The 96 display projectors are updated in batches of 16 projectors each, which can lead to artifacts in dynamic motion if the rendering rate is too slow (left). These artifacts disappear when the image is static (right).
5.5.2 Implementation of a Large-scale Prototype Using a GPU-cluster

An experimental system has been implemented on Linux using OpenGL and NVIDIA CUDA 2.3. The out-of-core octree structure is implemented on top of Berkeley DB, with LZO compression applied to data nodes. OpenMPI 1.2.6 is used for inter-process communication in the rendering cluster. When running on a desktop configuration, the rendering kernel is embedded directly in a single-process application, using a separate thread for asynchronous data loading. We have tested our system with a variety of high resolution models and settings.

Figure 5.7: Multi-user interactive exploration of a 64-GVoxel dataset on a 35-MPixel light-field display. Users freely mix and match 3D tools creating view-dependent illustrative visualizations. Objects appear floating in the display workspace, providing correct parallax cues while delivering direction-dependent information.
In this section, we discuss the results obtained with the inspection of two 16bit/sample micro-CT datasets: a Veiled Chameleon \((1024 \times 1024 \times 1080)\) and a Pichi Armadillo \((1024 \times 1024 \times 999)\) specimens \(^5\). In order to test the system with extremely large and demanding datasets, the original data has been artificially zoomed by \(4 \times\) in a preprocessing step (i.e., to \(\approx 4K^3\) voxels) by tricubic interpolation plus procedurally added detail. The construction of the octree from source data was performed using octree bricks of \(32^3\), instructing the preprocessor to use the compressed 8bit format and to filter out data with a value lower than 6400, in order to discard most of the noisy empty space. For the chameleon, data preprocessing took 12.3 hours on a Linux PC 2.4GHz CPU and produced a 15GB octree database starting from an uncompressed source size of 135GB. The RMS error was 14.6, and the AMAX error was 116. The armadillo dataset produced similar results (13.8GB octree database, \(RMS = 15.8, AMAX = 122\)).

Our 3D display is capable of visualizing 35-MPixels by composing images generated by 72 SVGA LED commodity projectors illuminating a 160 \(\times\) 90cm holographic screen. The display provides continuous horizontal parallax within a 50° horizontal field-of-view with 0.8° angular accuracy. The pixel size on the screen surface is 1.5mm. The rendering back-end is currently running on an array of 18 Athlon64 3300+ Linux PCs equipped with two NVIDIA 8800GTS 640MB (G80 GPU) graphics boards running in twin-view mode. Each back-end PC has thus to generate \(4 \times 800 \times 600\) pixels using two OpenGL graphics boards with CUDA capability 1.0 and based on an old G80 chip. It is obviously impossible to fully convey the impression provided by our system on paper or video. As a simple illustration of our system’s current status and capabilities, we analyze the behavior of the multi-user application that allows users to interactively position, scale, and explore volumetric models using Intersense IS900 trackers. We recorded the performance using a hand-held video \(^6\) camera freely moving in the display workspace. Representative video frames are shown in Fig. 5.7 and Fig.5.8. Note the parallax effects, the view-dependent illustrative visualizations, and the good registration between displayed object space and physical space, which demonstrate the multi-user capability of the display. Thanks to stereo and motion parallax, MImDA images proved easy to understand on the 3D display even though they provide mixed depth cues (See Fig. 5.9). The various view-dependent illustrative tools proved intuitive to use and able to reveal important volumetric details. Combining view dependent rendering mechanisms with stereo projections inherently leads to the issue of presenting two images to the viewer that differ by more than just the view point. However, we did not notice problems related to this fact. This is because our visualizations have a strong correlation between views, and subtle differences are extremely well tolerated by the human visual system. Even though the rendering hardware is definitely not high end, the application remained interactive for large models. The average frame rate during the recorded interaction sequences was of 9.8fps. During the entire inspection sequences, the resident set size of each rendering process is maintained well within the 600 MB/board of pre-allocated cache size by the out-of-core data management system. The average octree size in the render nodes was of 1549 bricks/process, while the most loaded process handled 2087 bricks. Thus, introducing a load balancing strategy could (slightly) improve the system’s performance by \(\approx 30\%\). The good load balancing achieved by the static image distribution is caused by the geometry of the display, with all

\(^5\)Source: Digital Morphology Project, the CILab and the Texas Advanced Computing Center, University of Texas, Austin

\(^6\) See the online video at: http://vic.css.it/vic/cgi-bin/multimedia-page.cgi?id=’152’
projectors typically looking at the same portion of the displayed object. The visibility feedback mechanism has proved to be able to reduce working set size, especially when using transfer functions with moderate to high opacity. It should be noted that the graphics boards used in our cluster are two generations older than the one used for desktop testing, leading to a noticeable slowdown, that we have quantified to $2.3 \times -3.2 \times$, the higher figures being for the most demanding situations.

Figure 5.8: Multi-user interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display. Users freely mix and match 3D tools creating view-dependent illustrative visualizations. Objects appear floating in the display workspace, providing correct parallax cues while delivering direction-dependent information.
Figure 5.9: Exploration exploiting the MImDA accumulation scheme with medical data. The MImDA accumulation scheme is exploited to enhance the bone structures over the skin and flesh tissues.
5.6 Perceptual Evaluation

The human visual system makes use of a wide variety of cues in understanding a 3D scene. The goal of the experiments described in this section is to show that the light-field display enhances understanding by providing cues not available in traditional display systems. To quickly evaluate whether the light-field rendering infrastructure is able to help in rapidly gaining understanding of complex 3D shapes we performed a series of simple experiments. Those tests are not fully formal tests, in the sense that they could be more extensive and exhaustive but even with such limitations they can already advanced some interesting conclusions.

With respect to the image generation, we focused on a order-independent rendering context, i.e., on depth-oblivious techniques that do not provide occlusion cues. Such techniques are frequently found in medicine, Maximum Intensity Projection (MIP) being the most common one. It is a simple variant of direct volume rendering, where, instead of composing optical properties, the maximum value encountered along a ray is used to determine the colour of the corresponding pixel [Mora 05]. MIP is considered very useful for displaying structures that have attenuation higher than those in the neighbourhood, such as contrast enhanced vessels and ureters, and it is thus the option of choice for CT angiography and CT urography. However, it does not provide depth information, and, thus, in normal 2D displays users cannot reliably detect the 3D relationships of depicted structures. As a matter of example,

we can consider the analysis of a rotational angiography scan of a head with aneurysm (Fig. 5.10). In a 2D view, the positions and the crossings of vascular structures can be wrongly interpreted. For instance, in figure 5.10 we can see two crossing blood vessels, with the one at the front having an intensity less than the one at the back. From this point of view, the back one is visible at the intersection and hides the front vessel because of its higher intensity, providing a wrong impression. It has already been shown that understanding can be improved by presenting results on displays eliciting more depth cues than conventional 2D monitors [Mora 04, Bouc 09, Agus 09]. Instead, in this thesis, the questions we are considering are:

- Is continuous multiview technology able to provide depth cues needed for layout discrimination in the context of order independent rendering? What are, if any, the differences with respect to standard disparity-based stereo systems?
- Is the viewing space discretization a critical factor for depth discrimination? Does continuous parallax provide advantages for typical spatial understanding tasks?
To answer these questions, we did a series of evaluation tests employing order-independent rendering: a typical layout discrimination perceptual test, with stimuli containing various confusing perceptual hints, and a path tracing performance test, to measure how much horizontal parallax provided by continuous multiview displays helps in the context of the interpretation of tree structures.

5.6.1 Depth Cues Analysis

The software system consists of an integrate applications built around a multi-resolution volume processing and rendering framework written in C++ and OpenGL, a set of Cg shaders that implement the basic ray-casting engine, and a number of shader functions that implement different composing techniques. Data loading and DICOM connectivity is implemented using the OFFIS DCMTK library allowing the access to standard radiology PACS.

The system discussed in this work uses a 26” HoloVizio display by Holografika. The display hardware employed here is capable of visualizing 7.4M beams/frame by composing optical module images generated by 96 fast 320x240 LCD displays fed by FPGA input processing units that decode an input DVI stream. The display is fed by 4 DVI channels working at 1280x1024 at 75Hz. Each 1280x1024 frame collects 16 320x240 projector images, plus a color encoded header in the top rows that encodes the ids of the projectors that have to be updated. A full 3D frame is created by generating all the projector images into the frame buffer. This is obtained by employing a solution in which each DVI channel is fed by a graphic node (PC equipped with a NVIDIA 8800 GTX graphics board), which is charged with filling a subset of the projectors. The on-screen 2D pixel size of the display is $s_0 = 1.25mm$, and the angular accuracy is $0.8^\circ$. The screen width is $L = 500mm$, and its horizontal viewing angle is $\theta = 50^\circ$.

First of all, in order to demonstrate that the light-field display is able to provide correct and reliable stereo cues, we replicated the tests performed by Kersten et al [Kers 06]. We found that the light-field system is able to provide appropriate stereoscopic rendering. Eleven subjects obtained success rates in the discrimination of the rotation direction of a cylinder filled with Perlin noise equal to 83% for MIP visualization and 91% for X-RAY visualization over 10 trials. However, ideally the contributions that disparity-based cues make to depth perception should be measurable in the absence of those cues to 3D that are usually available in 2D displays (e.g. object occlusion, surface shading, perspective foreshortening and texture gradients) or other stereo based display systems. Yet it is difficult to find naturalistic scenes in which disparity based cues exist in isolation. We thus decided to resort to an artificial technique employed in the field of visual psycho-physics to generate scenes that mask out those visual cues that are not disparity based. Specifically, we designed a synthetic benchmark using random-dot masking in a simplified version of Julesz's spiral ramp surface: a 3-layer cylindrical wedding cake model that subjects viewed along its concentric axis (see Fig. 5.11 right). The random dot textures block the usual pathways along which vision proceeds: the locations of surface boundaries within the scene are lost in the “cloud of dots”. Vision can then only make sense of the scene after achieving binocular fusion, which gradually reveals the correspondence between the random dots as seen from two different viewpoints, e.g. the left and right eyes. The expectation here is that on the light-field display such a scene will be seen almost instantaneously, thus demonstrating the added value that it brings. By adjusting the model’s parameters and converting it to a rectilinear volume, two sets of model stimuli were rendered: one with a uniform large field of depth ($\pm 10cm$ centered on the display screen) and one where
the field was almost flat (±1cm). Eleven, pre-screened, subjects completed four experiments, each consisting of eight trials in a two-interval forced-choice (2IFC) design whereby they indicated in which interval they perceived the greatest field of depth. The experiments tested one eye static, one eye head-swaying, two eye static, and two eye head-swaying observation in that order. Scores improved also in that order: from 49%, i.e., indistinguishable from a random answer in the binary test, with a monocular static view, to 82% correct scores for the monocular head-swaying test, up to 100% when all cues are available. The results indicate that in the absence of cues normally available in 2D displays the light-field rendering system elicits useful stereoscopic and motion parallax depth cues.

Figure 5.11: Depth cues evaluation tests: left: cylinder filled with Perlin noise; right: 3-layer cylindrical wedding-cake model with random-dot texture.

5.6.2 Layout Discrimination Performance

The large scale continuous multiview display employed for tests can visualise 35-MPixels by composing images generated by 72 SVGA LED commodity projectors illuminating a 160 × 90cm holographic screen. The display provides continuous horizontal parallax within an approximately 50° horizontal field-of-view, with 0.8° angular accuracy. The pixel size on the screen surface is 1.5mm. The same continuous multiview system is customised to simulate discrete systems by employing the observer space discretization described in Fig. 5.14. In this work, we evaluated various discrete multiview configurations obtained by increasing the view width between adjacent views, in order to verify whether this factor influences depth perception capabilities.

5.6.2.1 Stereo vs Horizontal Parallax

We first evaluated the motion parallax effect provided by continuous multiview technology with respect to depth discrimination. We proved that this technology is more effective in eliciting depth cues than stereoscopic displays, especially in conjunction with depth-oblivious techniques, such as maximum intensity accumulation. We verified this assertion by carrying out a series of psycho-physical tests. We used a typical 2 forced-choice (2FC) psycho-physical discrimination task, where 10 pre-screened subjects were asked to indicate the closest one between two partially overlapping disks, rendered in red and blue (Fig. 5.12). Viewers were located at 120cm from the screen. For a given trial, the two disks were assigned a depth of ±D with respect to the screen plane and placed amid other disks at varying depths. The
entire scene was rendered using maximum intensity projection, with intensity unknown to the viewers. Other confusing hints were added in order to eliminate potential biases coming from other cues: relative sizes, false occlusions and colours. We first performed the tests using two different display configurations: a two-view stereoscopic setting and a full continuous horizontal parallax setting. All the display configurations were obtained with the large scale display by suitably constraining the virtual observer position.

**Results**

We report on statistical analysis of hit rates obtained by 10 subjects for the considered depth distances and viewing conditions.

<table>
<thead>
<tr>
<th>D(mm)</th>
<th>Hit Rate(S)</th>
<th>Hit Rate(C)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.53 ± 0.03</td>
<td>0.59 ± 0.03</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>0.55 ± 0.03</td>
<td>0.71 ± 0.02</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>20</td>
<td>0.67 ± 0.04</td>
<td>0.79 ± 0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>50</td>
<td>0.81 ± 0.03</td>
<td>0.91 ± 0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>100</td>
<td>0.95 ± 0.02</td>
<td>0.96 ± 0.02</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 5.1: **Statistical results for disk depth discrimination test.** The first column contains the depth differences considered, while the second and third contain mean hit rates scored by 10 subjects over 10 trials with disparity based stereo (S) and continuous multiview horizontal parallax (C). Last column contains the results of ANOVA with respect to the viewing condition.

Table 5.1 contains numerical results for five depth differences and two viewing conditions. Specifically, first column contains the depth differences considered, while the second and third contain mean hit rates together with standard errors scored by the 10 subjects over 10 trials with disparity based stereo (S) and continuous multiview horizontal parallax (C). Last column instead contains results of analysis of variance with reference to the viewing condition. ANOVA clearly shows that there is no significant effect of viewing condition for depth differences 5mm and 100mm ($p > 0.1$), while a main effect is experienced for depth differences 10mm, 20mm and 50mm ($p < 0.1$). This fact, together with the mean hit rates values, suggests us the main depth ranges for discrimination: above 50 mm stimuli are almost
perfectly recognisable for each viewing condition, under 10 mm stimuli cannot be recognised for each viewing condition. In the range between 10 mm and 50 mm, there is difference between disparity based stereo and continuous parallax, suggesting that with continuous parallax the JND (just noticeable difference) is smaller.

Figure 5.13: Stereo vs parallax disks discrimination results. Hit rates (standard error bars and psychometric fit) obtained with stereo and full parallax display configuration.

Fig. 5.13 shows mean hit rates and standard error bars on a logarithmic scale, together with the psychometric function fits obtained by employing the psignifit package [Wich 01a, Wich 01b]. The psychometric function fits were obtained by considering the following function:

$$\Psi(x; \alpha, \beta, \gamma, \lambda) = \gamma + (1 - \gamma - \lambda)F(x; \alpha, \beta)$$

(5.3)

where $\gamma$ gives the lower bound of $\Psi$, and can be interpreted as the base rate of performance in the absence of a signal, while $\lambda$ is the upper bound of the psychometric function representing a reflection of the rate at which observers lapse, responding incorrectly regardless of stimulus intensity. In the case of depth discrimination tasks, the Weibull distribution was employed:

$$F(x; \alpha, \beta) = \exp\left(-\left(\frac{x}{\alpha}\right)^\beta\right).$$

(5.4)

The psychometric functions represented in Fig. 5.13 were obtained by considering as stimulus value $x = \ln(D)$. Considering statistical results and psychometric function fits obtained with the disk discrimination test, it appears evident that continuous multiview provide a better discrimination with respect to binocular stereo viewing. Threshold levels are significantly different ($\Psi^{C1}_{0.75} = 14mm < \Psi^{S1}_{0.75} = 32mm$), clearly showing a sensible perceptive improvement for continuous multiview.

5.6.2.2 Evaluating Discrete Multi-view Designs

After showing that continuous parallax is a decisive factor for depth discrimination, we focused on the analysis of discrete multiview designs. The target of this evaluation work is to compare continuous and discrete multiview display technologies with reference to depth...
discrimination cues involved by display geometry differences. To simulate discrete designs it is possible to conceptually divide the user viewing space into a finite number of windows, called viewing zones, in each of which only a single image is visible, while still retaining both stereo and movement parallax cues. To this end, the multiple-center-of-projection equation can be simplified by reducing the number of views provided. Referring to equation (5.1), the ray origin can be corrected according to the geometry design of the display to be simulated. For example, considering a standard stereo display, only two views have to be generated and the ray origin abscissa of equation 5.1 needs to be corrected in the following way:

$$O_x = \begin{cases} 
-\delta & \text{if } O_x < 0 \\
+\delta & \text{if } O_x > 0 
\end{cases}$$ \hfill (5.5)

where $\delta$ is the average half inter-pupillary distance (about 35 mm). In the same way, by adequate quantisation of the observer space, the correction can be applied to simulate generic discrete multiview designs. Considering $N$ not overlapping viewing zones having center $\gamma_i$ and width $\rho_i$, the correction equation is the following:

$$O_x = \begin{cases} 
\gamma_0 & \text{if } O_x < \gamma_0 + \rho_0 \\
\gamma_i & \text{if } |O_x - \gamma_i| < \rho_i \\
\gamma_{N-1} & \text{if } O_x > \gamma_{N-1} - \rho_{N-1}
\end{cases}$$ \hfill (5.6)

As indicated by Dodgson [Dodg 02] the viewing zone widths $\rho_i$ at the viewing distance should be less than the inter-pupillary distance $\sigma$ so that in each position the two eyes can perceive
two different images, thus producing the stereoscopic effect (see Fig. 5.14). If we have \( N \) views which subtend an extension \( w_o \) the previous relation can be expressed as

\[
w_o < N \times \sigma
\]  \hspace{1cm} (5.7)

If inequality is not satisfied there will be some zones where users lose depth perception, because both eyes are hit by the same image. Thus, in a normal usage of multiview system, users stay at fixed positions instead of exploiting parallax by ego-motion, and tend to avoid to interfere with zones where the stereoscopic effect is unstable, thus producing annoying artifacts. As we can see in Fig. 5.14, each projector splits its image in a certain number of viewing zones, highlighted here with different colours. In areas where different colours interfere, users perceive a wrong image, while at the correct viewing distance, images match correctly without introducing any unwanted interference.

A multiview design can be obtained by reducing the number of views in two ways: first, by reducing the working zone width \( w_o \) (see equation (5.7)), resulting in a reduction of the field of view. In this case, image quality is preserved and depth cues are maintained with the cost of a limited working zone. However, in this way the potential of multiview technology is reduced, since the display can be used by a limited number of users. The other method for reducing the number of views consists instead of maintaining the full field of view and increasing the distance \( \rho \) between adjacent views (see equation (5.6)). We evaluated the depth discrimination capabilities of the multiview technology with respect to this factor, by considering a typical scenario of a user positioned at distance \( Z = 1200\text{mm} \) and observing a scene centered at \( D = 100\text{mm} \) from the screen. Three different viewing widths were considered: \( \rho = 60\text{mm} \) corresponding to 12 views, \( \rho = 30\text{mm} \) corresponding to 24 views and \( \rho = 10\text{mm} \) corresponding to 72 views, the last one being equal to the maximum angular resolution obtainable with the light-field display considered.

**Qualitative evaluation** We first carried out a qualitative evaluation in order to prove that a limited number of views degrades the image quality thus resulting in annoying artifacts. In a preliminary analysis of a scene with a depth complexity of \( D = 100\text{mm} \) (we employed the same scene employed for depth discrimination task with an offset of \( D \) along \( z \) direction), 10 subjects were asked to indicate if transition artifacts were perceived during motion, for the three view widths considered. All subjects experienced annoying artifacts for \( \rho = 60\text{mm} \), the same artifacts dramatically reducing when \( \rho = 30\text{mm} \). This fact suggests that \( \rho = 30\text{mm} \), corresponding to about half the inter-pupillary distance, is the inferior limit for a discrete system that is supposed to provide a compelling 3D experience, and a smooth transition between views during motion.

**Perceptual evaluation** Once assumed that image quality depends on the number of views employed, we carried out a perceptual analysis to evaluate whether a limited number of views degrades also the depth discrimination performance, or whether horizontal parallax cue is correctly provided even with a reduced number of views. To this end, we considered the same disk discrimination test employed in subsection 5.6.2. The same 10 subjects were asked to discriminate the depth of the two coloured disks for the three view width configurations (\( \rho = 60\text{mm}, \rho = 30\text{mm}, \) and \( \rho = 10\text{mm} \)).
Table 5.2: Statistical results for disk depth discrimination test: comparison of three different multiview configurations. The first column contains the multiview configurations considered, while the second column contains the depth differences employed and the third column contains the mean hit rates scored by 10 subjects over 10 trials together with standard errors.

<table>
<thead>
<tr>
<th>$\rho (\text{mm})$</th>
<th>$D (\text{mm})$</th>
<th>Hit Rate $\pm$ SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>100</td>
<td>0.93 $\pm$ 0.03</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
<td>0.76 $\pm$ 0.05</td>
</tr>
<tr>
<td>60</td>
<td>20</td>
<td>0.71 $\pm$ 0.04</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>0.54 $\pm$ 0.04</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>0.93 $\pm$ 0.02</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>0.88 $\pm$ 0.04</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>0.72 $\pm$ 0.05</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>0.57 $\pm$ 0.08</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.93 $\pm$ 0.04</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.9 $\pm$ 0.04</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>0.81 $\pm$ 0.06</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.7 $\pm$ 0.05</td>
</tr>
</tbody>
</table>

**Results**  Table 5.2 summarises numerical results of hit rates obtained by the subjects for four different depth differences and the three different viewing conditions: $\rho = 60\text{mm}$, $\rho = 30\text{mm}$, and $\rho = 10\text{mm}$. As expected, results obtained for $\rho = 10\text{mm}$ are very similar of those obtained during first perceptual test in the case of full horizontal parallax (see table 5.1). Furthermore, it appears evident that starting from disk depth differences below 50 mm, error rates for $\rho = 60\text{mm}$ are considerably higher with respect to the other viewing conditions, while from depth differences below 20 mm, error rates for $\rho = 30\text{mm}$ are considerably higher with respect to those obtained with $\rho = 10\text{mm}$. This clearly shows that the number of views effects the depth discrimination capabilities of the system. An ANOVA with respect to the viewing condition was also performed and indicated that there is a main effect for depth differences under 50 mm. In order to highlight whether hit rates obtained with the different view conditions are statistically different, a Tukey post-hoc test was also performed, revealing a significant difference between view width $\rho = 30\text{mm}$ and $\rho = 10\text{mm}$ for depth differences below 20 mm ($p < 0.01$).

Finally, the Fig. 5.15 represents the hit rates with error bars on a logarithmic scale, together with the psychometric function fits obtained by employing the psignifit package [Wich 01a, Wich 01b]. Fits were obtained considering a Weibull distribution, with $x = \ln(D)$. Threshold levels are significantly different ($\Psi^{-1}(0.75) = 13.4\text{mm}$ for $\rho = 10\text{mm}$, $\Psi^{-1}(0.75) = 24.2\text{mm}$ for $\rho = 30\text{mm}$, and $\Psi^{-1}(0.75) = 35.4\text{mm}$ for $\rho = 60\text{mm}$), clearly indicating that the number of views dramatically effects depth discrimination capabilities.

### 5.6.3 Performance Evaluation

Another way to quantify the performance of multiview technologies consists of investigating whether it improves the understanding of network structures.

**Description**  To this end, we considered a perceptual test where users were asked to trace complex paths. Specifically, 10 subjects observed a scene composed by a number of white polylines paths randomly placed, each one containing a number of segments connected by green colour spheres (see Fig. 5.16). The paths were rendered employing maximum intensity
projection, with random intensity values. A 2FC design was considered, where subjects were requested to find the only polyline having red dots at their ends, and to count how many segments it contained (two or three). The following conditions were considered: four scene complexities ranging from 100 to 1000 nodes, and two display settings (continuous multiview, and disparity-based stereo). Graphs were generated without layout optimisation, with consequent difficulties for interpretation. Only geometric constraints were considered as to force segments lengths inside the range $[0.05, 0.5 \frac{d}{l}]$, where $d$ is the scene bounding box diagonal, and $l$ is the number of segments for a given path.

![Figure 5.15: Discrete multiview depth discrimination results. Hit rates (standard error bars and psychometric fit) obtained with different discrete multiview configurations: $\rho = 60\text{mm}$, $\rho = 30\text{mm}$ and $\rho = 10\text{mm}$.](image)

<table>
<thead>
<tr>
<th>$N$</th>
<th>Hit Rate (S)</th>
<th>Hit Rate (C)</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.94 ± 0.03</td>
<td>0.96 ± 0.02</td>
<td>0.79</td>
</tr>
<tr>
<td>300</td>
<td>0.88 ± 0.04</td>
<td>0.95 ± 0.02</td>
<td>0.30</td>
</tr>
<tr>
<td>500</td>
<td>0.66 ± 0.05</td>
<td>0.89 ± 0.02</td>
<td>$&lt; 10^{-3}$</td>
</tr>
<tr>
<td>1000</td>
<td>0.55 ± 0.04</td>
<td>0.78 ± 0.04</td>
<td>$&lt; 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 5.3: Statistical results for network interpretation performance test. The first column contains the number of nodes in the graphs, while the second and third ones contain mean hit rates scored by 15 subjects over 10 trials with disparity based stereo (S), and continuous multiview horizontal parallax (C). Last column contains results of analysis of variance with respect to the viewing condition.

**Results** Table 5.3 summarises numerical results of hit rates obtained by subjects for different graph sizes (in terms of number of nodes) and different viewing conditions: stereo(S), and continuous multiview(C). Even in results of this specific test it appears evident that continuous (C) multiview provides performance improvements in terms of mean hit rates with respect to binocular stereo (S). The ANOVA on viewing condition also highlights that hit rates are statistically different for graph sizes starting from 500 nodes, indicating that for graphs under 300 nodes interpretation is considered easy independently from viewing condition, while the effect of multiview is perceived for graphs having bigger size. It is interesting to
Figure 5.16: **Path tracing test.** Subjects were asked to find paths marked by red ends and to indicate whether they are composed by two or three segments. Maximum intensity is employed to provide confusing false occlusion.

Note that with multiview technology, subjects are able to discriminate graphs with a number of nodes similar to those reported by Ware and others [Ware 08], even if our scenes were generated without considering any optimisation layout techniques [Herm 00]. Figure 5.17 plots hit rates together with error bars and psychometric function fits obtained with psignifit package [Wich 01a, Wich 01b]. Even in this case, the stimulus value is the graph size expressed on a logarithmic scale $x = \log(N_{\text{max}}) - \log(N)$ where $N_{\text{max}} = 10000$, and the psychometric function is assumed to follow the Weibull distribution. Graphs clearly highlight how horizontal parallax cues provided by multiview systems greatly help in graph understanding tasks.
5.7 Conclusion

The prototype discussed here is clearly meant to work as an enabling technology demonstrator, as well as a testbed for integrated volumetric rendering and light-field display research. A first conclusion than can be drawn from our work is that high quality volumetric rendering on light-field displays is currently achievable even when using single GPU desktop solution for the rendering task. In order to deal with large scale datasets, we have integrated a flexible multi-resolution volume rendering system capable to interactively drive large scale multi-projector light-field displays which can provide stereo and motion parallax cues in a setting supporting collaborative use. Continuous multiview technology provides stereo and motion parallax cues in a way that supports natural 3D vision and easy collaboration between users. In this chapter we reported on preliminary results of a series of evaluation tests aimed to compare the depth discrimination capabilities of discrete and continuous multiview systems. Depth discrimination tests indicate that parallax provides more depth cues, thus leading to a smaller just noticeable difference (JND) with respect to binocular stereo. However, further investigation is needed to find the precise JND, that we suspect to be related to the display characteristics (resolution and calibration), and to the observer distance. Furthermore, we compared performances for various discrete multiview designs. Our results indicate that the number of views affect the quality of experience (QoE) as well as depth discrimination performances. As a conclusion, it seems that extremely ego-motion is particularly helpful in path tracing tasks, and that this cue is delivered effectively by a continuous multiview design. As future work, we plan to perform an evaluation of the multiview technology in specific application contexts, such as diagnostic tasks or surgery planning in medicine. There is obviously more to interactive volumetric rendering on 3D displays than employing standard composition techniques. For example, it would be worthwhile to further investigate how to improve rendering speed by incorporating optimized algorithms that can exploit the high degree of coherence present in a 3D view.

5.8 Bibliographical Notes

The major part of the content of this chapter was based on paper [Agus 08c], where we presented a GPU-accelerated volume ray casting system interactively driving a multi-user light-field display. The content of the latest validation results came from reference [Agus 10a], where we presented a set of perceptual experiments completed to evaluate the depth discrimination capabilities with respect to two-view (stereo) and discrete multi-view designs. Previous results on the validation and more information about rendering applications on light-field displays can be found on [Agus 08a, Agus 08b, Agus 09], where we reported on a prototype system for medical data visualization and demonstrated the usefulness of the generated depth cues and the improved performance in understanding complex spatial structures with respect to standard techniques. Additional information regarding the scalability of the technique is available in [Igle 10], where we demonstrated the possibilities of the approach by the multi-user interactive exploration of massive volume datasets on a 35-MPixel light-field display driven by a cluster of PCs. More general considerations about human-computer interaction and elements affecting these kinds of virtual reality systems can be found in [JAIg 08].
Illustrative Techniques

In this chapter, we report on a set of illustrative and non-photorealistic rendering (NPR) techniques that complement the work presented in chapters 2, 3 and 5. In the field of context-preserving volume rendering we propose an illustrative technique, named context-preserving focal probes, to focus the attention of the users in a region of interest while preserving the information in context. The focus and context information are separated by the assignment of different rendering styles that can be smoothly blended to provide a more continuous effect. We also introduce a new accumulation scheme for importance-driven volume rendering and a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of a light-field display. The possibilities of these techniques are demonstrated by the interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

6.1 Introduction

Illustrative and NPR techniques typically mimic the style of traditional illustration taking advantage of the illustrators long experience in depicting complex structures or shapes in an easily comprehensible way. In this section a brief overview of the basic illustrative techniques employed in volume rendering will be presented.

First of all, it is important to distinguish the difference between surface-based versus volume-based methods. In volume rendering most of the NPR techniques are just an adaption of the local shading model employed for surfaces adjusted to work within the volume rendering integral. Surfaces can be described not only by a polygonal mesh but also by an isovalue or can be implicitly defined on a volumetric grid. At the end, the resultant image will look like a surface and thus, it can be shaded as such. However, there are also illustrative approaches for volume rendering that do not make use of the notion of a surface.

An important characteristic of the methods detecting surfaces is whether they operate in object or image space. Or equivalently, whether they operate directly over the 3D surface or over its 2D projection. They are normally known as object-space or image-space methods respectively. All the proposed illustrative and NPR methods in this thesis work are object-space, therefore most of the attention will be paid to those approaches, specially when discussing the related work.

Context-preserving volume rendering focuses on solving the problem of which part of the volume must be emphasized, and what kind of rendering style is more suitable to enhance this part. At the same time, it faces the problem of how to avoid the collateral effects of losing important context information, maintaining enough visual cues for de-emphasized or
less important parts. The main approaches generally rely on exploiting a way to decrease the importance of the less relevant information in favour of a region of interest.

The context-preserving focal probes model exploit the pq-distance to give a focus shape consistent with a probe defined by a superquadric function. We propose to combine relief shading techniques for enhancing the focus region with a better shape depiction and silhouette darkening effects. For preserving context information, we use an adaptive voxel dependent transparency and perform the clipping of voxels in regions which can create image clutter.

Another important difference between illustrative methods is whether they depend on the relative location of the viewpoint or not. Contours or silhouette are examples of rendering styles that depend on the relative view direction. Curvature, instead, is an intrinsic property of the surface itself. The methods are named view-dependent or view-independent accordingly to the previous characteristic.

It is important to highlight the different computational cost of storing view-dependent information whether a mesh is available or not. For example, it is easy to store view-independent information at mesh-vertices in order to avoid re-computation. For methods such as ray casting that do not generate explicit geometry, however, most information needs to be recomputed each time. In our work the interest is aimed at methods that do not require an explicit mesh. This avoids the cost of computing this mesh which usually prevents interactive changes of the isovalue. Therefore, all the information that is required for rendering used in an illustrative style must be computable in real time.

The view-dependent characteristics of the light-field displays can be exploited to develop specialized interactive illustrative techniques designed to improve spatial understanding. A set of interactive illustrative tools based on flexible compositing engine presented in chapter 3 are presented to provide different contextual information in different areas of a light-field display. Furthermore, we also present a new accumulation scheme for importance-driven volume rendering.

### 6.2 Related Work

Traditional illustrative non-photorealistic rendering techniques typically mimic the style of traditional illustrations. They take advantage of the illustrators long experience in depicting complex structures or shapes in an easily comprehensible way. Ebert et al. [Eber 00] combine some physics-based illumination model with non-photorealistic techniques to enhance the perception of structure, shape, orientation, and depth relationships in a volume model. For similar purpose, different stylistic choices have been used in traditional medical illustrations, such as silhouette or contour enhancement, pen-and-ink, stippling, hatching, etc.

In this thesis, we are interested in techniques for emphasizing details of structures which are in focus and for reducing clutter while preserving useful context information in nearby areas.

Context preserving volume rendering focuses on solving the problem of which part of the volume must be emphasized, and what kind of rendering style is more suitable to enhance this part. At the same time, it faces the problem of how to avoid the collateral effects of losing important context information, maintaining enough visual cues for de-emphasized or less important parts. The main approaches generally rely on exploiting a way to decrease the importance of the less relevant information in favour of a region of interest. Hauser et
al. [Haus 01] propose the two-level volume rendering model allowing visualization of volume data with important inner structures together with semi-transparent outer parts as context information. They integrate different rendering modes and compositing types, such as DVR, MIP, or tone shading for the inner part of the volume and contour enhancement for the outer part. Cohen et al. [Cohe 04] discuss in depth how information visualization ideas can be applied to scientific visualization in an effective way. In particular, they combine the “focus and context” concept with distortion effects to improve understanding of large volume datasets. Viola et al. [Viol 04] introduce importance-driven volume rendering, where the emphasis can be automatically put on the part which has been assigned more importance. Ropinski et al. [Ropi 05] propose volumetric lenses to interactively focus regions of interest, rendering the parts of the volume intersecting the lens, which is defined by a convex 3D shape, using a different visual appearance. Bruckner et al. [Bruc 05] suggest to use cut-away views to focus the attention on the intersection region and ghosting views which tends to generally give a better impression of the spatial location of the object in focus.

Context-preserving in volume rendering can be also achieved by exploiting lighting intensity as an input to a function for opacity variation. Bruckner et al. [Bruc 06a] use this idea to reduce the opacity in rather flat regions oriented toward the light source. Parts of the volume receiving less lighting are rendered as semi-transparent silhouettes helping to preserve context information. Krüger et al. [Krug 06] present a method which enables the user to focus on a particular region, using defined parameters such as the size and location of the focus, a weight for the context, and material properties. An approach similar to ours is the one proposed by Zhou et al. [Zhou 04], which emphasizes a region according to the Euclidean distance from the sampled voxel to a sphere center. Tappenbeck et al. [Tapp 06] employ distance-based transfer functions, which allows to hide, emphasize or color structures based on their distance to a relevant reference structure. In our approach, we exploit the pq-distance to give a focus shape consistent with a probe defined by a superquadric function. Furthermore, we propose to combine relief shading techniques for enhancing the focus region with a better shape depiction and silhouette darkening effects. For preserving context information, we use an adaptive voxel dependent transparency and perform the clipping of voxels in regions which can create image clutter.

Silhouette enhancement is typically based on gradient or curvature estimations. Csbfalvi et al. [Csbf 01] visualize object contours based on gradient information as well as on the angle between viewing direction and gradient vector using depth-shaded maximum intensity projection. Kindlmann et al. [Kind 03] employ curvature along the view direction to achieve illustrative effects, such as ridge and valley enhancement. It is also common in medical illustrations to depict shape or surface details in a way that is inconsistent with physically-realizable lighting model. Inspired by the techniques used in cartography, Rusinkiewicz et al. [Rusi 06] develop a non-photorealistic rendering strategy based on multi-scale local toon shading. Based on it, we develop a non-photorealistic shading model applicable to volume rendering.

Our flexible renderer employs both photorealistic and illustrative techniques. Some techniques mentioned in this section, like the accumulation and pre-integration schemes or the opacity model were already introduced in chapter 3 as part of the GPGPU ray-caster, so we refer the reader to subsection for a full description on those engine characteristics.
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The accumulation scheme is similar to MIDA [Bruc 09], even though in our case we accumulate importance rather than intensity. The usage of an importance transfer function has also been advocated by [Viol 05]. In order to deal with high frequency transfer functions, we employ a pre-integration approach for all attributes, rather than only for colors as is usually done, and use a numerically stable approach which only needs little memory requirements. Similarly to [Krau 08], we use extinction-weighted colors rather than opacity-weighted ones and reconstruct opacity on the GPU. Our view-dependent probe and clip planes bear a number of similarities with previous context-preserving techniques [Bruc 06b], but extend them with view-dependent effects tuned for 3D displays.

6.3 The Context-Preserving Focal Probe Model

In our focal probe model we provide the possibility to interactively define a region of interest composed of a part in focus and its context. The focus and context information are separated by the assignment of different rendering styles, which allow to easily distinguish between the different parts. Nevertheless, the rendering styles can be smoothly blended to provide a more continuous effect.

We define the region of interest using a distance-based function which basically decrease the opacity of the samples according to its distance to the center. The focus rendering style is inspired by relief shading techniques to perform enhancement of shape details combined with a silhouette darkening effect. Meanwhile, the context style performs silhouette detection combined with a view-dependent transparency modulation effect. Finally, we clip all samples before the probe and saturate all samples behind it, in order to avoid cluttering results for rays intersecting the probe.

The presented model allows the user to translate, rotate or scale the probe size according to the requirements for an adequate visualization of the datasets.

6.3.1 Background

We will briefly describe the ray casting process along one viewing ray for simplicity’s sake. We assume a volumetric scalar field as \( f(P) \in \mathbb{R} \) (\( P \in \mathbb{R}^3 \)), then denote the viewing ray direction by \( V \) and its normalized vector by \( \hat{V} \). Let \( P_i \) be the \( i \)-th sample location along a viewing ray \( V \), \( f_i \) be the data value at \( P_i \), \( g_i \) be the gradient at \( P_i \) and \( \hat{g}_i \) be its normalized vector. We denote the gradient magnitude by \( \|g_i\| \), and the normalized gradient magnitude by \( \|\hat{g}_i\| \), which is \( \|g_i\| \) divided by the maximum magnitude \( \|g_{max}\| \). Since the gradient has noise, we filter it using an interpolation function as below

\[
w_i = \text{smoothstep}(\|\hat{g}_i\|, g_l, g_h)
\]

where smoothstep is a cubic function defined by

\[
\text{smoothstep}(t, a, b) = \begin{cases} 
0 & \text{if } 0 \leq t < a \\
(t-a)^2((-2(t-a)+3) & \text{if } a \leq t \leq b \\
1 & \text{if } b < t \leq 1
\end{cases}
\]
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Conventional volume rendering DVR uses the front-to-back alpha blending which employs a physically motivated absorption-plus-emission optical model, computing the accumulated opacity \( \alpha_i^* \) and color \( c_i^* = (r_i^*, g_i^*, b_i^*) \) at step \( i \) with regular increment \( \Delta s = \| P_i - P_{i-1} \| \) along the viewing ray \( V \) as follows

\[
\begin{align*}
    c_i^* &= c_{i-1}^* + (1 - \alpha_i^*) \alpha_i c_i \\
    \alpha_i^* &= \alpha_{i-1}^* + (1 - \alpha_i^*) \alpha_i
\end{align*}
\] (6.3)

where \( \alpha_i \) and \( c_i = (r_i, g_i, b_i) \) are the opacity and color respectively at \( P_i \), both derived from the transfer function.

The light properties make it possible to enhance objects for a variety of effects. Before accumulating, generally we use the traditional Phong model to perform a shading effect by modifying the color \( c_i \) to be the shaded color \( c_i, \text{shaded} \) as below

\[
c_i, \text{shaded} = \lambda_i c_i
\] (6.4)

where

\[
\lambda_i = k_a + \sum_{\text{lights}} k_d (\hat{L} \cdot \hat{g}_i) + k_s (|\hat{H} \cdot \hat{g}_i|)^{k_e}
\] (6.5)

\( k_a, k_d \) and \( k_s \) are the ambient, diffuse and specular lighting coefficients. \( \hat{L} \) is the normalized light vector, \( \hat{H} \) is the normalized half-way vector, and \( k_e \) is the shininess constant.

After shading, we denote the opacity at \( P_i \) by \( \alpha_i, \text{shaded} \), which basically follows the same variation as color in Eq. 6.4. Then we substitute \( c_i \) with \( c_i, \text{shaded} \) and \( \alpha_i \) with \( \alpha_i, \text{shaded} \) into Eq. 6.3 performing the normal accumulation process.

### 6.3.2 Probe Shapes

Medical datasets can capture quite heterogeneous parts of the human body, varying in a wide range of physical dimensions. For a satisfactory exploration of diverse volume datasets we propose to use an exploration tool based on the superquadrics family functions. These functions provide us a flexible and relative simple solution for modelling rounded or sharp corners for a variety of basis geometric shapes (See Fig. 6.1).

![Figure 6.1: Superquadrics shapes. Examples of shapes generated from the superquadrics family functions](image)

We use a geometric distance based on the pq-norm to define the superquadric. Since it provides us with a distance function, we can use it to define a probe center. The pq-norm for a sample \( P_i \) with \( x_i, y_i, z_i \) coordinates is defined by

\[
\| P_i \|^{pq} = \|(x_i, y_i, z_i)\|^p \}
\] (6.6)
where
\[
\| (x_i, y_i) \|^p = (|x_i|^p + |y_i|^p)^{\frac{1}{p}}
\] is $p$-norm, which is the generalization of the Euclidean metric ($p = 2$). As shown in Fig. 6.2, various consistent focus shapes can be obtained by using different $p$ and $q$ values.

![Figure 6.2: Examples of probe shapes. We have tested various probe shapes, including rounded cubic ($p = 4, q = 4$), cylindrical ($p = 2, q = 4$) and spherical ($p = 2, q = 2$).](image)

### 6.3.3 Distance-based Merging of Rendering Styles

In our focal probe model we propose to employ different rendering styles corresponding with the focus and the context region. One idea could be to use a particular threshold to differentiate between the different zones within the probe, but this decision can lead to sharp transitions with a continuity loss in the resulting rendering. Instead, we propose to merge both rendering styles using a distance-based function $d_i$ having a plateau for the focus region determined by $\rho$ ($0 \leq \rho \leq 1$), which can be interactively adjusted by the end user of the system.

\[
d_i = \begin{cases} 
1 & \text{if } 0 \leq \| P_i \|^p \leq \rho \\
1 - g_\beta\left(\frac{\| P_i \|^p - \rho}{1 - \rho}\right) & \text{if } \rho < \| P_i \|^p \leq 1
\end{cases}
\] (6.8)

where
\[
g_\beta(t) = \frac{t}{e^\beta(1 - t) + t}
\] (6.9)
is the schlick rational function [Schl 94]. We use the $\beta$ parameter, normally being $\beta < 0$, for having a smoother or sharper decreasing value of the context region.

We use different rendering styles for the focus and context regions which will be introduced later. Let $(c_{i, \text{focus}}, \alpha_{i, \text{focus}})$ and $(c_{i, \text{context}}, \alpha_{i, \text{context}})$ be the color and opacity at $P_i$ defined by these
rendering styles, our proposed blending strategy is performed by using $d_i$ as focus fraction.

$$
\begin{align*}
    c_{i,\text{blend}} &= d_i c_{i,\text{focus}} + (1 - d_i) c_{i,\text{context}} \\
    \alpha_{i,\text{blend}} &= d_i \alpha_{i,\text{focus}} + (1 - d_i) \alpha_{i,\text{context}}
\end{align*}
$$

(6.10)

After blending (See Eq. 6.10), $c_i$ is substituted by $c_{i,\text{blend}}$ and $\alpha_i$ by $\alpha_{i,\text{blend}}$ into Eq. 6.3 performing the normal accumulation in the rendering pipeline.

### 6.3.4 Focus Model

Next, we propose a rendering style which performs better shape depiction for the focus region based on traditional DVR and non-photorealistic techniques (See Fig. 6.4). In particular, we perform a silhouette darkening effect based on the following detector

$$
s_i = w_i \ast \text{smoothstep}(1 - |\hat{g}_i \cdot \hat{V}|, s_l, s_h)
$$

(6.11)

where $s_l$ and $s_h$ control the silhouette sharpness. The focus color $c_{i,\text{focus}}$ and opacity $\alpha_{i,\text{focus}}$ at $P_i$ are defined by

$$
\begin{align*}
    c_{i,\text{focus}} &= (1 - s_i) r_i c_i \\
    \alpha_{i,\text{focus}} &= r_i \alpha_i
\end{align*}
$$

(6.12)

where $r_i$ is a shading factor implementing an illustrative effect explained next and defined by Eq. 6.14. We combine the previous color darkening processing with an illustrative relief shading effect. Principles in relief shading [Rusi 06] advise to omit shadows and specular effects, exaggerate the height of ridges and valleys in the object shape and use a particular lighting effect which appears to originate as from the top of the image. Furthermore, these principles suggest to locally adjust light direction in order to homogeneously light the interesting part of the volume. Finally, to support multi-scale toon shading effects, it is recommended to blend between different smoothed versions of the volume.
Figure 6.4: **Comparison between a probe with and without focus.** On the image on top we provide an example of a normal probe without focus. Notice how the sternum bone hides part of the heart. Besides, flesh and lung tissues create a cluttering effect as they cover part of neighbour structures. On the image below, we show the same situation using a context-preserving focal probe. In this case, heart is right focused, no cluttering is created around it. Furthermore, context information is preserved and previously hidden vessel structures are now better identified.

Applying inside our system Rusinkiewicz et al.’s techniques based on relief shading, requires a special preprocessing to produce smoothed versions of the volume dataset for multiscale based effects. In our model we will apply similar basis concepts in order for detail enhancement without necessity of preprocessing. We compute on the fly a local version $\hat{n}_i$ of the smoothed normal, accessing samples located at positions $x_{i\pm1}, y_{i\pm1}$ and $z_{i\pm1}$ for a sample at $P_i$ with $x_i, y_i, z_i$ coordinates. Next, we make a local light adjustment at each sample, computing the new light position $L^*_i$ at $P_i$ based on the global light position $L$, and the smoothed
normal \( \hat{n}_i \) at \( P_i \). For this purpose, we create a light which is perpendicular to the smoothed normal \( \hat{n}_i \), exaggerating the shading effect for ridges and valleys in our volume (See Eq. 6.13).

\[
L_i^* = L - \hat{n}_i (\hat{n}_i \cdot L)
\]

Furthermore, as shown in Eq. 6.14, we use the original shading \( \hat{L} \cdot \hat{g}_i \) as a basis for the lighting of the diffuse component, thus to avoid the appearance of excessively dark zones in the final rendering. Next, we sum the contribution of the \( P_i \) local light \( \hat{L} \cdot \hat{g}_i \). Finally, we have altered the local lighting to produce a toon shading effect, just clamping \( \hat{L} \cdot \hat{g}_i \) between 0 and 1 and multiplying the result by the toon shading factor \( a \).

\[
r_i = k_a + k_d (\hat{L} \cdot \hat{g}_i + a \cdot \text{clamp}_{[0,1]}(\hat{L}_i^* \cdot \hat{g}_i))
\]

### 6.3.5 Context Model

The rendering style proposed for the context region is based on view-dependent transparency and silhouette detection. The context color \( c_{i,\text{context}} \) and opacity \( \alpha_{i,\text{context}} \) at \( P_i \) are defined by

\[
\begin{align*}
    c_{i,\text{context}} &= \lambda_i c_i \\
    \alpha_{i,\text{context}} &= h(\theta) s_i \lambda_i \alpha_i
\end{align*}
\]

where

\[
h(\theta) = \begin{cases} 
    0 & \text{if } 0 \leq \theta \leq \varphi \\
    1 - \frac{\cos\theta - \cos\varphi}{\cos\varphi - \cos\phi} & \text{if } \varphi < \theta \leq \phi
\end{cases}
\]

Shown by the left most image in Fig. 6.5, \( \theta \) is the angle formed by the \( O \) vector connecting the eye position with the probe center and the viewing direction \( V \), \( \phi \) is the angle defining the maximum angle for rays intersecting the probe, and finally \( \varphi \) the angle defining rays passing through the focus region. The shading factor \( \lambda_i \) has been previously defined by Eq. 6.5. The \( \alpha_{i,\text{context}} \) parameter introduces a view-dependent effect, giving more opacity to voxels in the outer part of the probe and increasing the transparency as samples are closer to the probe center.

The use of volumetric probes entails the problem of possible occlusion due to the voxels situated between the eye position and the probe. This is also valid for voxels in the context region, which can impede the correct visualization of our interest region. We illustrate this problem in the right image of Fig. 6.5. Therefore, a reasonable strategy seems to cancel the accumulated color just before the first intersection of the viewing ray with the probe, corresponding to the red cone in the right of Fig. 6.5. Samples in the context region behind the probe focus are ignored, and following samples in the volume are blended with the background contributing less to the final accumulated color along the ray.

### 6.3.6 Visualization Results

In this section, we report on the results obtained when performing exploration of medical datasets by using our focal probe model. We have tested the proposed technique with a variety of volumetric medical datasets. We discuss the results obtained with the inspection
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Figure 6.5: **Context definition for focal probes** In the left image, for a sample $P_i$ in the context region, we define the $\theta$ angle which decides how much the context will be displayed. In the right, voxel clipping is performed in order to produce a non-cluttered render image.

of a $512 \times 512 \times 1559$ whole body contrast and a $512 \times 512 \times 743$ thorax study, both CT\(^1\) with 16bit/sample.

Regarding the focal probe model, we employ the following parameter configuration. We use $\beta = -2.0$ for having a smooth transition between the focus and context information (See Fig. 6.3). To separate the focus and context regions, we adjust the $\rho$ parameter in the interval $[0.4, 0.7]$. For gradient filtering we compute the $w_i$ interpolation function with $g_l = 0.015$ and $g_h = 0.95$. Related with the non-photorealistic shading, we control the silhouette detector $s_i$ using $s_l = 0.7$ and $s_h = 0.95$ for a fine silhouette enhancement without creating cluttering owing to low gradient values. We define the toon shading factor $a = 3.0$ to enhance lighting differences between ridges and valleys in the focus region.

As described in Fig. 6.3 the behaviour of our focal probe model establishes a center of attention, fitting in the region around of the probe center. Transparency is modulated by the $d_i$ distance based function and its effect results in more transparency for voxels in the context region. In Fig. 6.6 we can appreciate the effect of an interactive incursion of a focal probe within the whole human body CT. At the beginning, the probe acts just as a clipping sphere and as soon as the center of the probe is inside the volume, the focus effect becomes visible, as well as the context-preserving effect showing contour shapes. When exploring parts of the volume which are too deep, voxel clipping becomes active.

Figure 6.6: **Incursion sequence of a focal probe model inside a medical dataset.** From left to right we increase the focal probe penetration stopping when the heart is right focused.

\(^1\)Source: Geneva University Hospital, Radiology Department
Using the silhouette darkening effect we can depict shape borders using a darker color and enhancing the shape over its background. In Fig. 6.7 we show a series of snapshots of our volume renderer varying the parameter \( s_b \) of Eq. 6.11, which indicates the threshold value above which a sample is considered a border shape.

![Figure 6.7: Silhouette darkening effect.](image)

The relief shading technique, described in Sec. 6.3, allows the user to appreciate additional details within the focus region, exaggerating the lighting effect by using a perpendicular light for each voxel (See Fig. 6.8). In our approach we rely on a local version of the smoothed normals, and for this reason, the enhanced details are limited to local details, normally corresponding to high frequencies in the volume.

![Figure 6.8: The relief shading effect.](image)

### 6.4 View-dependent Illustrative Techniques for the Light-field Display

The view-dependent characteristics of the display can be exploited to develop specialized interactive illustrative techniques designed to improve spatial understanding. With such techniques, simple head motions can reveal new aspects of the inspected data. In the following, we illustrate three examples of techniques that can be implemented in our framework by defining appropriate enhancers associated to tools manipulated with a 3D cursor. These techniques can be also freely mixed and matched within a single interactive application.
6.4.1 Clip-plane with View-dependent Context

Frequently, the use of clipping planes is the only way to uncover otherwise hidden details of a volumetric dataset or to visualize non-orthogonal slices of the objects. Clip planes, however, provide most of their information when viewers are facing them, but offer little insight in most other situations. In particular, when view direction is parallel to the plane, no information is provided to the viewer (besides the removal of a portion of the object). Thus, we propose a formulation that supports traditional cut away visualization, when our view direction is orthogonal to the clip plane, while offering more helpful contextual information in other situations (see Fig. 6.9). We compute the distance from the plane $\delta_i = n \cdot x_i + p$. If the distance is positive, we simply modify the opacity of samples by multiplying it by a view-dependent correction factor $\mu_i = \text{smoothstep}(1 - \max(0, -n \cdot v), f_l, f_h)$, where the smoothstep function is a cubic polynomial that smoothly transitions from zero to one as the view-dependent factor varies between $f_l$ and $f_h$. If, otherwise, $-\delta_{\text{thickness}} < \delta_i < 0$, we smoothly vary the opacity of the plane and shading parameters from the original ones at $\delta_i = -\delta_{\text{thickness}}$ to full opacity and ambient plus emission shading at $\delta_i = 0$, emphasizing the tissue sliced by the plane. The other samples on the back of the plane are left unchanged.

Figure 6.9: Clip plane with view-dependent context. As the view becomes less and less orthogonal to the plane, more and more contextual information appears.
Figure 6.10: **Screenshot of the view-dependent clip plane effect.** Notice that depending on the orientation of the cut more contextual information becomes available.
Figure 6.11: View-dependent clip plane effect with medical data on the 3D display. The cut in the sagittal plane, on the top image, allows to see the organization of the inner parts of the body, whereas when the view becomes less orthogonal to the plane, like in the image below, more information about the surface of the body appears.
6.4.2 Context-preserving Probe

Our context-preserving probe provides a means of interactively inspecting the interior of a volumetric dataset in a feature-driven way which retains context information (see Fig. 6.12). Our spherical probe is positioned in space, and has an associated enhancer, which modifies sample opacity and color by multiplying them with two correction factors. Both correction factors have a dependency on two weighting functions, $\omega_d$, which is a quadratic polynomial equal to one on the plane passing through the probe center and oriented towards the viewer and zero at a distance from this plane equal to the probe radius, and $\omega_a$, computed similarly to the view-dependent factor of our clip plane and is equal to one when the probe axis is aligned with the view direction and quickly goes to zero for other directions. The opacity correction factor $\mu_i^{(a)}$ and the intensity correction factor $\mu_i^{(i)}$ are computed by:

\[
\mu_i^{(a)} = \begin{cases} 
\text{lerp}(0, \eta_i, \omega_d) & d < d_{\text{max}} \\
\text{lerp}(\eta_i, 1, 1 - \omega_d) & d \geq d_{\text{max}} 
\end{cases}
\]

\[\mu_i^{(i)} = \begin{cases} 
1 - \eta_i & d < d_{\text{max}} \\
\text{lerp}(1 - \eta_i, 1, 1 - \omega_d) & d \geq d_{\text{max}} 
\end{cases}
\]

where $\eta_i = \omega_a \text{smoothstep}(\frac{\|s_i\|}{\max}, g_l, g_h)(1 - (\frac{\langle s_i, v \rangle}{\|s_i\|})^4)$.

Figure 6.12: The context-preserving probe. Material becomes less and less opaque with increasing tool penetration. Contextual edges are visible only if looking straight at the tool (see the image on top), and clutter due to contextual information can be removed by a simple head motion (see the image below).
By scaling opacity by a function of gradient norm, we emphasize edges within contextual information. Since the gradient is a bad predictor for the surface normal orientation in nearly homogeneous regions due to the increased influence of noise, we filter its magnitude through the smoothstep function, which smoothly transitions from zero to one as the (rescaled) gradient varies between $g_l$ and $g_h$. Scaling gradient norm by the importance $ι_i$ allows us to have edges within less important tissues fade out quickly. $η_i$ is proportional to the alignment of both the tool axis and the plane defined by the local gradient with the view direction. Rather flat surfaces that are oriented towards the viewer will thus fade out in the context region. At the same time, edges will only be visible if looking straight at the tool, and clutter due to contextual information can be removed by simple head motions. The distance-based modulation forces everything to transparent when entering the probe, and gradually increases the opacity modulation factor to one on the probe back. Thus, the material within the probe becomes less and less opaque with increasing tool penetration. The effect of the color correction factor is to perform silhouette darkening in the context region, while gradually blending to the original material in the back of the probe.

Figure 6.13: The context-preserving focal probe inspecting medical data on a 3D display. Sequences in a real test case using the light-field visualization. Notice the appearance of the edges of a thinner vein as context information (on the image below).
Figure 6.14: Single frame rendering of a view-dependent probe. The probe allows to inspect the inner structures of the body and even enhance the silhouette of some finer structures positioned in the border part of the probe.
6.4.3 Band Picker

Our band picker provides a means to enhance the importance of a currently selected band in the transfer function. We assume, as usual, that a band is parametrized by four ordered values, which define a trapezoid function. The values delimiting the current band can be determined by accessing an existing transfer function, or by using a region growing approach similar to [Huan 03]. In addition, the area within which the modification is applied is made view- and tool-dependent by weighting the importance and opacity modification by factors proportional to the alignment between the view direction and the tool main axis (see Fig. 6.15). In our band picker, we set the importance of the samples within the selected band to one, and the importance of other samples to zero. At the same time, we modulate the opacity of the other bands as a function of the view angle. When looking straight at the probe, only the selected band is visible, while when looking at an angle other bands provide contextual information.

![Image of the view-dependent band picker effect. The tool selectively highlights the selected material. When looking straight at the probe (image on top), only the selected band is visible, while when looking at an angle (on the image below) other bands provide contextual information using MImDA.]
Figure 6.16: **Band picker working with medical data on a 3D display.** The band picker provides view-dependent transfer function information which can be naturally exploited when using a light-field display.
Figure 6.17: Effect of employing the view-dependent band picker. During a full-body CT inspection the band picker allows to enhance materials which normally would be hidden.
6.5 Conclusion

In this chapter, we reported on a set of illustrative and non-photorealistic rendering (NPR) techniques that complemented the work presented in the chapters 2, 3 and 5. In the field of context-preserving volume rendering we proposed an illustrative technique to focus the attention of the users in a region of interest while preserving the information in context.

We have described an alternative focal probe model for interactive exploration of medical volumetric datasets. The key feature of our approach relied on the enhancement of natural filtering mechanisms of humans to separate and abstract information. Our model was based on the development of different rendering styles for the focus and context information. The superquadrics family functions were used to get consistent focus shapes. Furthermore, we proposed an adaptive voxel shading, based on illustrative NPR techniques, in order to enhance shape depiction in the focus region. In addition, we used silhouette detection to convey better structure cues in the focus region and to preserve the context information in the outer part. Finally, we proposed a strategy to smoothly blend both rendering styles.

A particular clipping strategy was performed for voxels in front of the probe and behind it, in order to solve the occlusion problem and to avoid the creation of a noisy background.

In the area of view-dependent effects we introduced a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of a light-field display. This set of view-dependent tools needed to be integrated with our GPGPU-based ray casting engine and its new accumulation scheme for importance-driven volume rendering (MImDA), both explained in detail in chapter 3. The possibilities of these techniques were demonstrated by the interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

6.6 Bibliographical Notes

Most of the contents of this chapter regarding the user-driven exploration of regions of interest in volumetric datasets were extracted from the paper [Luo 09], where we presented our context-preserving focal probes model. For a complete description of the prototype system integrating all the presented illustrative techniques, we refer the reader to our article [Igle 10], where we presented, among other things, a new accumulation scheme for importance-driven volume rendering and a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of a light-field display.
Figure 6.18: Interactive volume inspection on a light-field display. These images show different screenshots during different interactive exploration sessions.
Summary and Conclusions

This thesis has introduced scalable methods for rendering volumes of potentially unlimited size on modern GPU architectures, as well as methods to improve their understanding through illustrative techniques and image delivery on light field displays. This final chapter summarizes the results obtained.

7.1 Achievements

Visual analysis by means of interactive visualization and inspection of spatial information and data embedded in three-dimensions is a particularly efficient approach to gain insight into the structure and implications of large datasets. In this thesis, we have tackled the problem of improving visualization of rectilinear scalar volumes, i.e., scalar functions sampled on a 3D grid, which arise in many engineering and scientific areas. The research work has led to the following advances with respect to the state-of-the-art:

- The introduction of a novel single-pass ray casting framework for interactive out-of-core rendering of massive volumetric models. The method is GPU-accelerated and has demonstrated the capability of managing multi-gigavoxel datasets [Gobb 08]. The key insight of the method is to use specialized multi-resolution structures, separating visibility-aware level-of-detail selection from the actual rendering using co-operative algorithms.

- The generalization of the previous ray casting framework using the possibilities offered by modern GPGPU architectures [Agus 08c]. The method supports a more flexible ray traversal (e.g., changes in the direction of the ray propagation or different accumulation strategies) and proposes an improved solution for incorporating visibility feedback.

- The development of a volume representation technique [Agus 10b] suitable for cases where the volumes represent physical objects with well-defined boundaries separating different materials, giving rise to models with quasi-impulsive gradient fields. In this representation, we replace blocks of $N^3$ voxels by one single voxel that is split by a feature plane into two regions with constant values. We also show how to convert a standard mono-resolution representation into an out-of-core multi-resolution structure, both for labeled and continuous scalar volumes.
The introduction of an adaptive technique for the interactive rendering of volumetric models on projector-based multi-user light-field displays. The method achieves interactive performance and provides rapid visual understanding of complex volumetric datasets even when using depth-oblivious compositing techniques [Agus 08c, Agus 08a, JAIg 08].

The development of a new interactive visualization framework which enables multiple naked-eye users to perceive detailed multi-gigavoxel volumetric models as floating in space, responsive to their actions, and delivering different information in different areas of the workspace [Agus 09, Igle 10]. The main contributions include a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of the display, as well as an out-of-core CUDA-based ray casting engine with a number of improvements over current GPU-accelerated volume ray-casters. The possibilities of the system have been demonstrated by the multi-user interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

The evaluation of volume rendering on light-field displays and its relevance for medical training and virtual examinations. Initial results demonstrate increased efficiency in tasks requiring spatial understanding. The development of preliminary psycho-physical tests which demonstrate that light-field displays and virtual reality improve understanding in common medical tasks [Agus 08b]. The continuation of such perceptual experiments to evaluate the depth discrimination capabilities of the light-field display technology with respect to two-view (stereo) and discrete multi-view designs [Agus 10a]. The evaluation employs a large scale multi-projector 3D display offering continuous horizontal parallax in a room size workspace. Two tests are considered in the context of depth oblivious rendering techniques: a layout discrimination task, and a path tracing task.

Out of the scope of this thesis, but always connected with the goal of improving volumetric data analysis tasks, additional results were achieved:

The adaptation of an edge-directed optimization-based method for volumetric data super-sampling. The method faces the problem of partial volume effect by up-scaling the volumetric data, subdividing voxels in smaller parts and performing an optimization step keeping constant the energy of each original subdivided voxel while enhancing edge continuity [Giac 10b, Giac 10a].

Motivated by problems of image segmentation in the medical field, we worked on a GPU framework based on explicit discrete deformable models, implemented on the NVIDIA CUDA architecture, aimed at the segmentation of volumetric images. The framework supports the segmentation of different volumetric structures in parallel, as well as interaction during the segmentation process and real-time visualization of the intermediate results [Schm 10, Schm 11].
7.2 Conclusions

A virtual environment based on a light-field display and a real-time multi-resolution volume rendering engine was realized. Such environment enables multiple naked-eye users to explore multi-gigavoxel volumetric models. The system was responsive to multiple user actions, showing models as floating in space and delivering different information in different areas of the workspace. This prototype can be considered the main tangible result of this work.

The system was integrated with standard medical image archives and extended the capabilities of current radiology workstations by supporting real-time rendering of volumetric information, such as CT, MRI, and PET scans, of potentially unlimited size on light-field displays. An out-of-core flexible ray casting engine that took advantage of current GPGPU architectures made possible to include a set of specialized interactive illustrative techniques able to provide different contextual information in different areas of the display. The possibilities of the system were demonstrated by the multi-user interactive exploration of 64-GVoxel datasets on a 35-MPixel light-field display driven by a cluster of PCs.

The evaluation of volume rendering on light-field displays proved its relevance for medical training and virtual examinations. Initial results demonstrated an increased efficiency in tasks requiring spatial understanding. The development of preliminary psycho-physical tests demonstrated that virtual environments based on light-field displays improved the understanding in common medical tasks. Two tests were considered in the context of depth-oblivious rendering techniques: a layout discrimination task, and a path tracing task. Results confirmed that continuous multiview technology is able to elicit depth cues more efficiently with respect to standard stereo systems, providing clear advantages in typical analysis tasks like network structures understanding. Furthermore, our results indicated that depth-perception capabilities are closely related to the number of views provided by multiview systems.

Furthermore, we proposed different solutions for particular problems that can easily arise in volume rendering. First, we proposed an alternative volume representation primitive (split-voxel) suitable for cases where the volumes represented physical objects with well defined boundaries separating different materials, giving rise to models with quasi-impulsive gradient fields. Second, and in order to improve the analysis of medical data we proposed an edge-directed optimization-based method for volumetric data super-sampling. The method faced the problem of partial volume effect by up-scaling the volumetric data.

The potential of the split-voxel representation has not yet been adequately explored. To this end, we plan to investigate other compositing strategies, in order to find more meaningful visualization metaphors, such as layer extraction, or non-photorealistic illustrative methods. Moreover, when dealing with massive models, we plan to further evaluate the compression capabilities of the split-voxel primitive.

One general limitation of our multi-resolution volume rendering engine is that, just before rendering, it needs to perform decompression of the data contained in the volume bricks. This behaviour limits the quantity of information that can be cached in the GPU memory and therefore compromises the quality and detail of the multi-level representation maintained out-of-core. For this purpose, further work on lossless volume compression and direct rendering from compressed data is a worthwhile work to be done in the future.
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