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Abstract
This paper explores how a set-based visual analytics approach could be useful for analyzing customers’ shopping behavior,
and makes three main contributions. First, it describes the scale and characteristics of a real-world retail dataset from a major
supermarket. Second, it presents a scalable visual analytics workflow to quickly identify patterns in shopping behavior. To
assess the workflow, we conducted a case study that used data from four convenience stores and provides several insights about
customers’ shopping behavior. Third, from our experience with analyzing real-world retail data and comments made by our
industry partner, we outline four research challenges for visual analytics to tackle large set intersection problems.

CCS Concepts
•Human-centered computing → Visual analytics; •Information systems → Data mining;

1. Introduction

"What products do our customers buy together" is a common ques-
tion that retailers want to answer, because it provides them with
insights about customers’ shopping behavior. Such insights drive
strategic changes in the layout of stores, products that are stocked
and marketing campaigns.

To analyze customers shopping transactions, retailers use a vari-
ety of statistical modeling approaches that are validated by a re-
tailer’s domain knowledge and customer surveys. However, the
models are not very accurate, and require a large amount of human
effort to update as product lines change. It follows that retailers
want to know how (or if) visual analytics methods can improve
their understanding of customers’ behavior, to make the models
more accurate and easier to update.

The analysis of shopping transactions can be approached as a set
analysis problem, where each transaction in a dataset is an element,
each unique product is a set, and each unique combination of prod-
ucts (an itemset) is a set intersection. The present paper describes
how a visual analytics approach that is based on set visualization
techniques may be used to analyze shopping behavior, and makes
three main contributions. First, we document the scale and char-
acteristics of shopping transactions using anonymized data from
a major supermarket. Second, we describe a workflow and visual
analytic methods that can be used to quickly identify patterns in
shopping behavior. Third, we outline research challenges for visual
analytics to tackle large set intersection problems.

2. Related work

As would be expected, the details of how retailers model cus-
tomers’ shopping behavior are commercially confidential, but the

general approach of our collaborator is as follows. Surveys show
that the ‘mission’ (purpose) of most shopping transactions falls into
one of a small number of categories (e.g., "eat now" or "food for a
couple of days"). Our collaborator classifies missions by using a
statistical model that is based on clustering and includes factors
such the number and type of products, time of day and cost. The
model is validated using customer surveys, which show that accu-
racy is improved by using a hybrid model (i.e., both positive and
negative components, which classify a transaction as belonging to
or not belonging to a mission, respectively). However, the model
falls well short of 100% accuracy. Many misclassified missions
make sense to human analysts, because they both know intuitively
that the model is wrong and understand why the model got it wrong.

The remainder of this section briefly reviews computational and
visualization techniques that could be applied to analyze missions.
In the field of data mining, itemsets are computed by assigning all
transactions that include items ‘a’ and ‘b’ to an itemset {a, b}, re-
gardless of other items in these transactions [FVLV∗17]. In set ter-
minology, this approach is known as ‘full set intersection’ [AR17].
Since a dataset with ‘m’ unique items could generate as many as
2m − 1 itemsets, it is generally infeasible to compute all possi-
ble itemsets in a dataset using this approach. Therefore, some of
the well-known itemset mining algorithms (e.g., Apriori [AS∗94],
Eclat [Zak00], and FP-Growth [HPYM04]) only compute frequent
itemsets that meet a user-specified minimum support threshold. The
support of an itemset {X} can be defined as the number of trans-
actions containing X. However, choosing an appropriate support
threshold is a non-trivial task for a user, as setting the support too
high could exclude the interesting itemsets, while setting it too low
could generate too many itemsets, or even make the computation
infeasible. Furthermore, this itemset computation approach does
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not perform a proper partitioning of the transaction dataset because
of potential overlap between itemsets. Consequently, comparing
itemsets based on the attributes of their corresponding transactions
(e.g., date and time of a transaction and store location) becomes a
challenging task.

There are a number of approaches that have been proposed to
visualize itemsets, computed using ‘full set intersection’ method
(e.g., [Yan03], PowerSetViewer [MKN∗05], FIsViz [LIC08], Fp-
VAT [LC10], and [BSH13]). However, these approaches suffer
from the same limitations that we highlighted above.

With tools such as Tableau [Tab18], it is straightforward to gen-
erate bar charts and histograms from sales data, so that analysts
may visualize shopping behavior in terms of transaction length (i.e.,
number of items in a transaction) or commonly bought products.
However, such tools are poorly suited for visualizing itemsets.

Lastly, several set visualization systems have been proposed to
explore relationships between sets (items) and their intersections
(itemsets). There are two main types of these systems. The first
is set visualization systems that do not visualize all set intersec-
tions in a dataset, but provide reduced information about them (e.g.,
SEEM [GSG∗14], Set‘o’gram [FMH08], Radial Sets [AAMH13],
and AggreSet [YEB16]). While these systems are scalable to tens
of sets, they do not provide an overview of all set intersections.

The second type of set visualization systems are designed to
visualize all set intersections (e.g., InfoCrystal [Spo95], Mosaic
plots [HK81], Parallel Sets [KBH06], UpSet [LGS∗14] and Pow-
erSet [AR17]). To address the limitations of ‘full set intersection’
approach, these systems usually use ‘exclusive set intersections’,
which only assigns transactions that exclusively include item ‘a’
and ‘b’ to an itemset {a, b} [AR17]. In contrast to potentially pro-
ducing 2m− 1 itemsets, this approach limits the maximum num-
ber of generated itemsets to the total number of transactions in a
dataset. Moreover, the one-to-one mapping of a transaction to an
itemset allows easy comparison of itemsets, based on the attributes
of their corresponding transactions. However, even the state-of-the-
art systems in this category can only effectively visualize tens of
sets and a few thousand set intersections.

3. Scale and characteristics of shopping data

The dataset that was used in the present research contained a to-
tal of 366,072 transactions with 1,198,650 products from four local
‘convenience’ stores. Convenience stores stock a range of everyday
products and are designed for the convenience of customers who
did not have time to do a full shop in a supermarket. The transac-
tions were provided by our collaborator as a representative sample.
Our collaborator uses a four-level hierarchy to classify products,
and the present research used the second finest level, which they
term ‘sub-categories’ (e.g., bread or lottery draws).

Although there were only 418 unique sub-categories in the
dataset, there were 140,986 unique itemsets in the transactions.
That low ratio of itemsets to transactions (1:2.5 when products
were defined at the sub-category level; there were similar ratios
for the other three hierarchy levels) is one of the characteristics that
makes it so difficult to compute patterns from and visualize retail

data. For example, frequent itemset mining algorithms (e.g., Apri-
ori [AS∗94] and FP-Growth [HPYM04]) could have only been used
if aggressive minimum support thresholds were specified, because
this dataset could potentially generate as many as 2418−1 different
itemsets. Furthermore, none of the existing set visualization tools
can effectively handle hundreds of sets, and hundreds of thousands
of set intersections [AMA∗16].

4. Visual analytics of retail data

This section is divided into two parts. First, we describe a workflow
that we developed to identify patterns in shopping behavior, and
the computational and visualization methods that were adopted in
each stage of the workflow. Then we describe the application of
that workflow and methods to the convenience store dataset.

4.1. Analysis workflow

The proposed workflow is comprised of three main steps.

1. Data cleaning: A shopping transaction may include items that
were not bought, but instead, refunded by a customer. Such items
are usually identified by a binary flag in the dataset. Further, there
may be items that are supplementary to the actual transaction (e.g.,
plastic bags, which in the UK must be paid for). The analyst needs
to exclude these items from the dataset.

2. Itemset computation: Following in the footsteps of existing
set visualization systems that are designed to visualize all set inter-
sections (e.g., UpSet [LGS∗14] and PowerSet [AR17]), we com-
pute all the itemsets in a transaction dataset using the ‘exclusive set
intersections’ approach.

3. Iterative analysis: The final step in this workflow is the iter-
ative analysis of transaction data, which combines computational
data processing and interactive visualizations (Figure 8 in supple-
mentary material provides an example of this iterative analysis).
Collectively, the iterative steps need to take a number of perspec-
tives. Some are high-level, for example, analyzing set cardinality
(the number of times each sub-category was bought) or the degree
of set intersections (the number of sub-categories in an itemset).
Other perspectives take account of the composition of set intersec-
tions, to investigate patterns within intersections of a given degree
(e.g., itemsets of length two), or patterns that involve related inter-
sections (e.g., supersets).

Although the ‘exclusive set intersections’ approach guarantees
that the number of itemsets is always≤ the number of transactions,
they could still range from a few hundred to millions. Therefore,
our workflow involves a suite of summary (a-d) and detailed (e-g)
visualizations that, together, support a diverse set of tasks.

a) Workflow overview: Shows the proportion of transactions and
certain products that have been accounted for during each itera-
tive step of the analysis.

b) Product frequency histogram: Shows the distribution of the
frequency of products.

c) Itemset length histogram: Allows analyst to see most common
itemset lengths.

d) Itemset frequency histogram: Shows the distribution of the fre-
quency of itemsets.
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e) Product frequency bar chart: Allows analyst to see the number
of times individual products were bought.

f) Itemset frequency bar chart: Shows the frequency of individ-
ual itemsets.

g) Itemset heatmap/matrix plot: Allows analyst to see the fre-
quency, length, and composition of each itemset.

The illustrations of the above visualizations are provided in the
supplementary material. It is important to note that histograms (b-
d) scale to any volume of data because their performance does not
deteriorate with increasing numbers of observations. Bar charts (e
and f) are less scalable than histograms, but their scalability can be
improved by grouping low frequency items into ‘other’. Lastly, the
heatmap (g) at most can only show a few thousand itemsets (as is
the case with gene expression heatmaps), and is more effective with
many fewer itemsets (say, a maximum of 50).

4.2. Convenience store case study

We applied the above workflow to explore the transaction data from
four convenience stores. The analysis was performed at the gran-
ularity of sub-categories (not products). The rationale for this was
that sub-categories provide sufficient abstraction of items while los-
ing relatively little information about a transaction, for example, a
single sub-category of milk encompasses several varieties of milk
(e.g., 2 pint semi-skimmed milk and 2 pint whole milk). The dataset
has 366,072 transactions and 418 unique sub-categories.

1. Data cleaning: To begin with, 582 refunded items were ex-
cluded from the dataset. This resulted in the removal of 258 transac-
tions. Next, we removed the sub-category of ‘System Test’, which
was bought 28,372 times. ‘System Test’ includes four items, three
of which are related to shopping bags. The forth item is ‘Tobacco
Think 25’ (bought only four times), which is recorded when a cus-
tomer fails to prove his/her age when trying to buy a restricted
product. The removal of ‘System Test’ resulted in the removal of
58 transactions, which only contained this sub-category. Figure 7 in
supplementary material provides an illustration of the data cleaning
process.

2. Itemset computation: Data cleaning was followed by the
computation of all itemsets in the remaining 365,756 transactions,
which contained 1,169,696 items. This generated 140,986 itemsets
of length 1-38, 41, 45, and 55.

The itemset computation only took 1.1 seconds on a desktop PC
with a 3.6 GHz Intel i7 processor and 16 GB of RAM. This meant
that it would have been possible to perform additional computations
(e.g., of itemsets at the finest level of the product hierarchy) on
demand, as the iterations progressed.

3. Iterative analysis: The first iterative step performed a high-
level analysis of the convenience store data and showed that, as
expected, the distribution was highly skewed. A few sub-categories
were bought much more often than the others, and 323,631 (88.5%)
transactions contained five or fewer sub-categories. Those transac-
tion accounted for 98,918 (70.2%) itemsets.

The second iterative step focused on the most common lengths
of transactions (1, 2 or 3) and, within them, the sub-categories
that were bought most frequently (see Figure 1). This highlighted

Figure 1: The five most frequently bought sub-categories in
transactions of length 1-3. Length is the number of different sub-
categories in a transaction.

Figure 2: The five most frequent itemsets of length 2.

that, as the number of sub-categories in a transaction increases,
the most frequently bought sub-categories change. For example,
‘Cigarettes/tobacco’ becomes relatively less common as transac-
tion length increases, and although ‘Paypoint’ is the fourth most
common sub-category in transactions of length one, it drops to 11th

and 16th place in transactions of length two and three, respectively.

The third iterative step explored the components of common
itemsets (the sub-categories in itemsets). For this, we created two
heatmaps to view the composition of the five most frequent length
two and three itemsets, and the findings were counterintuitive.
For the length two itemsets, the sub-categories that were bought
most often (Cigarettes/tobacco and Own Label Milk; see Figure 1)
were typically bought with other sub-categories, not together (see
Figure 2). For length three itemsets, we noticed that none of the
three most frequent itemsets contained either of the two most fre-
quent sub-categories for this transaction size (Own Label Milk and
Cigarettes/tobacco; see Figure 1). Furthermore, three (i.e., Sand-
wiches, Sngle Bag Crsps/Snks, and Front of Store Juice) out of the
four sub-categories in the two most frequent length three itemsets
were not even listed for this length in Figure 1.

The fourth iterative step investigated supersets - longer item-
sets that contained other frequent ones. As an example we use the
most frequent length two itemset {Cigarettes/tobacco, Soft Drinks
Chiller}, which was bought 1,671 times. Computation showed that
this itemset was bought 3,837 times with other sub-categories, and
only seven sub-categories appeared more than 50 times in a trans-
action with this itemset (see Figure 3).

Each of the above iterative steps took place from a particular
perspective (see Section 4.1) and involved a number of computa-
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Figure 3: Sub-categories that were bought more than 50 times in
longer length transactions with the most frequent length 2 itemset.

tions and visualizations (see Figure 8 in supplementary material).
As is the norm in visual analytics, the analyst used the results of
one iterative step to make choices for the next.

5. Research agenda

The analysis of customers’ shopping behavior is essentially a large-
scale set analysis problem. In this section, we outline research chal-
lenges that need to be addressed if visual analytics is to be effective
for tackling such problems. The four challenges are drawn from
our experience of analyzing real-world data (the convenience store
case study) and comments made by our industry partner.

1. Scalability of set visualization techniques: As a recent re-
view of set visualizations shows [AMA∗16], few current tech-
niques scale to even 100 sets. By contrast, our case study involved
417 sets (after data cleaning), that number can be 100 times larger
(e.g., product-level data for supermarkets), and the number of set
intersections is an order of magnitude larger still.

Our case study exploited histograms, bar charts and heatmaps to
visualize at three levels of detail the cardinality, degree and compo-
sition of sets and their intersections. However, this was only effec-
tive when a user customized the visualizations (e.g., to change the
number of histogram bins so that particular cardinalities were sepa-
rated). Even though each customization only required a few mouse
clicks, the cumulative interaction cost was considerable. Therefore,
research is needed to determine types of perceptual discontinuity
(e.g., variable-width bins, gaps, and axis breaks) that should be in-
corporated into the visualizations, and methods for auto-detecting
those types from set data so that the cost of user interaction is re-
duced [Lam08, HEFR17].

Research is also needed to investigate how we may combine
different set visualization techniques (e.g., node-link vs. matrix;
[AMA∗16]) to provide a step-change in our ability to visualize
large-scale set data. Again, the solution needs to encompass a
range of tasks (cardinality vs. degree vs. composition; sets vs. in-
tersections). Starting points are provided by tools such as UpSet
[LGS∗14] and PowerSet [AR17], although it should be noted that
they have only been evaluated with modest-scale data.

2. Identify relationships between set intersections / itemsets:
To identify the strength of an intersection, users need to see how
it relates to other intersections. PowerSet [AR17] does not support
this due to its label-based approach to represent the composition

of set intersections. On the other hand, the matrix-based approach
in UpSet [LGS∗14] and our heatmap allows users to see the re-
lated occurrences of an intersection across the dataset, but these
only scale to a few thousand set intersections (at most).

An open research challenge is to develop visual analytics tech-
niques for identifying relationships in much larger scale datasets
(e.g., hundreds of thousands of set intersections, as exemplified by
the case study). This requires research into measuring the simi-
larity of relationships, drawing on methods from itemset mining
[FVLV∗17] and graph theory (e.g., clustering coefficients and mod-
ularity [BGLL08]), and techniques for optimizing the methods that
are chosen [vLFR17].

3. Explain set intersections: To understand shopping behavior,
users need to provide explanations that tally with customer survey
data and domain knowledge. In our experience, the explanations
often involve correlating set intersections with the values of other
fields in the data (e.g., date and time of a transaction, store type, and
store location), and this may be subdivided into: (1) using domain
knowledge to choose fields or group values, (2) calculating corre-
lations of the fields with selected set intersections, and (3) ranking
the fields to help decide on a robust explanation.

Tools such as UpSet [LGS∗14] and PowerSet [AR17] offer good
support for (1) and (2). However (3) has not been explored by ex-
isting set visualization tools. The use of feature selection meth-
ods (e.g., Pearson’s correlation coefficient and mutual informa-
tion [GE03]) could potentially prove useful in this regard.

4. Capture an analysis story: As shown in our case study, the
vast scale of data requires users to take an iterative analysis ap-
proach. It is challenging to keep track of every step (including dead
ends) in those iterative steps, but that is essential if a user is to be
able to: (1) validate any assumptions, (2) review and refine the anal-
ysis in consultation with colleagues, and (3) gain sufficient confi-
dence for a company to be willing to act on the analysis findings.
Although analysis provenance and workflow have been the subject
of previous research (e.g., [BCC∗05]), capturing an analysis story
has not been a focus of existing set visualization tools. Therefore,
it is an open research problem in this domain.

6. Conclusion

In this work, we ask how a set-based visual analytics approach may
be used to model customers’ shopping behavior. We begin by doc-
umenting the scale and characteristics of a real-world retail dataset
from a major supermarket. We then present a visual analytics work-
flow that could be used to analyze this data in a scalable manner.
The workflow was assessed by conducting a case study with real-
world shopping transaction data from four convenience stores. Fi-
nally, informed by our experience with the case study and feedback
provided by our industry partner, we present a research agenda for
visual analytics to tackle large set intersection problems.
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