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Abstract
Augmented Reality (AR) on consumer devices is now commonplace and it finds application in areas like online retail and gam-
ing. Among which, school education can especially benefit from the interactivity and expressiveness provided by AR technology,
facilitating the learning process of students. Although AR-enabled hardware and applications are becoming increasingly ac-
cessible to both students and teachers, the entry requirement for AR authoring is still prohibitively high for school teachers.
Given the vast variation in the learning ability of students and school curricula, an AR authoring tool that allows the rapid and
easy creation of educational content seems to be very desirable among teachers. This paper proposes a gesture-based control
method that satisfies the need of educational AR authoring and presents prototypes that work well with smartphone VR head
mounts. Through user studies we show that our proposed control method is simple but effective for basic authoring tasks. Our
prototypes are also found to be useful in teaching different concepts that require a high degree of spatial comprehension.

CCS Concepts
• Computing methodologies → Mixed / augmented reality; • Applied computing → Interactive learning environments;

1. Introduction

There is evidence that AR can boost learning across various school
subjects. AR effectively conveys 3D information by superimpos-
ing virtual objects on the real world, helping students understand
3D geometry in engineering and mathematics courses [CCHK11,
KS02]. Well-designed outdoor AR content encourages students to
learn the social aspect of the scientific facts in textbooks [SK07].
In general, AR can motivate students to learn by drawing students’
attention and enlivening the learning process [DSInK13]. In spite
of the merits of AR in teaching, adoption by educators is slow ac-
cording to our survey conducted at an education technology confer-
ence [NUS17]. Out of the 19 educators who answered our survey,
only one was using AR or VR in teaching. One possible reason for
the slow adoption is the lack of freely available AR teaching ma-
terials for the vast variety of school subjects. Even though educa-
tional AR content has the potential to flourish in the future, teachers
will always need a way to tailor the content for their own unique
teaching methods. In the existing education approach, teachers of-
ten tend to create their own teaching notes and slides to suit their
teaching style in concert with the learning ability of their students.
Likewise, it is typical that teachers will need to create AR content
from scratch or customize teaching materials based on available
AR content. Furthermore, AR has the flexibility to adapt content to
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the condition of the physical environment, empowering teachers to
design specific AR teaching materials for field trips.

Unfortunately, many existing commercial AR authoring tools
have been unable to meet the needs of teachers for rapid creation
of educational content. Commercial AR applications are mostly
developed using game engines or AR programming frameworks,
both of which require a plethora of domain-specific knowledge
ranging from programming to computer graphics as prerequisites.
The time teachers can afford to learn AR authoring and to create
content is limited. It is rarely practical for professional educators
to invest time and effort into the learning of AR authoring, espe-
cially when there are other pressing academic and operational de-
mands on their time. Although authoring tools targeting non-tech
savvy users such as ZapWorksTMand BlippbuilderTMexist, they
still have complicated interfaces and work processes and require the
lengthy develop-build-deploy cycle for testing on mobile devices.
This problem intensifies when users develop by trial-and-error, an
approach often adopted by amateur programmers. Unlike ordinary
mobile applications, debugging of AR applications cannot be ef-
fectively performed on emulators, since it may be unintuitive if the
video with superimposed content appears on the computer screen
but not on the screen of the device that captures the video. As AR
authoring poses unique challenges, a novel development methodol-
ogy that caters to the need of non-tech savvy teachers appears to be
necessary.

Inspired by Reality-Based Interaction (RBI) [JGH∗08], we cre-
ated an AR authoring tool that addresses the aforementioned prob-
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lems. In terms of the gulf of execution and evaluation [ND86], the
translations between Task goals and System goals are non-trivial.
For example, to create an object in AR, users have to go through
the tedious process of coding and building on a desktop computer
followed by testing on a smartphone to eventually verify that they
have successfully attained the goal. The cognitive load for execu-
tion and evaluation can be significantly reduced when the develop-
ment and testing platforms are unified into a homogeneous environ-
ment running on mobile devices. Users are aware of their surround-
ings and can enjoy the visualizations provided by AR even during
the authoring process. Also, as gesture is a typical form of human
expression, it seems that the interface can be made intuitive if com-
mon authoring commands are represented by related gestures.

This paper studies how mobile AR authoring can be designed for
teachers by exploring the usability of gesture control under hand-
held and head-mounted conditions. The functionality of the proto-
type is then expanded to collect feedback from high school teach-
ers. The main contributions of this paper are:

• the insights into designing mobile gesture-enabled AR authoring
tools through our prototypes;
• the study of the comparative merits of hand-held and head-

mounted conditions in AR object manipulation;
• the exploration of the potential of our prototypes through several

real-world application scenarios.

2. Related Work

AR authoring within an AR environment was first studied by Lee
et al. [LNBK04]. Fiducial markers were used to represent different
menu options and virtual objects. Users could import a 3D model
from a predefined model set and associate the imported model with
a marker. The orientation of the model could be changed by ro-
tating a physical cube. The paper also proposed a novel approach
to creating interactive content. Logical operators and other abstract
concepts could be selected from the menu and assigned to a model.
By compounding various operators and options, dynamic content
responding to user interaction could be achieved. The system was
implemented on a desktop. After that, there were numerous ef-
forts in bringing AR authoring to mobile devices. Fully menu-
based systems supporting general 3D transformations were found
in [TDNL15, SW16]. The work of Rumiński and Walczak [RW13]
enabled users to rotate and scale an object by swiping and pinch-
ing the smartphone screen respectively. Jeon et al. provided similar
functions and supported deletion by shaking [JMY∗16]. Yang et
al. introduced to the menu-based authoring tool a selection method
that could be controlled by tilting the smartphone [YSCH16]. The
vast majority of existing mobile authoring tools appear to be menu-
based and mainly utilize the touchscreen for menu operations and
object transformation, leaving the effectiveness of other interaction
techniques under-explored.

Nebeling et al. focused on simplifying 3D modeling and the
creation of AR overlays using a smartphone in conjunction with
a desktop [NNYR18]. 2D AR overlays were outlined using pa-
per sketches and the sketches were captured using the camera of a
smartphone. A desktop editor application was then used to perform
foreground extraction. To create a 3D object, multiple images of a

physical model made from Play-Doh were captured from different
angles and the foreground of each image was extracted. A quasi-
3D object could then be shown in AR environment by displaying
the right image corresponding to the current viewing angle. The
authors proposed a novel approach to 2D/3D modeling but most
operations relied on the desktop editor, leaving the possibility of
mobile AR authoring largely unexplored.

The use of gestures in mobile AR was studied by Hurst and
Wezel [HvW13]. They argued that the small form factor of mobile
devices restricted the extent of pointing and selection interaction
via the touchscreen. Thus they investigated the potential of finger
tracking for affine transformations of virtual objects in terms of task
performance and engagement. The size and position of a virtual ob-
ject could be changed by various gestures such as pinching, push-
ing and grabbing. The authors found that although finger control
increased engagement, the accuracy was not high enough for con-
crete applications, concluding that the proposed finger control was
only useful for entertainment purposes. It is therefore necessary to
conceive an alternative gesture control method before gestures can
be used in AR authoring.

3. Design Principle

Regarding the authoring of educational AR content on mobile de-
vices, based on the related work, it seems reasonable that an ideal
authoring tool can be expected to support a) import of 3D mod-
els, b) easy selection of objects, c) swift geometric transformation
(translation, rotation and scaling) of objects and d) dynamic content
with which students can interact. With these basic functionalities,
a wide variety of teaching materials can be created. For instance,
teachers can import 3D models downloaded from the Internet, ar-
range them as they desire and design simple quizzes using the in-
teractivity provided by the tool. Previous work only utilized the
touchscreen to realize the above features, but such control methods
are insufficient according to Hurst and Wezel. Therefore, a new in-
teraction paradigm that provides an intuitive interface to the above
features is needed for efficiency and ease of use by educators.

3.1. Reality-Based Interaction

Our aim is to provide users with RBI-inspired interaction meth-
ods [JGH∗08], so that users can create AR applications using their
prior knowledge of the real world. This is achieved first by target-
ing our platform to mobile devices. Teachers can be assured that
what they see on the mobile authoring environment is faithfully re-
produced in the final product deployed on their students’ mobile
devices. Ideally, authoring should be performed solely on mobile
devices to avoid switching between development and testing plat-
forms, enabling quick verification of the intermediate result during
the authoring progress.

3.2. Gesture Design

Interaction techniques that minimize the obstruction to the vision
of users are preferable. Menus shown on the screen of mobile de-
vices are sub-optimal designs because they utilize a large portion
of the display area, hindering users’ view of the environment be-
hind the menus. Perhaps, menus should only be used when there is
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complicated information to be processed or selected by users. An
approach that fulfills this requirement would be interaction through
gesture recognition. As users execute commands by making ges-
tures in front of the rear-facing camera of the device, they can see
the effect of their commands without being blocked by other over-
lays on the screen.

As the processing power of a mobile device is limited, we need
to design a set of gestures that can be recognized by the monoc-
ular rear-facing camera of a mobile device in real-time. Also, to
avoid the need for expensive hardware, we target the minimum
hardware requirement of our authoring tool at medium-end smart-
phones so that teachers can use their own devices for application
development. Therefore, any depth camera-based approach would
not be considered as most smartphones in the market lack such
hardware, leaving the RGB camera as the most viable option. Al-
though computer vision-based techniques for gesture recognition
may be computationally expensive, we realized that the counting
of fingers could be made computationally efficient to be used fea-
sibly in our system. A wide variety of gestures can be supported
by simply monitoring the change in finger count over time. In spite
of its simplicity, it has been shown in previous research that fin-
ger count-based gestures have the advantages of less arm fatigue
and reduced mental demand in menu selection tasks among vari-
ous types of mid-air gestures [KL14].

In order to avoid the low accuracy problem of gestures in AR as
shown by Hurst and Wezel [HvW13], we defined a set of gestures
that worked in combination with a cursor and an AR marker for en-
hanced precision. The cursor was always at the center of the screen
and was used for selection while the AR marker was a frame of
reference for AR objects, as shown in Figure 1. The gestures were
designed based on the principle of gestural congruence [STB14] so
that they could be easily memorized. Leveraging the prior knowl-
edge of users, we designed the gestures in Figure 2 that represented
actions in reality.

• Selection: the selection gesture was analogous to mouse click-
ing in computer and it was represented by holding and then re-
tracting the index finger. Button click, object selection and object
placement could be performed using this gesture while pointing
the cursor to the target object or location.
• Menu: The menu gesture invoked a menu for operations that

could not be easily performed by gestures alone. It was repre-
sented by opening the palm, a gesture that was intuitively asso-
ciated with the opening action.
• Deletion: Deletion was performed by closing the palm, an action

analogous to crumpling a piece of unneeded paper to discard it.
• Translation and rotation: To translate or rotate a virtual object,

the object needed to be frozen first. Freezing an object meant
making the position and orientation of the object relative to the
camera view instead of to the AR marker. When the object was
frozen, the object appeared stationary with respect to the camera.
Users could then move the AR marker to change the orientation
and the position of the object relative to the marker. Once the
frozen object appeared at the desired position and orientation,
it could be unfrozen to re-establish its frame of reference to the
marker. An example of translating and rotating an object is illus-
trated in Figure 3. Both freezing and unfreezing were represented

by the “V” sign, a gesture similar to the pause button on common
media players.

• Scaling: Enlarging and diminishing were represented by three
and four fingers respectively. When users were holding any of
the two gestures, the scale of the object changed. Once they were
satisfied with the object size, they could hold the fist to stop fur-
ther scaling.

Figure 1: AR marker provides a frame of reference for virtual
objects. The cursor at the center of the screen is the target upon
which various gestures act.

Figure 2: Gestures are designed to convey meaning for ease of
memorization. Gesture recognition is achieved by detecting the
change in finger count.

3.3. Modes of Operations

In addition to the usual hand-held operation mode found in previ-
ous work, we also studied the viability of head-mounted mode in
mobile AR authoring. Gesture-based control enables users to inter-
act with the system without touching the screen of mobile devices,
thus it has the flexibility to support VR head mount. As pointed
out by Kiyokawa [Kiy12], by using the head to control the view
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Figure 3: To translate and rotate an object, first freeze the object and then move the marker. The frozen object will remain stationary with
respect to the camera. After the object is translated and oriented as desired, unfreeze it to associate the object back with the marker.

of the camera, both hands could be freed for interaction. Head-
mounted mode also had the advantage of reduced arm fatigue and
enhanced immersive experience. In our gesture-based design, one
hand could make a gesture while the other hand could move the
marker, thereby boosting the efficiency of authoring. A comparison
of the postures between the two modes is shown in Figure 4.

(a) Hand-held mode (b) Head-mounted mode

Figure 4: Making a gesture in front of the smartphone in the
two modes. In head-mounted mode, the stereoscopic video can be
viewed through a VR head mount.

4. Prototyping

To know how suitable our proposed interaction method was for
AR authoring, we implemented our first prototype on a smartphone
and conducted an exploratory user study of the prototype. The pro-
totype supported a) import of simple 3D objects, b) selection of
objects using cursor and gestures and c) geometric transformation
of objects. To simplify the experiment, only 10 predefined basic
3D models were prepared in the import menu. We were particu-
larly interested in the relative merits and limits of both hand-held
and head-mounted modes because the information was helpful for
us to decide on which mode we could choose for implementing
more complicated authoring commands such as d) dynamic con-
tent. We hypothesized that the level of physical strain was higher
in the hand-held condition while it may be disorienting to view the
surroundings through a head-mounted setup. To know the extent to
which each condition affected the usability of the system and the

cognitive workloads experienced by users, we performed the ex-
ploratory user study that required participants to perform a basic
authoring task under hand-held and head-mounted modes.

4.1. System Architecture

The prototype was developed using Unity with Vuforia as AR plu-
gin and OpenCV for gesture recognition, supporting both iOS and
Android platforms. The video stream captured by the camera was
analyzed to detect fingers and then augmented to add virtual objects
as overlays in real-time. In head-mounted mode, the video was dis-
played stereoscopically to be viewed via typical smartphone-based
VR head mount.

We adopted an approach similar to [SSP∗14] for finger count-
ing. Each video frame was first segmented using RGB values and
then the contour of the hand within each frame was detected us-
ing Connected Component Analysis. By calculating the angles and
distances among vertices of the contour and convexity points, the
fingertips and thus the outstretched finger count could be found.
For illustration purposes, the convex hull of the hand and the posi-
tions of the fingertips and the interdigital folds were indicated in the
augmented video as shown in Figure 5, so that users were provided
with feedback that their fingers were being correctly recognized by
the system.

Figure 5: The convex hull of the hand is indicated by the blue
contour while the fingers and interdigital folds are identified with
green dots as visual cues. These overlays are added to raise users’
confidence during usage.

5. Exploratory User Study

To evaluate the effectiveness of our gesture control in AR authoring
and compare the performance under head-mounted and hand-held

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

178



K. Chu, W. Lu, K. Oka, K. Takashima, & Y. Kitamura / A Study on AR Authoring using Mobile Devices for Educators

conditions, 32 university students in Japan and Singapore were re-
cruited to test the system. Their fields of study ranged from commu-
nication to information content and interaction design. The average
rating for their mobile AR experience was 1.4 on a scale from 1
to 3, with 1 being novice and 3 being expert. The mean age of the
participants was 22.9. 15 participants were female.

All gestures were demonstrated by the experimenter to the par-
ticipants before the experiment session started. After which, each
participant was guided to perform a typical AR authoring task, con-
sisting of the selection of a 3D model from a menu, placement,
translation, rotation and scaling of the model to match a template.
Each participant was then asked to perform the same sequence of
actions without the guidance of the experimenter. Afterwards, par-
ticipants answered the NASA-TLX [HS88] and SUS [Bro13] ques-
tions. They were then asked to express one challenging aspect about
the task, one easy aspect about the task, as well as suggestions to
make the system easier to use. All participants performed the ex-
periment in both hand-held and head-mounted modes, with half of
the participants starting with hand-held mode while the other half
starting with head-mounted mode to counterbalance the conditions.
After completing both modes, participants were asked to choose
which mode they preferred and give reasons for their choice.

The participants used the Oneplus 3T smartphone and an Elecom
plastic head mount. The smartphone was connected to the laptop
via a 3 meter long USB cable for charging and monitoring of the
smartphone screen by the experimenter. Calibration and eye checks
were carried out using a standard Snellen chart before the com-
mencement of the experiment to ensure that the participants could
comfortably perceive the experimental stimuli.

5.1. Qualitative Result

In terms of user preference, 75% preferred head-mounted mode
while the remaining 25% preferred hand-held mode. We analyzed
these results through the lens of participants’ opinions.

• The viewing experience was better in hand-held mode: Out
of the 25% that preferred hand-held mode, 38% of them cited
the superior visual quality as the main contributing factor for
their decision. They “could not see things normally” and disliked
the “narrower field-of-view” in head-mounted mode. Some men-
tioned that viewing through the head mount “induced motion
sickness” and they were “forced to perform actions slowly due
to the low FPS”. Instead they could “see the hand more clearly”
in the hand-held condition.
• It was more comfortable and convenient to use hand-held

mode: Another 38% stated the lack of comfort and convenience
in the head-mounted condition as the determining factor. It was
“easier” and “more convenient” to use the hand-held mode be-
cause they could “just use the smartphone to complete the task
without any other hardware”, not having to “bother wearing the
headset”, which probably resulted in “less physical discomfort”.
• The physical strain was lower in head-mounted mode: Out

of the 75% that preferred head-mounted mode, about 50% of
them commented that it was “tiring” and “exhausted” to hold the
headset using their hands.
• It was easier to get gestures recognized in head-mounted

mode: About 25% felt that their gestures were more readily
recognized by the system in the head-mounted condition. They
thought that it was “easier to control” and “position the fingers”
in front of the camera.

• It was easier to position the camera view and make gestures
in head-mounted mode: About 20% thought that they experi-
enced less difficulty in performing the task under this condition.
They “were able to use both hands” and found it “easier to se-
lect and interact with virtual objects”. They could also “move the
marker” conveniently. Furthermore, using the head to move the
smartphone enabled them to “easily look around” and “position
the cursor”.

From the feedback of the participants we were able to conclude
that our proposed gesture-based interaction techniques were useful
for AR authoring. It was positively commented that “all operations
can be performed using gestures without thinking about the touch-
screen” and gesture-based interaction “is a direct way to control”
eliminating the need to “go through several steps” in menu-based
systems. For geometric transformations, “rotations can be done by
just moving the marker” and it is “easy” and “intuitive” to move
objects by moving the marker.

For the gesture vocabulary we defined, there were polarized
comments about the ease of memorization of the gestures. Menu
and deletion gestures received generally positive comments but it
was hard for many participants to remember the gestures for en-
larging and diminishing objects.

5.2. Quantitative Result

In terms of usability, the SUS score for the hand-held condition
was significantly lower than that for the head-mounted condition
based on a two-tailed t-test with t[31] =−3.99, p < .001. Regard-
ing cognitive workload, the NASA-TLX score (lower is better) for
the hand-held condition was significantly higher than that for the
head-mounted condition, with t[31] = 3.41, p < .01. The work-
load of the hand-held condition was significantly greater in terms
of physical demand, temporal demand, effort and frustration than
the head-mounted condition.

5.3. Analysis and Implications

In the comparison between the head-mounted condition and hand-
held condition, the former required less cognitive workload and had
better usability. The higher workload for hand-held mode was prob-
ably due to the number of actions users needed to perform simul-
taneously. In the hand-held condition, the cognitive resources of
users were split between holding the phone, positioning the cursor
to targets and making gestures, whereas in the head-mounted con-
dition users looked around and focused the center of the camera
view to targets by moving their heads, a task that humans can per-
form more intuitively. The evidence from the NASA-TLX scores
supports our suggestions. The mental demands were comparable in
the two conditions, implying that the participants felt a similar level
of difficulty. Likewise, the similarity of the performance scores sug-
gested that the participants thought that they accomplished the tasks
equally successfully. According to the higher effort and frustration
scores in the hand-held condition, the participants felt that it was
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Table 1: Results of NASA-TLX and SUS

Mode Mean Std. dev. t[31] p
NASA-TLX

Overall
hand 58.7 15.1

3.41 <.01
head 46.5 19.3

Mental
demand

hand 53.8 21.8
1.30 0.203

head 47.0 22.4
Physical
demand

hand 59.4 25.3
3.67 <.001

head 43.1 24.4
Temporal
demand

hand 48.1 21.4
2.24 <.05

head 37.9 24.4

Performance
hand 49.2 20.4

1.77 0.0873
head 42.3 22.2

Effort
hand 59.1 21.4

2.15 <.05
head 49.2 23.1

Frustration
hand 50.0 23.5

3.25 <.01
head 38.8 21.5

SUS

SUS
hand 56.3 16.2

-3.99 <.001
head 66.1 12.2

easier to perform the task in the head-mounted condition. Regard-
ing the greater physical demand in the hand-held condition, one
possible reason was that users needed to carefully adjust both hands
to keep the marker within the view of the camera and to maintain
a minimum distance between the camera and the gesture-making
hand for proper gesture recognition.

Despite the numerous performance benefits afforded by the
head-mounted condition, as suggested by the quantitative results,
there were still a quarter of the participants who preferred the
hand-held mode, a proportion that is surprisingly large. By looking
closely into the opinion of the participants, it may be possible that
the unsatisfactory display quality and unpleasant viewing experi-
ence under the head-mounted condition discouraged some partici-
pants from using this mode. The low screen refresh rate could have
slowed down participants’ actions and induced motion sickness and
eye strain. The narrower field of view (FOV), low display resolu-
tion and the discomfort brought about by the head mount could
also have been determining factors for the participants preferring
the hand-held condition.

From this exploratory study, we learnt the areas in which the
prototype should be improved. Overall, authoring through gestures
on mobile devices seemed to be feasibly usable. Translation and
rotation of virtual objects could be efficiently and intuitively per-
formed using our proposed “freeze-and-unfreeze” approach. The
result coincided with our expectation that gesture interaction could
replace menus on the touchscreen for convenience and ease of con-
trol. Also, precise object selection was achieved through a cursor
at the center of the screen. Although we designed some intuitive
gestures such as those for menu invocation and deletion, we could
make the gestures more intuitive by supporting more complicated
gestures. Given that the convex hull of the hand and the position of
fingertips were recognized by the system, it is very likely that the
recognition system could be extended to support more gesture vo-

cabulary in real-time. In terms of system performance, the accuracy
of the gesture recognition should be improved to avoid unintended
operations and unrecognized gestures, problems that occasionally
occurred during the experiment. Furthermore, translation through
freezing could be used in conjunction with other interaction tech-
niques because it is not easy to accurately specify the final position
through a perspective view.

From the perspective of user experience, we knew from the user
study that display quality was important, especially in the case
of head-mounted mode. A broad FOV, a high-resolution display
and a responsive system were crucial for users to accept the head-
mounted mode even if it provided evident advantages in terms of
usability. Nonetheless, head-mounted mode was a viable option
that worked well with gesture-based systems. As the display qual-
ity and the processing power of smartphones have been improving,
head-mounted mode remains to be a promising approach for im-
mersive AR authoring.

6. Usage Scenarios in Education

Based on the result of the exploratory study, we extended the func-
tionality of the prototype and then interviewed a few teachers to
study whether our prototype was useful from the perspective of
practitioners. Also, we invited university students to show how our
prototype could be applied in specific teaching scenarios.

6.1. Extension of Functionality

The prototype was extended in order to support 1) textual annota-
tions, 2) event-driven change of content and 3) fine-tuning of virtual
object size. Annotations and dynamic content are commonly used
in pedagogy settings. Description text in AR can be used to show
usage instruction and annotation for individual virtual objects while
interaction within AR environment can promote active learning due
to increased engagement of users. For instance, chemistry teachers
may use the interactivity to create a simple quiz that requires stu-
dents to show the bond breaking and bond formation that happen in
the combustion of methane by reorganizing virtual molecules rep-
resented by the ball-and-stick model. If students correctly perform
the task, a congratulation message will be shown. Otherwise, an
animation showing the correct procedures will be displayed.

We decided that these new functionalities should be imple-
mented in hand-held mode. For textual input, it seems more ef-
ficient to type on the screen keyboard than in mid-air. Also, the
higher display resolution in the hand-held condition makes it easier
to view text. For dynamic content, specifying the type of change
and the triggering event requires multiple selections from menus, a
task that seems to be more conveniently achievable on the touch-
screen, as shown in Figure 6. Finally, the scaling of virtual objects
can be fine-tuned by pinching the object on the touchscreen.

As our first expansion to the prototype, we added a simple inter-
active capability to the system. Users can specify either the change
of surface color or the display of annotation upon the detection of
a certain number of finger count. As the system now supports two
operation modes, switching between hand-held and head-mounted
modes is realized through a button on the touchscreen.

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

180



K. Chu, W. Lu, K. Oka, K. Takashima, & Y. Kitamura / A Study on AR Authoring using Mobile Devices for Educators

Figure 6: An annotation can be typed on the touchscreen and the
triggering gesture is then specified. The dynamic content can be
immediately previewed.

6.2. Interview with Teachers

We then studied the usefulness of our extended prototype in educa-
tional settings by interviewing 3 high-school teachers teaching biol-
ogy, chemistry and physics. The mean age and teaching experience
of the teachers were 23.3 and 1.3 years respectively. We gave them
a brief overview of mobile AR, showed them the video demonstrat-
ing the functions of the extended prototype and collected feedback
from them. All of them thought that it was easy to use the sys-
tem and they would like to try using the system. Notable comments
were expressed by a chemistry teacher and a biology teacher. The
chemistry teacher expressed that he would like to use mobile AR
to explain crystal structures and molecular structures to students.
The biology teacher thought that the stages of human development
could be explained using animated content in AR, which could at-
tract students’ attention. They further suggested that it would be
helpful if students could share content among themselves. They
also would like to “monitor students’ learning activity” such as quiz
answers through the application.

6.3. Application Design Workshop

We arranged a workshop to discover how our prototype could be
used when applied to different teaching scenarios. After being pre-
sented with the functionality and principle of our prototype, 15
education-major students divided into 3 groups were asked to de-
sign and demonstrate example applications for any school subject.
In all, the groups proposed 3 potential applications in the areas
of anatomy, calculus and grammar, as illustrated in Figure 7. The
group that developed the idea for anatomy pointed out that, in a
university course of psychology, it was difficult to locate the basal
ganglia in the brain. They proposed that our prototype could be
used to vividly demonstrate to students the location of this brain
structure. The left cerebral hemisphere could either be separated
from the right one using the freezing operation or it could be made
transparent using the palm-opening gesture, to reveal the internal
structure of the brain. The brain could be viewed from different
angles by rotating and tilting the marker. To return the brain parts
to their original positions, the palm-closing gesture could be used.
The application would enable students to easily interact with 3D
anatomical structures that could not be easily taught using notes or

slides. The other two groups of students developed solutions to vi-
sualize the solid of revolution in calculus and the different spatial
prepositions in French. In the calculus example, a 2D curve was
rotated around an axis to form a 3D volume which could be viewed
easily in AR. In the French-teaching example, by looking at a vir-
tual object from different angles and distances, the corresponding
spatial prepositions used to describe the situations were shown on
the screen. These 3 applications exemplified how mobile AR could
promote active learning through simple interaction methods includ-
ing gestures and markers.

Figure 7: The group on anatomy made a mock-up of the applica-
tion using wooden sticks and plastic brain models. The other two
groups made applications for calculus and French learning.

7. Discussion and Limitations

Given the viability of our gesture-based interaction method in mo-
bile AR authoring, it may be possible that the system can be used to
develop a suite of mobile AR applications for education. Through
our user study, we found that gestures can be used to efficiently ac-
complish tasks that are tedious on menu-based systems, especially
3D translation and rotation. However in our implementation, the
occasional inaccuracy of the gesture recognition has been a source
of confusion for users. First of all, the accuracy and responsiveness
of the recognition should be enhanced to boost usability. Secondly,
more comprehensive visual or audio feedback regarding the ges-
ture recognition status should be provided to let the users know
the type of operations they are performing. Thirdly, the recognition
system should be improved to support a wider range of gestures
instead of simply counting the number of fingers. For other func-
tions that require complicated input, they should be realized using
menus. There may be many ways in which the authoring tool can
be extended and that will be a subject for future work.

8. Conclusion and Future work

We proposed the creation of prototypes with gesture-based interac-
tion for mobile AR authoring to be used by teachers who need the
fast and easy creation of AR teaching materials. The prototypes si-
multaneously supported head-mounted mode for intuitive operation
and hand-held mode for enhanced display quality and touchscreen
input. Our exploratory user study revealed that our gesture con-
trol method was effective for geometric transformation and object
selection. It also showed that head-mounted mode and hand-held
mode were complementary as the former had superior usability due
to the reduced cognitive workload whereas the latter provided a
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more comfortable viewing experience. The prototype was then ex-
tended to support interactivity, an important element in educational
contexts.

Through our interview and design workshop we obtained strong
evidence of the usefulness of our prototypes in different pedagog-
ical scenarios. It has been demonstrated by education-major stu-
dents that our gestural metaphor was useful to not only educators
but also learners who could now explore virtual objects with ease
using gestures. Our prototype was especially beneficial for teaching
difficult concepts or structures that demanded spatial understand-
ing.

Future work should be dedicated to improving the gesture recog-
nition system and the mobile application for students. The future
authoring tool can be expected to support more gestures for more
powerful authoring capabilities while remaining intuitive for non-
technical users. The recognition accuracy also needs to be enhanced
to avoid confusion. With an application variant specifically de-
signed for learners, real-time interactions among the teacher and
students can be made possible, resulting in a more engaging learn-
ing environment.
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