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Abstract
Recent advances in 3D scanning, reconstruction, and animation techniques have made it possible to rapidly create photoreal-
istic avatars based on real people. While it is now possible to create personalized avatars automatically with consumer-level
technology, their visual fidelity still falls far short of 3D avatars created with professional cameras and manual artist effort.
To evaluate the importance of investing resources in the creation of high-quality personalized avatars, we conducted an exper-
iment to investigate the effects of varying their visual texture fidelity, specifically focusing on identity recognition of specific
individuals. We designed two virtual reality experimental scenarios: (1) selecting a specific avatar from a virtual lineup and
(2) searching for an avatar in a virtual crowd. Our results showed that visual fidelity had a significant impact on participants’
abilities to identify specific avatars from a lineup wearing a head-mounted display. We also investigated gender effects for both
the participants and the confederates from which the avatars were created.

CCS Concepts
•Human-centered computing → Virtual reality; User studies;

1. Introduction

As virtual reality (VR) continues to penetrate the consumer market,
the need for social VR applications will grow. One key feature of
these applications will be the ability to represent each user virtually
as an avatar. With groups or potentially crowds of people interact-
ing with each other in immersive virtual worlds, it will become
increasingly important to be able to identify and communicate with
specific individuals. In some cases, users may choose digital repre-
sentations that are fantastical or stylized. However, there are many
applications where a user may choose a personalized avatar that
genuinely replicates his or her real world appearance.

Approaches for creating personalized avatars can be thought of
as belonging on a spectrum. On one end, there exist methods that
have a low cost, but produce avatars with limited visual and motion
fidelity, using commodity equipment and completely automated
processes. Solutions at the other extreme may produce avatars with
photorealistic quality and highly realistic animations, but may cost
tens of thousands of dollars. Furthermore, using professional cam-
eras and artists, such approaches can be an expensive venture in
both equipment and effort, and is not a practical option for the typ-
ical consumer.

In this work, we investigate the impact of visual texture fidelity
on user’s abilities to discern the identity of an avatar. We focus
on comparing two avatar generation approaches that a typical con-

sumer would arguably have access to in the present or near future.
The first method uses a large amount of inexpensive cameras and
photogrammetry, aided by small amount of technician effort. This
method lies somewhere in the middle of the spectrum. While the re-
quired equipment is beyond what can be deployed in a home, these
photogrammetric approaches are becoming increasingly commer-
cialized and accessible. In the second approach, the avatar textures
are intentionally degraded until they resembled avatars created us-
ing a low-cost system using single RGB-D camera.

2. Related Work

The ability to quickly and automatically generate a personalized
avatar is a process that is both becoming cheaper and more tech-
nologically viable. The first of these developments used three fixed
location Microsoft Kinects to generate a textured 3D avatar and re-
lies on a motorized turntable on which the user stands [TZL∗12].
At the same time there was work using a single fixed position cam-
era solution which did not require a turntable and used a single
Microsoft Kinect to generate an untextured 3D avatar [WCM12].
Work from 2014 used a single fixed position Microsoft Kinect to
generate a textured 3D avatar without using a turntable [SFW∗14].
The method for avatar capture used in this work was first developed
in 2015 and presented in [FRS17] and utilizes 100 ultra low-cost
cameras in fixed positions around the user. However, even the tran-
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sition from [SFW∗14] to [FRS17] can represent several thousand
dollars of equipment.

Two works from Bailenson et al. looked at recognition of a vir-
tual bust presented on a 2D monitor compared to a photograph and
found that the participants were slightly better (~10% error differ-
ence) at recognizing somebody using a photograph and from a di-
rect facing angle[BBB03, BBBR04]. A 2014 study showed that an
avatar is more recognizable as the confederate if the avatar’s ges-
tures are the confederate’s and not the gestures of another person
[FLM∗14]. A 2017 experiment presented in looked at the partic-
ipant’s recognition of gait and motion of both virtual avatars and
point light representations of a familiar confederate. The results
varied greatly and were not found to be significant [NBF∗17].

This work looks at recognition of a virtual avatar in an immer-
sive virtual environment with the entire avatar body presented. All
avatar animations were provided by pre-recorded motion capture
data so the only information that could be used to identify an avatar
is body size, body shape, and the face.

3. Methods

Study Design. A counter-balanced 2x2x2 factorial study was de-
signed and implemented with two within-subject variables (avatar
texture fidelity, confederate gender) and one between-subject vari-
able (participant gender). Each participant was exposed to a male
and a female confederate avatar, both in a lineup task and a crowd
task, and each with four trials with low fidelity (LF) avatars and
four trials with high fidelity (HF) avatars. Avatar fidelity was deter-
mined by texture and each mesh had a similar number of faces.

Participants. A total of 32 people participated in the study (17 male,
15 female). The mean age of participants was 31.75 (SD = 14.55).
When asked to rate their experience playing 3D video games, the
breakdown was as follows: 11 were inexperienced, 12 were a lit-
tle experienced, five were experienced, and four were very expe-
rienced. Participants were recruited through email and Craigslist
online classifieds, and were compensated with $20. They were re-
quired to be over the age of 18, able to communicate comfortably
in spoken and written English, able to hear spoken words, and have
normal or corrected-to-normal vision. We excluded people who
were pregnant, had a history of epilepsy or seizures, or were sick
with an illness that could be transmitted through contact.

Avatar Generation. Avatars were captured using a system con-
sisting of 100 raspberry pis (version b) and raspberry pi cam-
eras as well as supporting hardware following designs described
in [FRS17] and [SK14]. AgiSoft Photoscan was used to photogra-
metrically create the avatar’s mesh and texture. An open-source au-
torigging tool was used to automatically rig the avatar [FCS15].
Once inside the Unity game engine final scale adjustments were
made and animations could be applied. The whole process from
scan to usable rigged avatar took about 20 minutes. For the LF ver-
sion of the avatar, the texture was degraded to resemble an avatar
created using the method described in [SFW∗14] with a circa 2014
commodity RGBD sensor (see Figure 1). We used this method to
create a group of avatars which we used as distractor avatars.

Equipment. During this experiment, participants were wearing an

Figure 1: Images taken during the capture process (left). The gen-
erated avatars with high (middle) and low (right) texture fidelity.

Oculus Rift DK2 HMD. The DK2 HMD has a 960x1080 per eye
resolution (1080p total resolution), 60Hz refresh rate, 110 degree
nominal field of view (FOV), and an internal nine degree of free-
dom (9DOF) inertial sensor. The participants were tracked in a
roughly six meter by ten meter space with a PhaseSpace Impulse
X2 motion capture system. To enable 6DOF head tracking by the
Impulse X2 system we attached a 5 LED, non-coplanar rig to the
DK2. At run-time head orientation was tracked using DK2 internal
inertial sensor, while positional information was supplied by the
PhaseSpace system. We also performed periodic orientation drift
correction between trials using orientation data from the Impulse
X2 system. The experiment was run on a Windows 7 64-bit PC
with an Intel Core i7-5820k 3.30GHz six-core CPU an NVIDIA
GeForce GTX 980 Ti GPU.

Procedure. To give the participants a controlled amount of expo-
sure to the confederates we had them watch a short video of each
confederate. Before starting the first task with the male confederate
the participant was asked to watch a video of the male confederate
telling a story. Similarly, before starting the first task with the fe-
male confederate the participant was asked to watch a video of the
female confederate telling a similar story. There were two stories
total, both within five words of each other. The four videos (each
confederate was recorded telling both of the stories) were within
one second in length of each other. The videos were shot from the
same angle with the same background environment and the confed-
erate’s whole body was in the shot. These videos were also factored
into the counterbalancing in such a way that a participant would not
hear the same story told twice. An image of the confederate taken
from one of the videos was presented to the participant prior to
each trial. Both confederates were scanned eight times, each time
with a different outfit, allowing the confederate avatar to be non-
distinguishable by clothing for each trial of a task. At the begin-
ning of each task the user was shown a chart similar to a Snellen
chart and asked to read the letters. This was to verify that the HMD
was fitted and positioned properly so the participant did not expe-
rience any blurring of the virtual environment. Participants com-
pleted the Kennedy-Lane Simulator Sickness Questionnaire (SSQ)
[KLBL93] before and after the experiment. At the end of the study,
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Figure 2: The lineup task (female condition on left, male condi-
tion on right) from the participant’s perspective. The green object
indicates a potential selection.

they were also asked to provide basic demographics information,
such as age and gender. On average, the entire experiment took ap-
proximately 50 minutes, including a five minute break.

Experiment Tasks. The experiment was divided into four tasks: the
lineup task and the crowd search task, each having to be completed
with both a male and a female confederate. These four tasks were
counterbalanced in such a way that the two tasks with male confed-
erates were sequential as were the two tasks with female confeder-
ates. Each task had eight trials for a total of 32 trials per participant.
For each trial the avatars were randomly assigned either a HF tex-
ture or a LF texture in such a way that there was a total of four trials
with HF avatars and four trials with LF avatars. During each task,
the participant was asked to select an avatar by moving the reticle
in the center of their vision to the upper torso of an avatar, which
would be highlighted by a green icon. The selection would then be
completed by pressing a button on a handheld remote.

For the lineup task, the participant was positioned at one end of
a rectangular room. A lineup of five avatars, each one meter apart,
were arranged facing the participant 10 meters away (see Figure
2). One of the avatars was the confederate’s, and the other four
randomly chosen distractor avatars of the same gender. When the
trial began, the avatars would begin to walk toward the participant
until they were within two meters, at which point they would stop
walking. During this time, the participant was tasked with finding
and selecting the confederate’s avatar. Upon selecting any avatar
(including an incorrect one) the trial would end. The participant
was not given any feedback as to whether the selection was correct,
nor was there any limit to the amount of time.

The crowd task was performed in the same rectangular room vir-
tual environment as the lineup task. The room was populated with
23 avatars (one confederate and 22 distractors) in random group-
ings as to resemble a social gathering (see Figure 3). Once the trial
began the participant was tasked with finding and selecting the con-
federate’s avatar, but this time the participant was allowed to walk
around. As with the lineup task, the trial was completed after se-
lecting an avatar, and the participant was not given feedback.

Measures. The measured variables included time to selection, dis-
tance at selection, and accuracy. Time to selection was the amount
of time it took the participant from the beginning of the trial un-
til they made a selection, and distance at selection is the virtual
distance from the participant to the selected avatar at that point.
Accuracy was how often the participant selected the correct avatar.

Figure 3: The crowd task from the participant’s perspective. The
green object indicates a potential selection.

4. Results

Participants’ self-reported simulator sickness scores were analyzed
with a paired-samples t-test, t(31) = 3.77, p < 01. These results
indicated that participants experienced a slight increase in simula-
tor sickness from before the experiment (M = 16.78, SD = 1.16)
compared to afterwards (M = 18.47, SD = 2.72). All other task
performance measures were analyzed using a 2x2x2 mixed anal-
ysis of variance (ANOVA) testing the between-subjects effect of
participant gender and the within-subjects effects of avatar gender
and fidelity (low and high). Unless otherwise noted, all tests cited
in this paper used a significance value of α = .05. For post-hoc
multiple comparison tests, reported significance values have been
adjusted using the Holm-Bonferroni method.

4.1. Lineup Task

Time. Analysis of identification times revealed a significant main
effect for avatar fidelity, F(1,30) = 7.741, p < .01, η

2
p = .21. Par-

ticipants were able to identify HF avatars (M = 9.30, SD = 4.39)
faster than those displayed at LF (M = 10.65, SD= 5.57). The other
main effects and interactions were not significant.

Distance. Analysis of identification distances revealed a significant
interaction effect between avatar gender and fidelity, F(1,30) =
15.46, p < .01, η

2
p = .34. There were also significant main effects

for avatar gender, F(1,30) = 8.80, p < .01, η
2
p = .23, and fidelity,

F(1,30) = 4.81, p = .04, η
2
p = .14. To analyze the interaction, we

conducted post-hoc paired-samples t-tests with a Holm-Bonferroni
adjustment. Participants were able to identify female avatars further
away when they were displayed at HF (M = 6.42, SD = 2.64) com-
pared to LF (M = 5.53, SD = 2.64), t(31) = 3.71, p < .01. HF fe-
male avatars were also identified at greater distances than HF male
avatars (M = 4.88, SD = 2.08), t(31) = 4.14, p < .01. However,
no significant differences were observed between LF male avatars
(M = 5.00, SD = 2.21) and HF avatars, regardless of whether they
were male, p = .50, or female, p = .29.

Accuracy. On average, participants were able to accurately iden-
tify avatars from the lineup on 83.40% of the trials (SD = 25.48).
We observed four participants (three male, one female) with very
low accuracy scores that were greater than two deviations below the
mean, and so we excluded these extreme outliers from the analysis.
Analysis of identification accuracy scores revealed a significant in-
teraction effect between avatar gender and fidelity, F(1,26) = 4.85,
p = .03, η

2
p = .16. To analyze the interaction, we conducted post-

hoc paired-samples t-tests; however, none of the multiple compar-
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isons tests remained significant after applying a Holm-Bonferroni
adjustment. We also found a significant main effect for avatar gen-
der, F(1,26) = 4.81, p = .04, η

2
p = .16, indicating that on average

participants were more accurate when identifying female avatars
(M = 86.33%, SD = 30.68) than male avatars (M = 80.47%, SD =
27.67). The other main effects and interactions were not significant.

4.2. Crowd Search Task

Time. In the crowd search task, the overall average time for par-
ticipants to identify avatars was 26.61 seconds (SD = 10.67). The
analysis of identification times did not reveal any significant effects.

Distance. Analysis of identification distances revealed a signifi-
cant main effect for participant gender, F(1,30) = 7.42, p = .01,
η

2
p = .20. On average, female participants were closer (M = 2.00,

SD = 0.37) when they identified the avatars compared to male par-
ticipants (M = 2.54, SD = 0.70). The other main effects and inter-
actions were not significant.

Accuracy. On average, participants were able to accurately iden-
tify avatars from the crowd on 67.00% of the trials (SD = 34.09).
We excluded three extreme outliers (two male, one female) that
received accuracy scores of 0% across all trials. Analysis of identi-
fication accuracy scores revealed a significant interaction effect be-
tween avatar gender and fidelity, F(1,27) = 9.54, p < .01, η

2
p =

.26. To analyze the interaction, we conducted post-hoc paired-
samples t-tests; however, none of the multiple comparisons tests
remained significant after applying a Holm-Bonferroni adjustment.
The other main effects and interactions were not significant.

5. Discussion and Conclusion

We found that in the lineup task, texture fidelity significantly influ-
ences how soon and from how far away a person can recognize the
confederate avatar in an immersive virtual environment. We also
found significant results for recognition distance and time regard-
ing confederate gender, specifically that the female confederate’s
avatar was easier to recognize than the male confederate’s. How-
ever, as we only had one female confederate and one male confed-
erate due to resource limitations, we cannot conclude that gender
effects were present without a larger sample size.

We did not find any significant results for the crowd search task
regarding avatar fidelity and speculate that this is due to two rea-
sons. First, there was much more variability in which the task could
be performed compared to the lineup task. Where in the lineup task
the confederate avatar always moved towards the participant, the
crowd task allowed the participant to move in any direction, in-
cluding farther away from the confederate avatar. Second, by the
nature of the task, the participant can view the confederate from
any angle (unlike the lineup task, where the confederate avatar was
always presented at a face to face angle). Because the participants
were only introduced to the confederate from a face to face an-
gle it may be that the participants did not recognize the confederate
avatar’s profile or back. This seems to complement the results found
in [BBB03] and [BBBR04].

In this study, we found that avatar texture fidelity does seem to

have a direct effect on the ability to recognize an avatar as a particu-
lar individual. Although this result is not unexpected, we note that it
is still valuable to gather empirical data that confirms our intuitions.
Additionally, because texture fidelity was expected to have a strong
effect, it was a suitable choice to evaluate whether the two pre-
sented experimental tasks would be appropriate for future studies
of more subtle factors, such as gait, posture, or gestural behavior.
Our results suggest that the lineup task is an effective methodology
for identity recognition experiments, whereas the crowd task would
require substantial redesign to more tightly control for variability.
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