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Abstract
We present a simple method to adaptively determine compression parameters according to the given input data.
Our method allows to make better use of the available dynamic range (number of bits per component of ver-
tex locations) than with a given fixed-point representation. Moreover, the number of bits per component is also
determined adaptively under a user-specified upper bound for the quantization error.
Our adaptive quantization method can handle models with largely non-uniform geometric resolution. This is
typically the case for manually created models or models derived from different sensors. The experiments we
performed demonstrate the benefits of the proposed method.

Categories and Subject Descriptors (according to ACM CCS):
I.3.6 [Computer Graphics]: Graphics data structures and data types

1. Introduction

Both view-dependent multiresolution and mesh compression
have been active fields of research during the past ten years.
These techniques are useful to manage and visualize huge
amounts of geometric data, which is especially important if
data is to be transmitted over a slow network link. As these
methods become mature, they are used for real-life applica-
tions. In our case we study the use of compression and view-
dependent progressive transmission in the context of digital
archaeology6 .

Fusion of data derived from different sources is important
for creating complex virtual environments such as a model of
an archaeological excavation site. Aerial photos or isolines
extracted from analog maps can be used to create a digital
elevation model at large scale into which the site of interest
is embedded. More information about the surface can be ac-
quired by terrestrial surveying. Objects of particular interest
can be scanned at high detail by laser range finders, pho-
togrammetry, or structured light methods. And finally, some
objects can be manually modelled based on the knowledge
of archaeologists.

Merging data from the abovementioned sources gives a
model containing geometry at largely differing resolution.

The sampling distance in this example may vary in the range
between 100 micrometers up to 10 or even 50 meters. Due
to the non-uniform scale of geometric detail we cannot find
a reasonable quantization of vertex locations according to an
absolute global accuracy.

The main contributions of our work are a method to adap-
tively scale the input to the encoder such that it optimally
fits into the available dynamic range, and an adaptive bit al-
location scheme that guarantees to meet a user-defined er-
ror threshold. Related work in the fields of multiresolution
and mesh compression is briefly reviewed in Section 2. Our
method is explained in detail in Section 3, results are given
in Section 4. The paper is concluded in Section 5.

2. Related work

Compression of 3D geometry, being a relatively new field of
research, has been pioneered by Michael Deering3. He in-
troduced the generalized triangle mesh, which is similar to
the well-known triangle strip concept in its ability to reuse
already transmitted vertices. However, the generalized trian-
gle mesh acts as a mesh buffer with explicit storage and re-
trieval capabilities for more than just two vertices (as in the
case of triangle strips). Vertex locations are quantized (i.e.,
truncated to a fixed number of bits) and delta encoded.
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Taubin and Rossignac re-order mesh vertices in a way that
reflects topology, giving an efficient encoding of topology.
They use a vertex predictor that takes into account the K
most recently encoded vertices14. Instead of storing absolute
vertex coordinates, only the correction vector between the
predicted and the actual position of a vertex is encoded. Pre-
dictor parameters are estimated to minimize the least square
error of all correction vectors.

2.1. Progressive compression

Progressive compression is particularly important for appli-
cations involving inefficient transmission of mesh data (e.g.,
Web3D). Hoppe10 recognized that progressive mesh simpli-
fication supports compact encoding, which was further elab-
orated by Pajarola and Rossignac12.

Cohen-Or et al.2 used vertex decimation and coloring
the affected patches for connectivity encoding. Alliez and
Desbrun1 show the importance of regular meshes (i.e., va-
lence close to six for all vertices) and propose a valence-
driven progressive compression technique. If only mesh ap-
pearance needs to be preserved, the bit rate can be further
reduced by removing parameter and connectivity informa-
tion and storing geometry in a wavelet representation11.

A geometry-based vertex ordering and encoding scheme
has been presented by Devillers and Gandoin4. They recur-
sively (and regularly) subdivide the domain of input ver-
tices and store the number of vertices in one of the halfs.
The decoder implicitly calculates and refines vertex coordi-
nates during traversal of the hierarchical subdivision. The
authors extended their geometry encoding approach by ad-
ditional encoding of the topology of an arbitrary simplicial
complex7.

2.2. Selective refinement

Selective refinement is important for applications not re-
stricted to present a single object to the user. If a scene
containing a large collection of separate objects is provided,
the user often wants to explore a few of them initially be-
fore downloading all objects in full detail. This has been
intensively studied for non-compressed data16, 9, 5. However,
traditional progressive compression is not sufficient for this
type of application since the whole scene is decoded at uni-
form detail (unless separate objects are individually encoded
at the cost of larger overhead).

Wavelet-based methods can be easily adapted to this re-
quirement due to the regular hierarchical structure of the co-
efficients describing the mesh at successively higher detail.
At the same time, some flexibility with respect to the repre-
sentable data is lost.

A completely different approach, avoiding any explicit
representation of a continuous surface, uses a hierarchical

meta−
node

L

Figure 1: Meta-node consisting of L levels of the simplifica-
tion hierarchy

description of a point cloud, typically sampled from the orig-
inal surface13. Arbitrary triangle meshes can be compressed
for a selective refinement framework by identifying vertices
by their paths through the simplification hierarchy8.

3. Adaptive compression

Our method makes use of the meta-node concept and a rel-
ative geometry coding scheme as reviewed in Sections 3.1
and 3.2, respectively. We improve these techniques by two
contributions: first, the quality of the decoded model can be
improved by scaling the correction vectors (see Section 3.3).
After the appropriate scale has been found, the minimum
number of bits per component is allocated for represent-
ing geometry that still satisfies a user-defined error threshold
(Section 3.4).

3.1. Meta-node concept

ElSana and Chiang introduced the concept of meta-nodes5

to group a fixed number L of levels in the simplification hi-
erarchy into a unit that is atomic unit with respect to storage
and transmission (see Figure 1). This concept is also well
suited to adapt to changing resolution within the scene. In a
highly complex model we often find regions with more geo-
metric detail embedded into parts with less detail, but there
is a good chance that within one meta node the resolution is
homogeneous.

We make use of this fact by optimizing the representa-
tion for a homogeneous resolution (Section 3.3). If this is
not possible, we increase the number of bits to accurately
represent geometry (Section 3.4).

3.2. Relative geometry encoding

Several methods have been developed to encode geometry
relatively to previously encoded vertices (e.g., the parallel-
ogram rule15). Since we want to apply our method in the
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Figure 2: Mesh transformations

view-dependent multiresolution framework, we encode lo-
cations of vertices (vt and vu in Figure 2) relative to their
parent node (vs) in the simplification hierarchy8.

We denote these relative locations correction vectors c j
i at

level i, j = 1 . . .2i+1, and their average magnitudes at each
level

di = 2−(i+1)
2(i+1)

∑
j=1

||c j
i ||. (1)

Due to increasing resolution at lower levels of the simpli-
fication hierarchy, the di tend to decrease with increasing
hierarchy depth i. For a sufficiently regular mesh, the aver-
age shortening factor s = d i

di+1
between two levels is

√
2 as

previously suggested8 . To compensate for this, the vectors

c̃ j
i =

si

maxi, j(||c j
i ||)

c j
i , (2)

are stored and transmitted, where all c̃ j
i can be stored in the

same fixed point encoding in the interval [−1;+1].

If the mesh is irregular with respect to distribution of geo-
metric detail, s ≈

√
2 does not hold any longer, and we need

to calculate the optimal s as explained in the next section.

3.3. Adaptive scaling

To minimize quantization error, we want at each level of the
hierarchy to optimally use the possible range of correction
vectors under a given bit count (see Section 3.4). Therefore
our goal is to find a shortening factor s for each meta-node
suitable for use in Equation (2). We proceed as follows:

1. Determine the average magnitude d i of correction vectors
at level i according to Equation (1).

2. Fit a line y = ax + b to the point set (xi,yi) = (i, logdi)
in the Euclidean plane (i.e., minimize the sum of squared
errors between the line and the points).

3. Use s = exp(a) as the average shortening factor for the
given meta-node.

If the magnitudes ||c j
i || of all correction vectors would enter

the line fitting process instead of their per-level averages d i,
the values at lower levels would dominate the line fit due
to their large number. This could lead to suboptimal range
usage at levels close to the meta-node’s root, requiring to
increase the bit count for the whole meta-node.

3.4. Adaptive bit allocation

Many applications require that the quantization error is be-
low a user-defined threshold. If the mesh is sufficiently reg-
ular such that a value for s consistent among all levels within
the meta-node can be found, as few as three bits per compo-
nent give reasonable results (see Figure 6(c)). If this is not
the case, additional data needs to be stored to fulfill the error
criterion. Starting at six bits per component in our current
implementation, the number of bits for each component is
tentatively increased or decreased until the smallest number
satisfying the error threshold is found.

We use the maximum distance between the vertex lo-
cations input to the encoder and the corresponding loca-
tions output by the decoder as our error measure. This ap-
proach has been chosen on one hand for its simplicity,
and on the other hand due to the difficulties in evaluating
more advanced measures (e.g., Hausdorff distance) in view-
dependent meshes. Moreover, we decided to define the de-
sired error bound relative to the extents of the meta-nodes to
account for varying geometric detail across the mesh. This
has the following consequences:

1. Vertex locations in densely sampled regions will be more
accurately represented than those in less densely sampled
regions in terms of absolute error.

2. Vertex locations in “inner” meta-nodes (i.e., meta-nodes
not containing vertices of the input mesh) will be less
accurately represented than those of the original mesh.
While the input model needs to be preserved accurately,
vertices at inner nodes do not provide additional informa-
tion. Instead, they are typically derived from some opti-
mization step performed for each edge collapse. Hence
we do not lose the ability to restore the model at full res-
olution within the desired error bounds even if we do not
represent inner vertices at the same (absolute) accuracy
as input vertices.

There is an obvious need to avoid accumulation of quantiza-
tion errors. This can easily be achieved by synchronizing en-
coder and decoder, i.e., replacing the already processed parts
of the mesh by the corresponding quantized mesh during the
encoding stage.

4. Results

To demonstrate the ideas of Section 3, we apply our method
to the models shown in Figure 3. The wireframe rendering
reveals the regular structure of the sphere and bunny meshes
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(a) sphere (7200 triangles) (b) Stanford bunny (69451
triangles)

(c) northwest Heroon at Sagalas-
sos/Turkey (31406 triangles)

Figure 3: Detail views of models used in this paper
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(c) Heroon

Figure 4: Histograms of shortening factor s (discretized at intervals of 0.05) for different models

in Figures 3(a) and 3(b), respectively, while the scale of geo-
metric detail largely varies across the Heroon surface (Figure
3(c)).

First we evaluate the regularity of the three models by the
histograms of the shortening factors s (Section 3.2) in Fig-
ure 4. We find the peak of the histogram to be close to

√
2

as expected for the regular meshes. Values below 1 are due
to near-degenerate cases in meta-nodes consisting of only
few levels. However, the Heroon model shows a significantly
broader distribution of s due to its different scales of geomet-
ric detail (see Figure 4(c)).

The adaptive scaling procedure explained in Section 3.3
is illustrated in Figure 5. The steepest line (i.e., most varia-
tion in detail scale) is again observed for the Heroon mesh
(Figure 5(c), note the scaling of the y-axis).

The benefits of using a proper shortening factor are
demonstrated in Figure 6 by overriding the adaptive proce-
dure and selecting fixed values. Obviously, choosing s = 1
leads to severe quantization artefacts in Figure 6(a). Setting
s =

√
2 in Figure 6(c) gives considerably better results with-

out increasing code size. Note that each correction vector is
represented by only 9 bits.

Finally, results of the adaptive bit count selection are pre-
sented in Figure 7. With an error tolerance of 5% in Figure
7(a) we observe significant deviation from the original shape
in the roof area. However, the fine details below the roof are
still accurately represented since they belong to meta-nodes
at lower levels of the meta-node hierarchy. Under a 1% error
threshold some minor errors are still present (Figure 7(b)),
which are no longer visible at an error threshold of 0.3%
(Figure 7(c)). Note that the size of he encoded geometry in-
creases with decreasing error threshold.

5. Conclusions and future work

We presented a method designed for compression and view-
dependent access of triangle meshes containing geometry
at largely differing scale. Some encoder parameters (i.e.,
shortening factor between simplification hierarchy levels, bit
count for geometry representation) are chosen based on this
scale evaluation to compensate for highly non-uniform res-
olution of the data. This gives the user the ability to adjust
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the encoding process by an intuitive error tolerance param-
eter. We conducted several experiments to demonstrate the
benefits of the new method.

Our relative error evaluation may still fail in case of a sig-
nificant non-uniformity of resolution within a single meta-
node. This problem could be solved by evaluating the dom-
inant scale within a meta-node and taking this into account
for relative error estimation.
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Figure 5: Average correction vector magnitudes (y-axis, logarithmic) for each level within a meta-node (x-axis) and lines fit to
point set for different models (note that the line is shifted such that all samples are below it as explained in Section 3.2)

(a) s = 1 (b) s = 1.1 (c) s =
√

2

Figure 6: Bunny model with 3 bits per component and different values for s

(a) e = 0.05 (289kbit) (b) e = 0.01 (560kbit) (c) e = 0.003 (719kbit)

Figure 7: Roof of Heroon model with different values for the error bound e, the size of the encoded geometry is given in kilobits
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