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Abstract

We present a novel method for automatically creating scalable and portable 2D non-photorealistically rendered
(NPR) images with painterly effects, with level of detail control. The novelty of the approach lies both in using
optical image analysis for automatic focus region extraction, and in producing the painterly rendered images
as vector graphics. The approach is also novel in that we automatically extract the regions of higher interest
without the need of any tools, devices, or a priori image information. The method is a combination of automatic
relative focus map estimation and simple digital strokes for the foreground, and color image segmentation for the
background. The images are rendered into scalable vector graphics (SVG) for easy viewing and editing with a
variety of existing applications and use in other designs/graphics.

Categories and Subject Descriptors (according to ACM CCS): 1.3.3 [Computer Graphics]: Picture/Image Generation

1. Introduction

Non-photorealistic rendering means ways of artificially gen-
erating images or videos which will have a style resem-
bling a real life style of painting, hand drawing, illustration,
cartoon and so on. The topic we are concentrating on is a
subclass of non-photorealistic rendering, namely 2D stroke-
based painterly rendering. Such methods produce images or
videos, either by using a model image as a starting point
and producing a painterly rendered image based on the fea-
tures of this model, or by providing aiding tools for the users
packed in painting applications where they will paint the im-
ages by hand or in a semi-automatic environment. The goals
of such renderings are various: visualizations, painting ap-
plications, effect plugins, assisting the drawing of cartoons,
aiding medical illustrations, segmentations, indexing, etc.

The most well known classical painterly rendering meth-
ods are based on simulated stroke placement. The works
of Haeberli [Hae90], Gooch [GCS02], Hertzmann [Her98],
Hays [HEO04], Shiraishi [SY00] and others are relevant
works for different stroke-based painterly methods. Our
method presented here differentiates itself from most others
in three main areas: a) try to use the fewest possible layers
(two in this case), b) automatically separate less and more
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significant areas (into foreground and background layers),
¢) produce a portable and easily scalable output. Santella et
al. [SD02] have a closely related approach where they give
higher detail to more important areas obtained by eye move-
ment tracking. Our method also extracts relevant regions
for generating a location dependent painterly rendering, but
for this purpose we use an automatic blind deconvolution
[Ric72] based relative focus map extraction approach. For
extracting the relative focus maps we do not need to know
anything about the images, the shooting conditions, or the
camera, there is no need for the user to draw area weighting
masks. First suggestions for using focus maps for control-
ling the rendering process were presented in [KS06]. Details
on how this approach is better than traditional edge-based
aproaches can be found in [KS07]. In this paper we provide
means to create painterly effects automatically without user
interaction, a priori image information or external devices.
This technique should be taken more as an effect generator,
which works best on images which have some level of dif-
ference in focusness over its areas, e.g. images taken with a
relatively low depth of field, although this is not a prerequi-
site. On flat images, the whole image will get painted with
multiscale edge-following strokes (a painting process guided
entirely by this concept was presented in [KS04]).
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The presented method is a fully automatic process, which
needs a model image on the input whose features will be
exploited. We introduce an area based level of detail in the
rendering which performs better than classical edge based or
correlation based approaches. To achieve this goal, we use a
relative focus map extraction technique which can automati-
cally obtain areas of the model image that are relatively more
important. There are methods to define regions of interest
(ROI) in images, but these ROIs are usually related to some
predefined object shapes. Our relative focus map definition
is more general, independent of shapes or structures. We re-
duce the painting process to two steps: first produce a back-
ground with low level of detail by a segmentation approach,
then render a higher detailed foreground that contains the ar-
eas with higher relevance. The generated images are stored
as vector graphics, for easy viewing, easy resolution change
without recoding, and easy reuse in graphics applications.

2. Painting

The painting process we use to generate the painterly ren-
dered images has the following main steps:

e Take an input image; this will be the model for the paint-
ing.

e Extract those image features that will guide the paint-
ing process, i.e. the weighted multiscale edge map of the
model, the relative focus map of the model, and the seg-
mentation map of the model.

e Generate the low-detail background layer.

e Render the higher detail foreground layer.

In the following we will elaborate on these steps.

2.1. Extracting regions of interest

For automatically extracting the relevant regions of the
model images we use a recently introduced, blind deconvo-
lution based approach. We exploit the properties of localized
blurring functions obtained with a method based on blind de-
convolution. The idea behind this approach is that we can use
blind deconvolution to estimate the blurredness/sharpness of
local image regions without a priori knowledge (hence the
term "blind"), and we can use this information to classify
these areas relative to each other based on their respective
local blurriness. For classifying these areas we need to esti-
mate to some extent the so called local point spread function
— PSF — which is the analogy of the real life distortion func-
tion of an optical lens. For details of deconvolution based
ROI extraction, results and numerical evaluation see [KS07].

The use of deconvolution for such porposes is a novel
approach. Related focus estimation techniques usually use
multiple shots with varying focus with the same camera,
known a priori camera settings, etc. In our approach we do
not need to know anything about the scene, the image or the
camera, and there is only one image to work with. Figure 1
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Figure 1: Sample extracted relative focus map.

contains an example of an input image and its extracted rel-
ative focus map which we will use as the ROI region in the
following.

2.2. Extracting the edge map

The painting process itself is guided by several image fea-
tures. One of them is an edge map, which is used to deter-
mine the orientation of the placed strokes during the fore-
ground painting. For this purpose we seek to obtain the
most relevant edge curves from the model image, by us-
ing a multiscale weighted edge extraction. In this process
the term multiscale refers to the process being a scale-space
feature extraction method, based on a method of Lindeberg
[Lin98,KS04], which produces weighted edges with higher
weight corresponding to more accentuate edges. Edge point
candidates will be searched through multiple scaled versions
of the same input and edge points will be picked according to
their gradient responses through the scales. The weights of
the edges in our case will depend on two factors: the length
of an edge curve and the weights of the individual points.

After extracting the weighted edges, we also apply focus
weighting: on the areas where the focus map shows higher
relevance the edge map will get higher weighting. The orien-
tation of edges with high importance is determined by sam-
pling a few neighboring pixels. A sample edge map is shown
in Figure 2.

Figure 2: Extracted edge map.

2.3. Background filling

The following step of the presented painterly rendering
method is to generate a low-detail backgropund on which
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the relevant regions will be generatedl. The low-detail back-
ground is produced by a reduced resolution color segmen-
tation, for which we use a meanshift segmentation [CM02]
based approach. Thus larger homogenous areas can be pro-
duced quickly, giving the sensation of a low-detail blurred
background. This method proides an easy way for specify-
ing the level of detail of the background. See Figure 3 for a
sample generated background layer.

Figure 3: Sample color segmented background layers with
different color resolutions (left: model).

2.4. Generating the painted image

Using the above described feature extraction methods, our
painterly renderer has the following scheme. First an ordi-
nary image is taken as a model. Then the relative focus map
is extracted, which is followed by the edge extraction step,
then, the color segmentation map is generated. This is fol-
lowed by the painting process, which uses the segmentation
map as its background. During the painting, small stroke
templates are placed on the background on relevant areas, to
achieve a higher detailed foreground. The strokes used can
be any stroke template with a grayscale map with intensities
corresponding to color weights, giving structural informa-
tion. Here we use simple rectangular 10 x 3 pixel size shapes
which are described by their position, orientation and color.
The stroke placement has the following steps:

1. Pick a stroke position on the focus areas,

2. Get stroke color by majority sampling on the underlying
model image area,

3. Take the orientation of the nearest edge curve,

4. Place the stroke.

These steps are iterated until the change caused by repeated
stroke placement will reach a certain level. That is, after a
number of placed strokes the mean square distance between
the areas on the image and the model are obtained and if the
difference between this value and the previously calculated
one stays below a threshold (i.e. the process stalls), the pro-
cess is stopped. Three effect generations become possible:

e painted foreground on the original model: the main areas
will obtain a painterly look while the rest of the image
stays the same.
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e model image’s main areas on the low-detail background:
the image will achieve an accentuated in/out-of focus ef-
fect.

o painted foreground on the low-detail background: a full
painterly generated image will be produced.

Figures 4 and 5 have sample images with extracted fore-
ground and background layers and final results.

Figure 4: Sample of input image, its focus map and the re-
fined foreground layer.

Figure 5: Input image (top left), background layer (top
right), foreground (bottom left), final (bottom right).

3. Results and applications

The output of the process is a representation of the model
with painterly effects. The paintings are converted into scal-
able vector graphics (SVG) for ease of handling, portability
and easy scalability. First, we extract the perimeter points of
the background areas and describe them by using the path
SVG syntax, then we transcribe the stroke parameters of the
higher detail layer into SVG commands (rect command).
This way the rendered images can easily be viewed even
in the majority of today’s web browsers, edited in a multi-
tude of applications and used in/for other graphics, designs
or other artistic creations. Figures 6 and 7 show some gener-
ated images.
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Figure 6: Top left: SVG-transformed background. Top right:
separated color areas. Bottom left: foreground layer. Bottom
right: final SVG.

4. Conclusions

We presented a 2D painterly rendering method with full
SVG transformation, with novel uses of optical feature ex-
traction and image analysis elements. The rendering method

Figure 7: Sample result: input image (top), focus mask (mid-
dle), output SVG (bottom).

can be used to achieve painterly and cartoon-like effects on
ordinary images. The resulting images can be easily used for
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graphical applications and designs, since the vectorial rep-
resentation makes such produced images portable, for view-
ing and editing. The proposed technique and the background
generation method can also be used for cartoon-like transfor-
mation of videos (by consistent segmentation based back-
ground generation and refinement over the motion areas).
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