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Abstract

In this paper, we propose a real-time animation method for dynamic clouds illuminated by sunlight and skylight

with multiple scattering. In order to create animations of outdoor scenes, it is necessary to render time-varying

dynamic clouds. However, the simulation and the radiance calculation of dynamic clouds are computationally ex-

pensive. In order to address this problem, we propose an efficient method to create endless animations of dynamic

clouds. The proposed method prepares a database of dynamic clouds consisting of a finite number of volume data.

Using this database, volume data for the endless animation is generated at run time using the concept of Video

Textures, and this data is rendered in real-time using GPU.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional

Graphics and Realism—Animation

1. Introduction

Realistic animation of dynamic clouds is an essential com-

ponent for depicting outdoor scenes, and several appli-

cations, such as flight simulators, landscape simulators,

and games, require real-time rendering of dynamic clouds

as animated backgrounds. For such applications, the cre-

ation of endless cloud animations is beneficial. In or-

der to render realistic clouds, the scattering of sunlight

and skylight as well as multiple scattering of light must

be taken into consideration. However, these calculations

are computationally expensive. Previous rendering meth-

ods [DKY∗00, HL01, SKSU05, BNM∗08] are limited to

static clouds or do not take into account skylight or multiple

scattering of light in order to achieve real-time performance.

Real-time animation of clouds illuminated by sunlight and

skylight with multiple scattering still remains a challenging

problem.

To address this problem, we propose an efficient method

to create an endless animation of dynamic clouds. In the pro-

posed method, a finite number of successive volume data,

called basic volume data, are created and stored in a database

as a preprocessing step. The basic volume data are created by

using one of the traditional dynamic cloud simulation meth-

ods.

At run time, new volume data are created by selecting and

blending two volume data from the database based on the

concept of video textures [SSSE00]. The proposed method

then renders the volume data illuminated by sunlight and

skylight, taking into account multiple scattering of light. Al-

though multiple scattering of light and skylight are impor-

tant for realistic image synthesis, the calculations of these

components are computationally expensive. The main diffi-

culty lies in the calculation of transmittances, which requires

integration of the densities. In order to overcome this diffi-

culty, the proposed method precomputes the transmittances

from the sky and from the inside of clouds for each basic

volume data in the database, and the transmittances of the

volume data created at run time are efficiently calculated

at run time using the precomputed transmittances. The pro-

posed GPU implementation demonstrates real-time render-

ing of dynamic clouds illuminated by sunlight and skylight

with single anisotropic scattering and multiple isotropic scat-

tering.

2. Generation of Dynamic Volume Data

This section describes a method to create volume data based

on the concept of video textures [SSSE00], which can create

an endless video from the input video. Video textures de-

fine the similarities between every pairs of frames of an in-

put video by calculating differences in the colors of the two

frames. The proposed method extends the concept of video

textures to volume data. The proposed method precomputes

successive volume data Vb(i)(i = 1,2, · · · ,Nvol) representing

dynamic clouds and stores these data as basic volume data.
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Figure 1: Generating new volume data using basic volume

data.

An animation of clouds is created by stochastically select-

ing similar basic volumes, and rendering these volumes. The

similarity Dkl between two volumes Vb(k) and Vb(l) is cal-

culated by: Dkl = ∑
Nvoxel

n=1 ||ρk(xn)−ρl(xn)||2, where xn rep-

resents a voxel, Nvoxel is the number of voxels for the basic

volume data, and ρk and ρl are the densities for Vb(k) and

Vb(l), respectively. The proposed method stochastically se-

lects basic volume data Vb(l), subsequent to Vb(k), with high

similarity Dkl . The probability of selection Pkl is calculated

by: Pkl =
exp(−Dk+1,l/σ)

∑k exp(−Dk+1,l/σ)
, where σ is a parameter specified

by the user.

At run time, the volume data subsequent to Vb(k) is se-

lected according to a random number obeying Pkl . To real-

ize a smooth transition between the two volumes Vb(k) and

Vb(l), the proposed method uses a cross dissolve technique

for a certain interval H. That is, volume data V generated

at run time for a certain frame is represented by a linear

interpolation of two basic volumes, Vb(i) and Vb( j), where

i = k−H + 1, · · · ,k and j = l −H + 1, · · · , l. More specifi-

cally, density ρ at voxel x of the volume data V is represented

by: ρ(x) = wρi(x)+ (1.0−w)ρ j(x), where w is a weight to

realize the cross dissolve effect and it changes from zero to

one.

3. Rendering

The proposed method handles sunlight and skylight for the

incident illumination. Although our method basically as-

sumes the scattering property to be isotropic for the compu-

tational efficiency, our method can handle anisotropic scat-

tering for single scattering. We first describe the radiance

calculation method for the single scattering, followed by that

for the multiple scattering.

3.1. Single Scattering

The radiance of single scattered light L1(x,ωo) at voxel x

along direction ωo is calculated by:

L
1(x,ωo) = L

1
sun(x,ωo)+L

1
sky(x,ωo), (1)
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Figure 2: Radiance calculation of clouds illuminated by

sunlight and skylight.

L
1
sun(x,ωo) = ρ(x)

Ω

4π
Ls(ωs)τ(x,ωs)p(ωs,ωo), (2)

L
1
sky(x,ωo) = ρ(x)

Ω

4π

Z

S
Lsky(ω)τ(x,ω)p(ω,ωo)dω,(3)

where ρ is the density, Ω is the albedo, Ls(ωs) is the radiance

of sunlight, p is the phase function, S represents a set of di-

rections on the unit sphere, Lsky is the radiance of skylight,

and τ(x,ω) is the transmittance from x to infinity in the ω

direction, which is calculated by

τ(x,ω) = exp(−σt

Z

∞

0
ρ(x+uω)du), (4)

where σt is the extinction coefficient. L1
sun(x,ωo) in Eq. (2) is

the scattered radiance of sunlight and can be calculated eas-

ily by casting a ray from each voxel to the sun. On the other

hand, the calculation of the scattered radiance of skylight

L1
sky(x,ωo) is computationally expensive, because this calcu-

lation requires the calculation of transmittances for many di-

rections and the integration of Lsky(ω)τ(x,ω)p(ω,ωo) over

S.

In order to efficiently calculate L1
sky(x,ωo), the proposed

method calculates L1
sky(x,ωo) in SH domain similar to

[ZRL∗08] as:

L
1
sky(x,ωo) = ρ(x)

Ω

4π

[

(Lsky ∗ τττ(x))⋆p
]

·y(ωo), (5)

where Lsky = (l0, l1, · · · , lm2
−1) is a vector of SH coefficients

for Lsky(ω) and calculated by projecting Lsky(ω) onto SH

basis ym(ω), that is, lm =
R

Ω Lsky(ω)ym(ω)dω. τττ(x) and p

are also vectors of SH coefficients for τ(x,ω), and p respec-

tively. ∗ and ⋆ represent SH triple product and convolution

operators described in [SKS02], and y(ωo) is a vector of m-

th order SH functions. In the following, we focus on the cal-

culation of τττ.

To calculate τττ, the proposed method uses the SHEXP

technique [RWS∗06]. At each voxel of the i-th basic vol-

ume data Vb(i), the proposed method precomputes the opti-

cal depth f i
b(x,ω) =

R

∞

0 ρi(x+uω)du. Then f i
b(x,ω) is pro-

jected onto the SH basis and is represented as f i
b(x,ω) =

fi
b(x) · y(ω), where fi

b(x) is a vector of SH coefficients for

f i
b(x,ω).
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Figure 3: Calculation of multiple scattering using sample

points and cuts.

As described in the previous section, volume data V are

created at each frame by blending two basic volume data.

The density ρ(x) for V is represented by a weighted sum of

the densities ρi(x) and ρ j(x). In this case, the optical depth

f (x,ω) for V is also represented by the weighted sum of the

optical depths of the two basic volumes:

f (x,ω) = w f
i
b(x,ω)+(1−w) f

j
b
(x,ω), (6)

where f i
b and f

j
b

are the optical depths for ρi and ρ j , respec-

tively. Therefore, the coefficient vector f for f (x,ω) can be

easily calculated using the precomputed vectors fi
b and f

j
b

as

f = wfi
b + (1−w)f

j
b
. The SH vector τττ(x) for transmittance

τ(x,ω) = exp(−σt f (x,ω)) is calculated by the SHEXP op-

eration [RWS∗06] of f: τττ(x) = exp
∗
(−σt f), where exp

∗
is

the SHEXP operation and calculated by:

exp
∗
(f) ≈ exp

(

f0√
4π

)

(

a(||f̂||) ·1+b(||f̂||) · f̂
)

, (7)

where f̂ = (0, f1, f2, · · · , fm2
−1) and 1 = (

√
4π,0, · · · ,0). a

and b are tabulated functions of the magnitude of input vec-

tor f̂. To calculate the tables for a and b, our method sam-

ples a number of voxels from the basic volume data and cal-

culates SH vectors of optical depths and corresponding SH

vectors of transmittances for those sampled voxels. Then a

and b are calculated by applying the least square method to

these vectors. Using this method, transmittance τ(x,ω) for

the new volume data V can be efficiently calculated.

3.2. Multiple Scattering

In order to calculate the multiple scattering of light, the pro-

posed method generates many sample points in the volume

(see Fig. 3(a)). Sample points are uniformly distributed in

the volume. The radiance of multiple scattered light at each

voxel is calculated by accumulating the scattered light at

sample points. The radiance of the n-th scattered light at

voxel x, Ln(x), is calculated by:

L
n(x) = ρ(x)

Ω

4π

K

∑
k=1

L
n−1(qk)τ(qk,x)G(qk,x), (8)

where K is the number of sample points, Ln−1 is the ra-

diance of the (n− 1)-th scattered light at sample point qk,

τ is the transmittance between x and qk and is calculated

by τ(qk,x) = exp(−σt
R qk

x ρ(y)dy), and G is the geometric

term [WFA∗05] calculated as the distance between qk and x.

In the following, we represent τ̃(qk,x) = τ(qk,x)G(qk,x). In

order to accurately calculate the multiple scattering of light,

a large number of sample points are required. However, this

makes it difficult to calculate Ln(x) in real-time. To address

this problem, the proposed method precomputes the trans-

mittance for the basic volume data, and the transmittance for

the new volume data generated at run time is calculated us-

ing the precomputed transmittances. Moreover, the proposed

method clusters the transmittances between each voxel and

sample points (see Fig. 3(b)) in order to reduce the data

size and accelerate the calculation of multiple scattering. The

transmittances between each voxel and the sample points are

clustered using a binary tree structure similar to [WFA∗05]

as shown in Fig. 3(c). Each leaf node corresponds to a sam-

ple point qk and stores τ̃(qk,x). The interior nodes store the

mean value 〈τ̃〉 and L2 error due to clustering. A set of nodes

whose errors are smaller than the user specified threshold

represents the clusters of transmittances τ̃. This set of nodes

is referred to as a cut, as shown in Fig. 3(c).

In the rendering process, the transmittance τ(qk,x) for the

density ρ(x) = wρi(x)+(1−w)ρ j(x) is calculated by:

τ̃(qk,x) = Gexp(−σt

Z qk

x
(wρi(y)+(1−w)ρ j(y))dy).

Using the precomputed transmittances τ̃i(qk,x) for Vb(i) and

τ̃ j(qk,x) for Vb( j), τ̃(qk,x) can be calculated as:

τ̃(qk,x) = exp(w log(τ̃i(qk,x))+(1−w) log(τ̃ j(qk,x))).

(9)

Here, τ̃i and τ̃ j are represented by cuts, and τ̃ is calculated

by merging two cuts in a manner similar to [CPWAP08].

Next, the radiance of multiple scattered light is calculated

iteratively at each voxel. First, the radiance L1(x) of single

scattered light is calculated using Eq. (1) at each voxel, and

the radiance of each sample point is interpolated using the

radiances of the neighbor voxels. The radiance at each sam-

ple point is stored at each leaf node of the binary tree. The

interior nodes are calculated by summing the radiances of

two child nodes. This tree is referred to as the illumination

tree. The radiance of the second scattered light at each voxel

is calculated by summing the product of each node of the

merged cut and the corresponding node of the illumination

tree. The radiance of the second scattered light at each sam-

ple point is interpolated using the radiances of the neighbor

voxels. By repeating this process, the radiance of multiple

scattered light is calculated.

4. Results

Figure 4 shows still images of dynamic clouds rendered us-

ing the proposed method. Figure 4 shows the images of dy-

namic clouds in the daytime illuminated by blue sky and in
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Figure 4: Animation of dynamic clouds.

the evening. Shadows of the clouds are rendered in the simi-

lar way to [DKY∗00]. The number of basic volume data Nvol

is 300 and the optical depth is represented by the 4-th order

SH. The number of voxels Nvoxel for the basic volume data

is 1282 ×64 and the number of sample points K is 217. The

animation frame rate is about 26 fps on a standard PC with

an Intel Core i7 X-980 CPU and NVIDIA GeForce GTX

580. The precomputational time of cuts for each basic vol-

ume is 12 min and that for SH coefficient vectors is 6 min.

The resolutions of the images are 640×480.

5. Conclusion and Future Work

We have proposed an efficient method that realizes the real-

time animation of dynamic clouds. The proposed method

can create an endless animation of cloud using basic vol-

ume data. By computing the optical depths and transmit-

tances for the basic volume data in advance, the proposed

method can efficiently render dynamic clouds illuminated by

sunlight and skylight with multiple scattering. We have im-

plemented the proposed algorithms in CUDA, and by com-

pressing the precomputed data to be fitted in GPU memory,

real-time animation of dynamic clouds can be achieved.

In future work, we would like to develop an efficient cal-

culation method for multiple anisotropic scattering effects.
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