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Abstract
We present an overview of work in progress to create ageing functions for the transformation of human face
images. Our aims are twofold; Firstly, by extension to three dimensions, the problems of pose and lighting
associated with photographs can be eliminated, and the shape changes associated with ageing modelled more
accurately. Secondly, by using multi-variate statistical methods that can take individuality into account, the
correlations between appearance and type of ageing can be learned and the most appropriate one automatically
selected.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Physically based model-
ing

1. Introduction

Accurate prediction of how a person’s appearance will vary
with age has a variety of applications. Such as, aiding in
the search for missing persons, planning cosmetic surgery,
as well as applications in the movie industry and other vi-
sual arts. We intend, as part of current work in progress, to
improve upon current two-dimensional methods by using a
face-fitting technique to fit a statistical face-model, known as
a Three Dimensional Morphable Model (3DMM) [BR02], to
photographs of human faces. This will eliminate most of the
problems associated with pose and lighting as well as ap-
proximate the three-dimensional shape of the subjects face.
We intend to use this data to investigate various multi-variate
statistical methods which we believe will provide improved
ageing functions by finding correlation between appearance
and the way in which an individual ages.

2. Literature Review

Researchers have attempted to model visual facial ageing in
humans for some time now. The Cardioidal strain coordi-
nate transform, has been used by a number of researchers
[PS75] [PSM75] [MT83] [VB89]. In this method ageing
is controlled by an arbitrary constant. Whereas more recent
methods such as Lantis, Taylor and Cootes [LTC02] and

Scandrett, Solomon and Gibson [SSG06] have used models
that can be trained using a database of human subjects.

Benson and Perrett used a stratified method [RP95], di-
viding the face images into five separate age groups. They
created an average for each strata, and for the overall popu-
lation, using feature based warping and per-pixel blending.
They used a simple warping technique applying the differ-
ences between the target and subject age-group average. In
order to test the result, they asked a large number of volun-
teers to estimate the age of both the synthesised and origi-
nal images. Experimental evaluation showed that both tech-
niques produced a significant increase in the perceived age,
although significantly less than the age difference between
the original groups used to train the transform. Tiddeman et
al [TBP01] later improved on both the capture of age in pro-
totypes and the effectiveness of age transformations using a
wavelet-based approach to retain facial textures.

Lantis et al. used a statistical appearance model to train
an ageing function over a database of photographs. Their
method involved delineating key features (eyes, ears, chin
etc.) on a set of photographs. A shape average could then be
computed by averaging the positions of the feature points.
Intensity information was also sampled from with in the fa-
cial region. The shape and intensity data was combined into
a single ‘face vector.‘ Principle Component Analysis per-
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formed on the covariance matrix of the face vector devia-
tions was used to find the main axis of variations from the
mean, leading to a compact parametric description of each
face. They used a genetic algorithm to plot an ageing func-
tion through the PCA space. They couldn‘t carry out the in-
verse operation directly, that is, given an age and an age-
ing function estimate the appearance. Instead they adopted
a simulation approach. They generated a look up table, by
averaging all the face vectors corresponding to a certain age,
so that the table contained the most typical face vector for
that age range [LTC02].

More recently Scandrett et al. devised a method for in-
corporating a wide variety of different, but not necessarily
independent factors, such as individual history or parental
and sibling similarity. Ageing functions were modelled in a
piece-wise linear fashion between age groups as vectors in
the parameter-space. New functions were created as a lin-
ear combination of ageing vectors weighted according to
a maximum-likelihood criteria. They validated their result
visually as well as with mean-squared pixel error metric
[SSG06].

Previous research into facial ageing functions have mostly
concentrated on transformations in two dimensions. An ex-
ception to this is Hutton et al. [HBHP03], who used a lin-
ear warp between the average of two sets of 3D faces, using
Kernel-smoothing to remove noise from data-set. The result-
ing 3D models where validated visually by the author.

3. Proposed Method

Our proposed method makes use of two databases for its cal-
culations, one a set of 3D scans of individuals of a variety of
ages, and the other a set of 2D images of individuals at multi-
ple age points in their lives. The 3D scans are used to create
a statistical model, containing the principle components or
eigenfaces [TP91] of the scans. This model is used both to
create 3D models from the 2D images and as a coordinate
space to train the ageing function through.

3.1. Building a 3D Morphable Model

When working with two dimensional images a statistical
model called an Active Appearance Model (AAM) is of-
ten employed. Introduced by Cootes et al. [CET98] a com-
bined shape and colour model is created using PCA. In three-
dimensions the separate 3D shape and 2D colour of the 3D
Morphable Model has advantages as it is generally easier to
fit to an image than a combined model.

The 3D Morphable Model (3DMM) developed by Blanz
and Vetter, and explained in [BV99], describes the set of hu-
man faces using separate shape and colour components. The

3D positions of the vertices and RGB values of the texture
are concatenated in two vectors:

S = (X1,Y1,Z1,X2,Y2,Z2, · · · ,Xn,Yn,Zn)T , (1)

T = (R1,G1,B1,R2,B2,G2, · · · ,Rm,Gm,Bm)T (2)

The shape S and colour T of a new face are generated as
linear combination of weighted PCA vectors S j, T j and the
averages Ŝ and T̂.

S = Ŝ+
k

∑
j=1

α jS j (3)

T = T̂+
k

∑
j=1

β jT j (4)

The weights α j and β j form the parameter vectors α and
β. New faces are created by varying these parameters.

This representation can also be used with other statisti-
cal representations such as Independent Component Analy-
sis [LW99].

In order to perform any meaningful analysis a dense cor-
respondence must be found between the faces in the 3D face
model collection. Authors using depth-map based systems
have been able to use 2D image based techniques such as
optical-flow to find correspondences [BV99]. We are using
a 3DMD face capture system [TDM] that outputs an un-
structured polygon mesh. We adapt a ‘standard‘ face model
to each subject’s face. The standard mesh topology we use
is just an individual selected on the basis of the quality of
the scan (i.e. all major features visible). We adapt this to
each subject using a two stage warping process. The first
stage is a feature based warping method, in which manu-
ally placed landmarks are used to drive a multi-level free-
form deformation (MFFD), which is a hierarchy of B-spline
interpolating functions with progressively finer resolution
[LCS95] [LWS97]. We have implemented the MFFD warp-
ing using a space and search efficient octree data structure.
Once the face meshes are in approximate alignment, rays
are traced out of the standard mesh from each vertex in both
directions and the first intersection (within a maximum ra-
dius) with the target face is found using an octree ray-tracing
method. Not all vertices will find a target, and so these dis-
placements are interpolated across the standard mesh. This
brings the standard mesh into good alignment with the sub-
ject.

Rendering

The 3DMM’s shape is projected onto a 2D surface using the
standard method of graphics APIs such as OpenGL [Ope]
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and Directx [Dir].

S2D = M4x4P4x4(Ŝ+
k

∑
j=1

α jS j) (5)

where M is the combined rotation, scaling and translation,
‘Model-view‘ matrix and P is the perspective matrix as de-
fined by the DirectX specification [Dir] incorporating focal
distance and field of view. The 3D positions are converted to
4D vectors by padding the value 1 on the end of the vector.
When the shape parameters α are altered by δα the resulting
warp can be projected to a 2D surface similarly:

W (;δα) = M4x4P4x4(
k

∑
j=1

δα jS j) (6)

3.2. Fitting a 3DMM to an image

In order to build a statistical model of how individuals age
we need a number of snap-shots of each individual at vari-
ous stages in their life. 3D scanners of sufficient quality have
been developed only recently, so collections of scans of indi-
viduals at different ages do not exist. Waiting for individuals
to age in order to rescan them is beyond the time frame of
this project. Photography on the other hand has been in ex-
istence for over a century and photographs of individuals at
different ages are relatively easily obtained. The proposed
solution is to fit a generic 3D statistical model to the pho-
tographs and so obtain an approximate 3D model of each
face at several different ages. A technique for obtaining these
models has been developed by Blanz and Vetter [BR02], and
has been extended by Zhang and Samaras to use spherical
harmonics to describe the space of possible lighting condi-
tions [ZS04]. Romdhani’s thesis [Rom05] and book chapter
[SRV05] provides a detailed overview of the methods and
introduces a method that uses a maximal-probability func-
tion. Thus the most probable result is taken each iteration.
This system still offers the same advantages over 2D image
analysis; variations in pose can be accounted for by using
rotations and lighting effects on the 3D model. These rota-
tion and lighting effects, which distort 2D image analysis,
can help shape the 3D model.

Forward Additive Algorithm

In order adapt a 3DMM to an image we attempt to minimize
a cost function

χ
2 = ∑

x⊂Ω

(M(x;p)− I(x))2 (7)

Where I(x) is the image to fitted to M(x;p) is image pro-
duced by rendering the 3DMM with parameters p. All pa-
rameters necessary for rendering the 3DMM, position, rota-
tion, scale, perspective, shape and colour, are concatenated
in p. Ω the subset of all samples in the image. This has pre-
viously been solved using an iterative gradient descent tech-
nique, with a suitable choice of update fucntion.

As a first attempt at solving (7) we took the same ap-
proach as Lucas and Kanade [LK81] and used a first-order
Taylor series expansion of the update function:

M(p+δp)≈M(~p)+δ~p ·∇M(~p) (8)

where

∇M(p) =
(

∂M
∂p0

,
∂M
∂p1

, · · · , ∂M
∂pN

)
(9)

is the gradient of the model with respect to each of the model
parameters. By partially differentiating with respect to the
parameters pi we get the parameter update equation:

δ~p = (∇2M)−1(∇M · (I−M)) (10)

where

∇2M(~p) =
{

∂M
∂pi
· ∂M

∂p j

}
(11)

is an approximation of the Hessian matrix. This is a simpli-
fied form of the forward additive algorithm update step from
[BM04]:

∆p = H−1
∑
x

[∇I
∂W
∂p

]T [M(x;p)− I(x))] (12)

where the Hessian H is defined as:

H = ∑
x

[∇I
∂W
∂p

]T [∇I
∂W
∂p

] (13)

The difference is in the calculation of the derivative images
∂M
∂pi

. A simple linear approximation can be used:

∂M
∂pi

=
M(;p+δip)−M(;p−δip)

2
(14)

where δip is a small change in the value of parameter i and
zero elsewhere. Using the chain-rule to combine the image
derivative ∇I with the parameter update warp (6) produces
the steepest-descent parameter update images of [BM04]

∂M
∂pi

=∇I
∂Wi

∂pi
(15)

thus making (10) identical to (12).

In the case of parameters, such as lighting or colour the
derivative images are not related to the image gradient and
so the steepest-descent parameter updates are undesirable.
In this case (14) is used. This method is applicable to
3DMM as the Hessian is updated each iteration, unfortu-
nately this also makes the method very slow. In the case of
two-dimensional AAMs a faster Inverse Compositional al-
gorithm can be used, we are currently working on extending
this to work with 3D Morphable Models.

Inverting the algorithm

As an on going project we are attempting to develop an
inverted version of the fitting algorithm. The Inverse com-
positional algorithm, as described by Baker and Simon in
[BM04], reverses the relationship between the target image
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I and the rendered image M and attempt to warp the target
image into the image rendered with the current parameters;

χ
2 = ∑

x⊂Ω

[M(W (x;p))− I(W (x;δp))]2 (16)

where W (x;p) is a warp function. The warp is the updated
using a compositional update step;

W (x;p)←W (x;p)◦W (x;δp)−1 (17)

Taking a first order Taylor series expansion and differentiat-
ing w.r.t to each of the parameters yields;

δp = (∇2M(;0))−1(∇M(;p)(̇I−M(;p)) (18)

The attraction of this algorithm is that the Hessian matrix,
∇2M(;0), is constant over all iterations, and thus can be
pre-computed rather than updated each frame. In the case
of 3DMM the composition step and it associated inversion
of the warp presents difficulties. In [BPCM04] Baker et al.
Showed that as the inverse composition algorithm does not
hold for points off the surface of the model the algorithm
is incorrect for surface based 3D models, such as a trian-
gle mesh and thus needs to be modified. Ramdhani noted
that (16) does not necessarily require that I be warped into
M(W (x;p)) but can be warped into another frame of refer-
ence. He also performed the inversion of the 3DMM warp by
finding the triangle that would contain the point in the for-
ward warp and recovering its relative position in the triangle
on the reference frame.

GPU computation

The repetitive per pixel nature of the algorithm make it
very suitable for parallel computation on Graphics Processor
Units(GPUs) found in most modern PCs. The computation
and rendering of the morphable model as well as the calcula-
tion of the derivative and error images are trivially achieved
on a GPU as the only operations necessary are addition, sub-
traction and multiplication. The dot-products are harder to
compute as a sum has to be computed over the entire image,
and GPUs are designed for computation on individual pix-
els. Dot-products can be computed in logarithmic time using
an algorithm called ping-ponging. The only part of the algo-
rithm not computed on the GPU is the linear equation which
is computed on the CPU using Singular Value Decomposi-
tion [PTVF92]. This means that the only data required to be
read back from the GPU is the Hessian matrix and the dot-
products of the error image and the derivative images. No-
tably shader versions 3.0 and below, GPUs have no ability
to store the parameters used to update the morpable model
and so these would have to be updated each iteration by the
CPU.

3.3. Ageing Model

Here we look at two possible methods of impoving the
generation of ageing functions. The first Tensors is aimed
at finding correlations between identity on one hand, the

face appearance at a given age. The second Kernel PCA is
a method of creating non-linear regressions using methods
similar to those for linear regressions.

Tensors

PCA is a two dimensional linear method, with the principle
components being the eigen-vectors of a co-variance matrix.
As the eigenvectors are data-driven they can miss correla-
tions. Tenors are a n-dimensional method with each axis rep-
resenting a different attribute, such as identity, age, expres-
sion etc. Tensors can be though of as an n-dimensional grid
with each cell containing some data e.g. a face. A new face
image can be synthesised by using a set of weights along
each axis. The higher dimensionality of the tensor construc-
tion means that typically fewer parameters are required to
describe the data to a desired level of accuracy. Although
PCA cannot be trivially extended to n-dimensional tensors,
Higher Order Singular Value Decomposition (HOSVD) acts
as a reasonable approximation [VT05]. It has been used by
Vlasic et al. [VBPP05] to build a model based on fourth or-
der tensors comparing visemes, expressions and identity. It
allows regression to be computed independently on each of
the attributes in the model.

A tensor can be written as:
JN

∑
iN=1
· · ·

J2

∑
i2=1

J1

∑
i1=1

ai1,i2,...,iN ui1 ◦ui2 ◦ · · · ◦uiN (19)

and decomposed using HOSVD as

T ⊗1 U1⊗2 U2⊗3 · · ·⊗N UN (20)

where ⊗n is the mode-n product. New faces can be gener-
ated by replacing one of the Un terms. For instance, if axis
1 contains expression data, replacing U1 will produce a new
face image with a different expression but with none of the
other parameters altered. Using one axis to represent iden-
tity and another to represent age would allow for an analysis
of the relationship between two parameters independently
of other attributes represented on other axis of the tensor.
Finding suitable function to generate a replacement for the
relevant U term is one of goals of this project.

The tensor construction assumes that there is some data in
each cell and each new attribute-axis exponentially increases
that amount of data that must be gathered. Adding an expres-
sion attribute to a tensor already containing age and identity,
for example, would require a face model for each expression
type at each age for each individual in the data-base. Further-
more the data-set we are working with has missing data for
some of the individuals. A method of imputing the missing
data is required.

Kernel Methods

It is known that the ageing function for any individual is not a
straight line in PCA space [LTC02]. Scandrett et al. approx-
imated this non-linear space in a piece-wise linear fasion, by
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finding ageing vectors between stratified age-groups. Kernel
methods allow linear methods to be used in a non-linear con-
text by providing a mapping from a non-linear data-space to
a linear-space of higher or even infinite dimensionality. One
such Kernel method, Support Vector Machines(SVM) has
recently been used by [WL04] to synthesise shaped changes
in a face due to ageing. Others such as Kernel-PCA could be
used, with regression being formed on the data in a similar
manor to linear PCA to find an ageing fucntion. Although
care must be taken to choose an appropriate kernel.

Evaluation

Root mean squared pixel error (as used by Scandrett et al.
[SSG06] for example) to determine the efficacy of an ageing
model has the disadvantage that the two images of the same
person at the same age can have quite different error val-
ues even after normalization. Perceptunal evaluation, where
a group of people are asked to rate an image according to
its age or similarity to another image, provides an alterna-
tive to mathematical metrics. Human rating of the image has
the advantage that differences between images that produce
large pixel errors but are not significant to human perception
can be discounted. Individual human raters can be somewhat
subjective in the ratings they give, the effect of this can be
reduced by using a number of different raters.

4. Results

4.1. Face Fitting Results

In order to test the efficacy of the algorithms we are using
we built a 3D Morphable Model using a training set of 167
individuals for varying age, sex and ethnicity (although this
was moslty white European due to local demographics.) The
first 20 principle components of each shape and colour were
used, accounting for 90% of shape and 95% colour varia-
tion. The forward additive algorithm was then tested on out
of set images (fig. 1). Provided the initial position and ro-
tation parameters where positioned fairly close to the final
parameters, the fitting proved relatively robust.

Tensor Ageing Results

Figure 2 shows the results of preliminary experiments us-
ing Tensors for face ageing on two-dimensional images. A
set of face images was delineated using an Active Appear-
ance Model (AAM) [CET98] and corrected by hand. The
average of this set of points was calculated and the im-
ages warped into this average using a linear warp of the tri-
angulated feature point template. The resulting image was
masked so that only the face was visible, this was then vec-
torized and added to the image tensor. In order to find the
parameters of an input face two methods where employed.
Firstly a simple linear approximation, and secondly an Al-
ternating Least Squares approach. In the ALS method one
set of parameters is fixed and the remaining parameters are

Results of fitting 3DMM to out-of-set face images us-
ing the forward additive algorithm. The left hand col-
umn shows the fitted 3DMM overlayed onto the orig-
inal image. The right-hand column shows the original
image. An affine warp has been used to bring the eyes
of the central image into horizonal alignment.

Figure 1: Fitting of 3DMM to images of out-of-set faces.

found using a Least Squares fit, this is then repeated, fixing
a another set of parameters until the error between the tensor
image and the input image is within a preset error margin.
A face image was aged by setting the parameters of the ten-
sor model relevant to ageing to the average of the target age
group and warping the image accordingly. With the linear
method the resulting image was too similar to the average
image as shown in figure 2 as any individuality is smoothed
out by the age transform. With the ALS method the indi-
viduality of the input image dominates over the desired age
change. It was observed that a lack of standardization in the
input image (e.g. lighting and pose) was a major contribut-
ing factor to these problems, so we hope that standardization
using the 3D model fitting will help alleviate these problems.
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Results of the synthesis of face images using Tensors.
The top row is the reconstuction of a male image in the
infant age group, the bottom row show the reconstuc-
tion of a female image in the student age group. The
left column uses the linear method of reconstruction,
the right column the ALS method.

Figure 2: Ageing of faces using Tensor Method on 2D im-
ages.

4.2. Conclusions and Future Work

Face fitting is slow and relatively inaccurate, at least for the
purpose of ageing. An inverted method would be signifi-
canlty faster, possibly even real-time.

Much progress has been made in modeling facial ageing
in humans and in devising statistical methods that can take
into account the wide variety of factors that affect it. Func-
tions based on linear warps between age-group strata pro-
vide a simple but effective method of synthsising the effects
of ageing. Probability density functions to find the maximal-
liklihood vectors can create new ageing functions from in-
formation about an individual, e.g personal growth history.
Nevertheless, there is still significant room for improvement.
An appropriate non-linear ageing function could improve the
accuracy of the function when the desired age is between
strata. New statistical methods such as HOSVD remain to
be explored in this context, they may provide improved cor-
relations between individual data and their ageing function.
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