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Abstract

In this paper we present a novel approach of the magic lens user interface metaphor for large-scale projector-
based displays. We altered a standard polarization-based passive stereo projection setup and employed a standard
LCD panel as a purely optical, tangible magic lens device. Due to the properties of polarized light, the modified
passive stereo setup can be used to separate two views — a primary and a secondary layer — of the projected data.
A non-powered LCD panel serves as magic lens filter, as it rotates the direction of polarized light 90 degrees,
providing the user a different view on the projected data. The system is arbitrarly scalable for multiple users and
can be applied to numerous applications. Based on the two projection layers resulting from the proposed setup we
explored interaction techniques and present some examples of the system.

Categories and Subject Descriptors (according to ACM CCS): 1.3.6 [Methodology and Techniques]: Interaction
techniques 1.3.7 [Three-Dimensional Graphics and Realism]: Virtual reality

1. Introduction

Large-scale display walls built with commodity projectors
are becoming increasingly popular for applications involv-
ing the visual analysis of complex data sets. The large dis-
play surface allows showing a large amount of data, and also
provides sufficient space to arrange data items according to
the user’s preferences. Collaboration is naturally supported
by allowing enough physical space in front of the display to
accommodate multiple users.

Large screen displays afforded by projector based systems
allow for efficiently applying a large variety of visualization
and interaction techniques. However, a number of problems
remain which can only be partially addressed with estab-
lished techniques:

Direct spatial interaction with the display requires that the
user employs a spatial tracking device, typically an expen-
sive 3DOF/6DOF tracking device if interaction should not
be strictly limited to 2D. Simultaneous interaction of multi-
ple users requires multiple tracking devices as well as a soft-
ware design that can handle multiple input devices. Such a
solution increases system complexity and does not scale well
with a larger group of users, such as encountered in a public
space setup. Moreover, simultaneous interaction of multiple
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users in the same display space can lead to unwanted sit-
uations where users compete for a particular region of the
display or get into each other’s way.

Visualization of complex datasets is often addressed with
multiple view systems and focus+context techniques com-
bined with linking and brushing inside datasets. While a
wall-sized display (or multiple side-by-side displays) may
offer ample space for arranging such views, the multiple
view as well as the focus+context approach leave it to the
user to mentally merge corresponding elements from multi-
ple spatially separated views. Moreover, navigating in mul-
tiple separate views operating at multiple scales requires ad-
ditional mental effort because correspondences may not al-
ways be obvious.

Magic lenses [BSP*93] can be described as an in-place
display for information filtering, similar in its effect to us-
ing multiple views. A magic lens is a user controlled wid-
get which provides a filtered view of the content underneath.
Magic lenses make direct use of spatial context and conse-
quently are a very powerful visualization technique. How-
ever, all existing implementations have some of the follow-
ing disadvantages for collaborative applications:

e They do not allow multiple users to apply per-user filter-
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ing or subjective views [Smi96]. Users can still get into
each others way when manipulating the data.

e They require a per-user electronic input device, adversely
affecting scalability and system complexity.

e The physical nature of the display, in particular the display
resolution, cannot be changed by the magic lens. Physi-
cal focus+context displays try to overcome this problem
by superimposing multiple displays inside the lens. Mag-
nification, rendering style or even the sematic of the un-
derlying data is changed inside the lens. However, these
approaches either use an inflexible static display arrange-
ment [ARO5], [BGSO1] or require a complex mechanic
setup [YGH*01] [SAKHO6].

Our approach describes a set of interaction techniques re-
lying on visual channel separation using polarization effects.
Polarization filters are well-known for their use in passive
stereoscopic viewing systems, where they are used to sepa-
rate left and right stereo channels. We retarget the channel
separation effect achieved in a two-projector setup to sepa-
rate content channels — namely, the standard or primary view
and the secondary view — through the lens. A simple 90 de-
gree polarization retarder (an optical device altering the po-
larization direction of light, such as a non-powered liquid
crystal panel) allows to select among the content channels by
looking at a point on the screen either through the retarder or
not. The retarder can be cast in several forms — for example,
a handheld optical magic lens prop, a view-finder mounted
to a console or a camera-mounted filter for computer vision-
based interface techniques. Figure 1 shows a system sketch.

The unique advantage of our approach is that no electronic
input device or tracking system is required to perform ba-
sic operations — physical placement of the retarder prop by
the human user is simple, error free and scalable. To illus-
trate our ideas, we report on several experiments that have
been conducted with the polarization-based interaction tech-
niques, including a visual data mining application with two-
user optical magic lenses and an augmented-reality style an-
notation application.

2. Related Work
2.1. Magic Lenses and focus+context techniques

Magic lenses were first introduced by Bier et al. [BSP*93].
They represent movable visual filters that change the repre-
sentation of the underlying data. Magic lenses can be used
as virtual magnifying glasses, to reveal hidden information,
to filter the data representation, or to modify the visualiza-
tion mode on the given position. This concept was later ex-
tended to the third dimension by Viega et al. [VCWP96].
The idea of a magic lens remains a popular choice for organ-
ising complex information displays, including collaborative
applications [FMM™05] and very large displays [BB05].

In information visualization, focus+context is an estab-
lished technique to allow a large overview integrated with

details. A moveable focus area is surrounded by a con-
text area, which is often compressed or distorted [RM93]
[Fur86]. Focus+context and magic lens techniques are re-
lated, but focus+context seems to have a more general mean-
ing in terms of spatial arrangement. While focus+context ap-
proaches offer continous transitions between regions, magic
lenses have a defined boundary.

2.2. Physical magic lenses and focus+context displays

A significant amount of investigation is concerned with the
embodiment of magic lens techniques through physical ob-
jects and tangible interfaces. A first category of visualiza-
tion systems concern the provision of high-resolution fo-
cus insets in projector-based displays, which are not di-
rectly manipulable by the user. The focus+context screen
[BGSO1] uses a carefully aligned flat screen for this pur-
pose. The Escritoire [ARO0S5] is a table-top display composed
of two superimposed projections generating a high reso-
lution projected image within a lower resolution one. Un-
like these completely static insets, PixelFlex [YGH*01] and
later [SAKHO6] use a pan-tilt projector to achieve a move-
able high resolution area within a lower-resolution projected
display.

A second category aims at providing handheld magic lens
props, literally interpreting the “lens” as a tangible device.
One approach is to use a passive, tracked prop together with
a single projected display. The display depicts the regular
view with a magic lens rendered on top of it. Representa-
tives of this category are props made from transparent ma-
terial used with a stereo-backprojection [SES99] and similar
retroreflective props used with a head mounted projector dis-
play [BHGO3].

A third category of magic lens displays are active magic
lenses based on handheld displays. The pioneering work in
this category is the Chameleon [FZC93] which relied on a
simple tethered, tracked LCD screen. Recent work has used
self-contained graphics and fiducial tracking using camera-
equipped handheld computers [WS03] to achieve augmented
reality effects. This technology was used later for maps
[SKMO6]. Similarly, the Peephole [Yee03] uses an exter-
nally tracked handheld computer for two handed interac-
tion with documents anchored in 2D space. The Interac-
tion Lens described in [MPL*02] combines a digitizer tablet
with a handheld computer for integrating the work on paper-
based and virtual documents. A final variety uses handheld
tracked displays together with larger projected displays —
the metaDESK [UI97] has a mechanically suspended screen
positioned above a tabletop display, while the Ubiquitous
Graphics system [SHO6] combines a tracked Tablet PC with
a projected display.
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Figure 1: The optical magic lens in a rear projection setup: The two projectors are equipped with linear polarization filters
with 90 degrees offset (projector A horizontal, projector B vertical). Users looking at the screen using horizontal polarization
glasses only see the image of projector A (a), whereas using vertical polarization glasses, they only see the image of projector B
(b). By combining the polarization filter with the magic lens, which turns the polarized light, the image of the occluded projector

becomes visible and the image of the other projector disappears.

2.3. Subjective views and multi-user displays

Subjective views were introduced by Smith for collabora-
tive virtual environments [Smi96]. The basic idea is to relax
consistency in a shared dataset to allow per-user customized
views. Snowdon and Jdd-Aro [SJA97] also employ subjec-
tive views, in this case to show different representations of
datasets. Butz et al. [BBF98] describe user-interface widgets
to make users more aware of the state of their subjective and
shared views.

For projection-based collaborative virtual environments
such as workbench or CAVE displays, a problem conceptu-
ally similar to subjective views arises: How to present indi-
vidual perspectively correct stereo views for multiple users.
Agrawala et al. [ABM*97] approaches this problem with
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the two-user responsive workbench, which is based on four-
way time interleaved display shuttering. Later Frohlich et
al. [FBS*05] described a multi-viewer stereo display for up
to four users based on a combination of active shutter based
and passive polarization based stereo.

3. System description

The objective of this work was to develop a simple and in-
expensive system for using passive tangible props as magic
lenses. The basic interaction with the data, such as panning
and zooming the filtered lens area, should not require track-
ing devices.
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3.1. Channel separation

The setup uses two commodity projectors as a conventional
passive stereo projection system: In such a system, two
projectors create superimposed images on a polarization-
preserving screen. The projectors are for example connected
to a computer with dual-headed graphics output and fitted
with one horizontal polarization (HP) and one vertical po-
larization (VP) filter. The viewer wears inexpensive glasses
fitted with an HP filter for the left eye and a VP filter for
the right eye, to obtain proper channel separation for the two
eyes.

Unlike in a passive stereo setup, in our system the glasses
are fitted with either two HP or two VP filters, so under nor-
mal viewing conditions, only one of the two projector im-
ages is visible. This way, we separate two content channels
which we denote as primary and secondary view.

By the use of linear polarization the system suffers from
a restriction known from normal passive stereo display sys-
tems: users need to look relatively straight to the display sur-
face and may not tilt their head much in order to preserve a
proper polarization. In practice this means that users cannot
move fully to either side of a wide display area.

3.2. Magic lens

We rely on the unique property of liquid crystal display
(LCD) panels: Without power applied, they are designed to
retard linearly polarized light by 90 degrees. In conventional
LCD screens this property is used together with a polariza-
tion filter to control light flow through the panel by applying
power selectively to portions of the LCD panel to make it
transparent or opaque.

By using passive unpowered LCD panels as 90 degree re-
tarders, the channel separation is effectively inverted through
the panel in a two-projector display system using polar-
ization filters. Polarized light from a projection screen that
passes through the retarder, which can, for example, have
the shape of a handheld magic lens prop, changes from VP
to HP or vice versa. See figure 1 for a system sketch.

A similar effect can be obtained with cellophane [1iz03],
but the retardation is typically less than 90 degrees, leading
to ghosting effects. The degree of rotation of polarized light
depends on the wavelength and thus the polarization rotation
varies for different colors and results in a color shift, depend-
ing on the used retarder material. When using the LCD lens,
this effect is hardly perceiveable.

The separation is surprisingly effective and does not re-
quire any electronics held or worn by the user. Since it is
purely based on optical properties, typical problems of vir-
tual reality systems such as lag or tracking errors are elimi-
nated.

3.3. Calibration

In order to align the two overlapping display areas of the
two projectors we use a simple homography-based calibra-
tion procedure. In our case, the calibration is conducted man-
ually. The user has to click four points for each projector
image representing the largest area illuminated by both pro-
jectors or the region of interest. Using these four point cor-
respondences for each projector, the homography matrix for
the geometric warping of the projector images can be cal-
culated. The projected images for the application are then
rendered with a two pass rendering technique. Alternatively,
this procedure can be automated using a structured light ap-
proach as described, for example, in [RvBCO02].

4. Interaction Techniques and Applications
4.1. Optical magic lens interaction

The optical magic lens is made from an LCD retarder at-
tached to a handle, in the shape of a conventional reading
lens. Panning the filtered view is managed by just moving
the lens in front of the display wall. Accordingly, zooming
works implicitly as the user moves the lens towards his face
or further away. Thus, no tracking data evaluation and com-
putation for basic visual interaction is needed. A limitation
of the purely passive prop is that the application is not aware
of the user’s activities, and feedback to the application needs
to be provided through other input devices, such as, for ex-
ample, a wireless trackball.

The optical magic lens can be employed as a visual filter
for a given data representation. Examples are given in sec-
tion 4.2. Filtered regions by the magic lens are invisible to
other users and do not distract them from the given overall
view. Every user can have an independent view on the screen
and employ a personal optical magic lens, so the information
display can be examined by multiple users without disturb-
ing or influencing each other. The number of active users is
not restricted by technological constraints such as the track-
ing system, which is one of the major benefits of our system
in contrast to existing approaches. Our setup is only limited
to a primary and secondary view that can be perceived by an
arbitrary number of users.

For collaborative operations, two users can be equipped
with separate subjective views. Rather than letting both users
wear the same type of glasses, the first user can choose HP
filters, while the glasses of the second user are equipped with
VP filters. This allows the users to see either the primary or
the secondary view depending on the type of glasses. For
example, a user interface can be presented in the native lan-
guage of each user, while they are simultaneously looking
on the same display. This principle also works with a larger
number of users divided into two groups. If the application
accepts simultaneous input from two users, any disturbances
from temporary changes in the display caused by one user
such as pop-up menus can be suppressed in the view of the
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second user. By looking through the optical magic lens, a
user may choose to see what the other user is currently do-
ing. See figure 2 for an example.

Figure 2: The projected 3D model seen without polarization
filter (a), the first person’s view (b), the second person’s view
(c), and the first person’s view with magic lens (d) (3D model
courtesy by discreet 3D Studio Max).

4.2. Application examples

The proposed magic lens can be applied for any 2D or mono-
scopic 3D visualization application that requires switching
between two different views. Examples include:

e arial photographs overlaid by maps (cf. figure 3),

e pairs of ancient and up to date images of cities or build-
ings,

e Xray vision to see inside an object (cf. figure 2),

e sketches or photos augmented by additional text informa-
tion,

e different views on complex datasets or

e showing a movie with subtitles in two different languages.

Figure 4 shows GeneView, a visual data mining tool gene
data for microarray measurements. Measured protein ac-
tivity is represented using several visualization techniques
such as 2D scatterplots, 3D scatterplots, heatmaps, graphs
and cluster based hierarchy visualization. Since the explo-
ration of the data is focused on collaborative analysis com-
paring selections of genes is very important. Figure 4 shows
a heatmap with selected genes marked with blue areas. For
collaborative analysis two user select a subset of the gene
data and analyse different parts of the gene datasets in their
primary view while the marked regions of their collaborator
is visible through their magic lens. By switching between
the views the collaborators can identify patterns, comparing
the two selections. Again, our proposed setup allows users
to select their preferred view and collaborate via the magic
lens tool.
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Figure 3: A satellite image augmented with a map view us-
ing the magic lens (Image courtesy by Google Maps).

Similarly, individual user interface settings can be used
in collaborative work. Figure 5 shows this concept with a
mock-up painting application.

Figure 4: Gene data visualization via heatmaps.

All experiments shown were conducted using a front pro-
jection setup.

4.3. Augmented Reality applications

Augmented Reality displays can be used to annotate the
real world with computer-generated information [RAHO9S].
Polarization-based interaction allows two novel variations of
bringing together virtual and real content in an Augmented
Reality display:

e An image printed in black on a transparent foil can be
placed over the silver screen, for example showing a phys-
ical map. By using only one projector, a digital image can
be projected to the physical image rather than a second
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Figure 5: The right person’s view (a) and the left person’s
view (b) of a collaborative painting application mock-up.

projected image in a registered way. The physical image is
always visible even if the projection system is turned off,
and can therefore serve an everyday function for example
as an overview plan in a building lobby. The projector is
equipped with an HP filter, while the user wears glasses
with VP filters. Therefore the user does not perceive the
projection unless viewed through an optical magic lens,
thereby selectively providing detail or additional informa-
tion for the physical image.

e An empty transparent foil without any printing is placed
over the silver screen. The user can annotate the image
projected with HP by writing on the foil with a black felt-
tip pen. In order to digitize the physical ink from the felt-
tip pen, a video camera with a VP filter takes a snapshot of
the screen, thereby eliminating the polarized image. The
resulting-black and white image is processed to be used
for digital annotations of the projected content. The cam-
era can either be registered offline or on the fly by detect-
ing black fiducials placed on the foil to mark the corners
of the projected image. The remaining cross-talk from the
projector after capturing the image with imperfect retar-
dation can be filtered using a histogram-based threshold
operator. In the result image 6 (b) thresholding was done

offline, but can be easily implemented in real-time soft-
ware. The digitized binary image can either be attached to
the digital content directly, or potentially be forwarded to
a handwriting recognition software.

Figure 6: A person annotating a projected polarized image
without polarization glasses (a) and the camera’s view with
polarization filter and adjustment for post-processing (b).

5. Discussion

We built a prototype front projection setup to test our ideas
and invited people to try out our examples (cf. figure 7). We
observed that by having the required projection setup and a
sufficent number of polarization glasses and magic lenses, a
lot of people could smoothly interact with our system with-
out any initial explanations. We therefore see a great poten-
tial of our system to be employed at public spaces, such as
museums or schools, where applications as described above
could easily be shown as part of an installation in combina-
tion with a large-scale display wall.

Figure 7: Two users exploring an augmented satellite image
(Image courtesy by Google Maps).

The interaction techniques emerging from the proposed
tangible magic lens are more intuitive than comparable ap-
proaches, as our system relies purely on natural optical prop-
erties. This emphasises the ease of use for a big group of po-
tentially inexperienced users. However, the interaction tech-
niques are limited to sole visual interaction such as changing
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the visible section of the magic lens view. Further interac-
tion with the application data itself requires additional input
devices. Another drawback is the fact that all users have to
wear polarization glasses in order to use the magic lens as
intented.

Summarising, our approach provides the following advan-
tages over other standard magic lens implementations:

e No tracking system is required for basic visual interaction
with the projected imagery.

e Instead of using an expensive self-contained handheld de-
vice as magic lens, our system employs an inexpensive
passive prop to change the visual representation of pro-
jected data. Thus, the system scales very well with a high
number of users.

e The magic lens itself is light-weight and does not require
cable connections which makes the system comfortable to
use, even over a longer period of time.

e No tracking data evaluation and re-calculation of visual
data for each user is needed which results in a smooth
data representation without any delay.

e Only the view "inside" the lens is modified, which is
not visible to other users not looking through the lens.
The primary view is entirely unmodified leading to undis-
turbed interaction for other users.

e The basic visual interaction such as panning and zoom-
ing the filtered view works implicit and does not require
understanding of computer systems and experiences with
3D tracking devices.

e Due to the polarization-based channel separation, the sys-
tem provides the possibility of employing two subjective
views by simply choosing the appropriate polarization
glasses.

However, the proposed system also results in a number of
restrictions, namely:

e The system requires a two projector setup, as used in pas-
sive stereo systems.

e Linear polarisation is depending on the view direction.
Tilting the head or looking at the screen from a narrow
angle may result in an unclean channel separation.

e Users have to wear polarization glasses in order to achieve
channel separation.

e Interaction is restricted to mere visual changes of the data
representation using the magic lens. More complex inter-
action requires additional interaction devices.

e Only two separate views are possible — for the magic lens
filtering as well as for the subjective views.

These restrictions imply that the system is rather inappro-
priate for applications requiring highly complex interaction
with the data itself. However, we presented a number of ex-
amples where our system seems to be preferrable to exist-
ing technologies. In particular, the setup can encourage un-
trained users to participate in collaborative applications. We
see the unique advantages listed above to be a great new op-
portunity for public installations.
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6. Conclusion and Future Work

We introduced a novel interaction tool, the optical magic
lens, for large projector-based displays. By using polariza-
tion to separate two views and an LCD panel to rotate the
direction of polarized light, the lens reveales a view of the
hidden secondary layer when using uniform polarization
glasses. The optical magic lens is a purely passive prop and
does not require expensive 6DOF tracking devices. The aris-
ing interaction with the magic lens is very natural as it is
handled like a real handheld lens. The two separated views
emerging from this approach permit new collaboration tech-
niques relying on subjective views. Since our system does
not require a tracking system, interaction with the applica-
tion software has to be done through other means, such as
conventional 2D interaction devices.

In our examples we only showed monoscopic data. How-
ever, the setup can be extended to a stereoscopic 3D display
by combining the polarization approach with active, time-
multiplexed shuttering by using a variation of the technique
from [FBS*05]. While resulting in a slightly more complex
setup, polarizing shutter glasses can perform channel sepa-
ration both in the time domain (for stereo vision) as well as
in the polarization domain (for separating normal and magic
lens image). This allows to build a four channel image (two
stereoscopic views and two content channels).

In the future, we see a great potential in using the optical
magic lens in massive multi-user presentations and evalua-
tion of complex datasets. Also, in museums or other public
institutions this user interface metaphor seems to be promis-
ing, as it allows ad-hoc interaction of a great amount of peo-
ple who do not have any experience with 3D input devices.
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