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Abstract. New immersive virtual environments (VE) such as the Re-

sponsive WorkbenchTM provide users with a very attractive way of in-

teracting with 3D computer-generated worlds. The feeling of immersion

is one of the many advantages of such con�gurations. Being able to in-

teract naturally with the virtual world is a very important part of this

feeling. Programs developed for the virtual environments need powerful,

intuitive and rapid application control interfaces. Previous work on this

topic have focused on the development of menu systems for the VEs: con-

verted 2D menus, hand-oriented menus and 3D widgets. To our knowl-

edge, no 3D equivalent of the quick keyboard hotkey mechanism has ever

been proposed for VEs. In this paper, we propose a 3D paradigm: the

Command and Control Cube (CCC or C3), inspired by marking menus.

The C3 aims to be a rapid and intuitive mechanism for issuing a set of

commands to an application.
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1 Introduction

Virtual environment con�gurations are changing our ways of interacting with

3D objects, navigating inside 3D worlds, and controlling applications. Some of

these con�gurations: the head-mounted display, the CAVE[5], or the Responsive

Workbench[10][9] (RWB) to name but a few, have a great potential to increase

the bene�ts of computer generated 3D worlds. Among these con�gurations, the

workbench
1 is one of the most attractive for direct manipulation. The con-

�guration provides a virtual workspace where 3D objects can be manipulated

directly with the hands. Though it can be considered to be an immersive (or

1 \workbench" is used to denote the responsive workbench as well as other similar

con�gurations with one or two screens.
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semi-immersive) con�guration, users don't lose contact with their physical en-

vironment, their own body or their fellow coworkers, which is often regarded as

disorienting. Many applications already running on workstations, e.g., modeler

and interactive visualization of scienti�c data, can greatly bene�t from this con-

�guration, thanks to the head-tracked stereo display and the direct interaction

with the virtual scene, for example, moving cutting planes, grabbing and manip-

ulating objects with the hand, direct modeling, deformation of 3D objects and

moving light sources.

However, porting these applications to the workbench raises two problems:

interaction techniques for manipulation and system control, i.e. changing modes,

variable states, issuing commands. Both have to be entirely rethought for a

3D environment. This con�guration di�ers widely from the classic workstation.

The output device of the workbench is a head-tracked stereo display allowing

users to see, turn around or manipulate 3D objects due to the virtual world

being superimposed onto the physical one. In contrast, for a workstation with a

monitor, visualization and manipulation space are separated. The input devices

are very di�erent too. On workstations, users communicate with applications

through multi-purpose interaction devices: a keyboard and a mouse. The number

of available input signals is very high (102 keys on a PC keyboard). The common

input devices available on workbenches are in comparison often designed for

spatial manipulation only (light and wearable) and provide very few buttons,

e.g. only one or two for a tracked stylus.

A now-standard application control interface has become popular and widely

used for workstations: the WIMP interface (Windows, Icons, Menus and Point-

ing), based on the keyboard and mouse input devices. This choice of human

computer-interaction is commonly accepted as the de-facto standard for these

con�gurations. To provide lighter and faster access to the most-often used com-

mands, shortcuts have been introduced as well. The keyboard is a good tool to

issue these commands with a simple hotkey mechanism (like CTRL-S for save).

Indeed the quickest way to enter a command for one's application in 2D is the

hotkey mechanism associated with the keyboard.

To our knowledge no solution has ever been proposed to provide a user in 3D

VE with a similar shortcut system to very rapidly issue a small set of commands

to the application. In this paper we focus our work on this aspect and propose a

new application control interface : the Command & Control Cube (later called in

this paper: CCC or C3). This interface has been developed for a holobench[18],

a two-screen responsive workbench (see Figure 1 and Appendix). The C3 is

controlled by the user with a 6DOF tracked button. With the C3 a user can

send up to 26 di�erent commands to the application. A two-speed mechanism

similar to the marking menus[13][14][12] in 2D allows the C3 to work in a novice

mode with a graphical feedback or in an advanced mode for quicker \eyes-o�"

selections. In this paper we �rst present related work on menus and application

control solutions for 3D VEs. Next, we describe the C3 and its functions. The

last section includes the conclusion and a discussion on future work.



Fig. 1. The C3 on the Responsive Workbench

2 Related work

Application control inside virtual environments is a new �eld of research. The

�rst applications developed for these environments faced the immediate need

to provide an interface to control functions or states of variables inside the 3D

world. At the SIGGRAPH'2000 course on 3D user interface design[11], Ernst

Kruij� proposed a categorisation for the current system control techniques in-


uenced by the description of non-conventional control techniques by MacMillan

et al.[19]. He divided the approaches into graphical menus, voice commands, ges-

tural interaction and tools.

Graphical menus are the 3D equivalent of 2D menus. The following crite-

ria should be considered when designing graphical menus: placement, selection,

representation and structure.

Feiner et al.[8] is a primary source for placement issues. However Kruij�

proposed a �ner division of the di�erent placement solutions. Menus can be

freely placed inside the virtual world (world-referenced), connected to a virtual

object (object-referenced), linked to a part of the user's body such as the head

(head-referenced) or the rest of the body (body-referenced) or placed in reference

to a physical object such as the borders of the workbench (device-centered).

The selection of menu items in a 3D environment is quite di�erent from that

in 2D. Selecting an item inside a set of available functions is conceptually a 1D

choice system. The addition of another unnecessary dimension is in this case an

added di�culty. Moving inside a plane to make a 1D choice is quite easy with a

mouse despite the second dimension. It becomes more complicated when the user

has in addition to control the depth of his movements. The representation of the

menu (form, size, space and a�ordance) is another whole topic. Finally, as the

number of items grows, it becomes necessary to set a mechanism to diminish the

cognitive load placed on the user: hierarchical subdivision or context-sensitive

menus.



In this group of graphical menus, three di�erent categories have been distin-

guished by Kruij�: converted 2D-menus, hand-oriented menus and 3D widgets.

2.1 Converted 2D Menus

An intial natural approach for designers of 3D interfaces has consisted of porting

2D interfaces to the 3D world. In the 2D world (screen, keyboard and mouse)

the WIMP interface is now a commonly accepted choice to control applications.

Since this interface is popular and quite e�cient for 2D, porting the interface

has the advantage of easily providing users with a non-disturbing familiar inter-

face. However as stated earlier, the third dimension hampers the ease of selec-

tion[1][6][20]. Using a virtual ray controlled by the hand as a pointer tool is one

method to alleviate this di�culty[21]. However it is still not adapted to making

quick selections (like the hotkeys of a keyboard) due to the indirect manipula-

tion and the precision required. Another approach, based on the virtual tricorder

device[23], suggests using \2D anchored menus". The 2D menu is displayed at

the position of the device held in the hand. Selection inside the menu is done by

pressing the mouse buttons.

2.2 Hand-oriented Menus

The two categories of hand-oriented menus are 1DOF menus, where the items

are put on a circular object[15][22] and menus stored at a body-relative posi-

tion, where selection of items is dependent on the hand relative position. This

approach exploits proprioceptive feedback[16] 2. A hybrid approach would ma-

terialize the plane of selection by holding a 
at physical transparent palette in

the non-dominant hand ([4][20]), and selecting items with the dominant one.

The graphical menu is displayed directly onto the transparent physical surface

(using a tracker on the palette), taking advantage of both the hand-held prop

and body-centered aspects.

2.3 3D widgets

Conner et al.[3] describes widgets as the combination of geometry and behaviour.

This section describes 3D widgets, including all menus whose functions can be

mapped onto an object.

The C3, in its novice working mode, is a graphical menu, hand-oriented,

hand-held widget. The advanced user mode with \eyes-o�" manipulation makes

extensive use of proprioceptive feedback. The C3 has been developed with the

idea of exploiting the third dimension as an advantage and not a new undesirable

dimension. It is based on 2D marking menus. Pie menus are in fact signi�cantly

better than linear menus when it comes to fast selection[2].

2 Proprioception is \a person's sense of the position and orientation of his body and

limbs". It provides strong advantages for direct manipulation (excellent control of

one's own hand), physical mnemonics (�nding body-centered objects) and gestural

actions (recall of actions).



3 Description of the C3

The C3 proposes an equivalent of the keyboard hotkey mechanism for VE. It

can also be used as a quick 3D graphical menu. Menu items are arranged into

a cubic con�guration, rather than the traditional 2D pull-down menus. The C3

has roughly the appearance of a cubic volume (or cubic structure), divided into

3x3x3 smaller cubes (see Figure 2). Smaller cubes have the same size and are

separated from each other by a �xed distance. They are associated with menu

items and called \slots". A ball can be moved inside the bounding cube of the

structure. The center of this ball acts as a pointer for the selection.

Fig. 2. Division of the space into 27 cubes

The C3 is controlled by a 6DOF tracked button. The Pinch glove system

developed by Fakespace[7] or the ring mouse[17] are valid devices. In essence,

any device with a button attached to a tracker �ts the requirements. Actually,

in our experiments, we did not use a commercial system but instead built one

from a simple mouse and a tracker (see Figure 3 and Appendix). The mouse

buttons serve as \pinch buttons" placed on three �ngers of the hand (although

only one button was used). They can be pressed with the thumb. The tracker is

attached to the user's wrist.

Whenever the user pinches, the C3 is displayed at small horizontal distance

from his hand position. It stays visible while the button is pressed and disappears

when released. While the pinch button is pressed, all movements of the hand are

mapped onto the ball. The ball's starting position is the center of the bounding

cube, which is the center of one of the 27 slots, the middle one. By moving the

hand, the user moves the ball inside the bounding cube. The ball cannot leave

the cubic structure. If a user's hand movement implies that the ball should go

outside the volume, then the corresponding movement of the ball is truncated

so that it stops at the surface of the bounding box.

The ball can thus be moved freely inside the cubic structure and placed inside

any of the 27 slots. Releasing the button when the ball lies inside a slot results



Fig. 3. The tracked buttons

in a user's selection of a menu item, the one associated with the slot. Note that

the \middle slot" shouldn't have any function associated with it, to allow the

user to pinch accidentally without any consequences. Furthermore, it gives the

user a way to cancel the C3 without selecting an item. There is no restriction

on the user's hand movements inside the cubic volume while the pinch button

is pushed down, nor is there any time limit to select an item.

Fig. 4. Visual feedback inside a slot

Each slot is visually represented by a half cube (see Figure 4). The half cubes

are transparent blue, while the ball is yellow with no transparency. Since the half

cube occupies the lower part of the slot, it's possible to put a transparent texture

on top of each that shows an icon, as in classic 2D menus, explaining the function

of the slot. The sensitive zone for the selection is still the whole cubic volume of

the slot, but the visual part of the slot lies only in the lower half. The opaque ball

can be moved anywhere inside the slot to trigger the menu item and is always



visible, thanks to the transparency of the slot. The center of the ball is the true

pointer of the C3. To further help the selection, the currently selected slot is

highlighted.

As was previously mentioned, pinching two �ngers triggers the display of the

C3. Only one horizontal plane of slots, i.e. 9 slots, are represented simultaneously.

The visible plane of slots is always the one containing the pointer: the yellow

ball controlled by the user's hand. Moving the hand in space moves the ball

from slot to slot and triggers, if necessary, the display of another plane (see

Figure 5 and Appendix). A short delay to the display of the C3 allows \eyes-o�"

manipulation.

Fig. 5. The C3 appearance when the user pinches and stands still, moves his hand

down, or up.

4 Design issues

This section discusses the reasons behind the most important design choices of

the C3.

4.1 Shape

We decided to use a cubic structure to divide the space around the hand. At �rst

the C3 was in
uenced by 2D marking menus, which divided the screen around

the mouse pointer into equal pie-shaped sections. We could have divided the 3D

space equally around the 3D pointer (the yellow opaque ball). With a simple

space decomposition into 6 parts (up, down, left, right, front, back) it would

have worked well. However six is a small number of commands for a shortcut

mechanism, although it could be adapted to a menu system with a hierarchical

structure and was judged too limited. An equal division of the space in more

than 6 directions becomes very complicated for a user to imagine. Without any

mental representation of the spatial division, it's rather di�cult for a user to

remember and execute the correct movement with his hand for each menu item.



Thus we decided to use a simple metaphor: the cube. By dividing the space

around the ball into 3x3x3 cubes we give the user an intuitive way to remember

the path to each command. For example: the upper front right command, or

the lower left back one. Each of the 26 available commands can be accessed by

mentally �guring the cubic form of the menu and/or by thinking in terms of a

combination of simple directions (up, down, left, right, front, back, middle). The

task of selecting an item is facilitated by three mechanisms:

{ The cubic structure (mental representation of the space)

{ The proprioceptive sense (all movements start from the middle position so

selecting an item equals moving the hand in one direction).

{ The directions are aligned with the screen borders of the workbench (device-

centered graphical menus).

4.2 Number of commands

The cube design dictates that the 27 slots are associated with the commands

of an application. Since the \middle slot" is reserved for a cancel action there

remain 26 options to be con�gured with the functions of one's application. This

number is extended if all the �ngers of the human hand are used to trigger

di�erent cubes (i.e. set of functions). The Pinch Glove allows 4x26 di�erent

functions to be selected. With regard to this large number, we believe the C3

could be used as much as a shortcut mechanism than a rough 3D menu.

4.3 Visibility

Many visualization concerns have been taken into account in the design of the C3.

First, the C3 acts as a pop-up menu, and is displayed only when a user performs

a speci�c action: pinching two �ngers. Therefore there is no obstruction of the

view by 3D widgets in idle mode. The pointer is opaque and remains visible as

long as the C3 is activated. Thus all the slots are transparent and in di�erent

colors so that the ball cursor can move inside each and stay visible. The small

size of the pointer allows the icon of the selected slot to be seen when the opaque

ball is inside the slot (see Figure 5 and Appendix). The transparency of the C3

does not obscure the 3D scene the user is working on. Indeed, it is still visible

through the transparent slots of the C3.

All the slots are partially \�lled" in blue, although the sensitive selection

zone is the whole volume. The slots are only �lled in their lower half part so that

icons can be placed on top of the blue transparent blocks to help the user know

which command is associated to each slot. Since the user's hand, at the height

the cube is displayed, is lower than the head, there is a good line of sight on the

icons. The ball is also more visible with half-�lled slots.

The C3 is displayed in front of the user's hand, lower than the user's eyes.

However since the multiple planes of 3x3 slots are lying one above the other,

it is rather di�cult to see the icons of the lower planes. To avoid this problem,

only one horizontal plane (9 slots) is displayed when the C3 is active: the plane



where the ball is currently lying. Moving the ball with the hand from slot to slot

triggers the display of another plane, if necessary, but there is always only one

visible plane at a given time. Horizontal planes have been chosen in preference

to other plane orientations, because the user's eyes are generally above the cube

and because of the table-like shape of the RWB.

The size of the little cubes is roughly 10x10x10cm. Some experiments with

di�erent sizes guided this choice. The size should be adapted for each workbench

with regard to the screen size and resolution.

4.4 Learning and quickness

With the help of the icons, a novice user is able to invoke the C3 by pinching

two �ngers and using the cube metaphor to have quick access to 26 commands.

For each command the icons provide the necessary feedback to let the user make

his choice. Selecting a menu item is simple: pinching, moving the hand in one

direction and releasing the pinch. As stated earlier, choosing between distinct

3D directions is easier than selecting an item inside a linear list. Movements can

also be very quick and precise since they are relative to the starting position of

the hand. No tracker calibration interferes in the selection process.

The C3 approach, similar to the 2D marking menus can be improved by

adding a short delay (less than a second) before displaying the menu. With

this feature, the C3 enhances the application control experience for well-trained

users. Indeed, when the positions of the functions inside the cube are perfectly

known it is very intuitive to blindly make a move with the hand in a speci�c

direction to trigger the appropriate function. One advantage of this method is

that the interface doesn't change between the novice level and the advanced user

level. Furthermore, there is no \switch" to be activated to change from one mode

to another. A novice user who begins to remember the position of his favorite

functions will naturally begin to move his hand blindly. And at all times, an

advanced user suddenly hesitating about the right direction to �nd an option

would automatically trigger the display of the menu after the short delay.

In comparison to the hotkey mechanism of the keyboard, it can be argued

that chain-triggering the same command with the C3 seems slightly slower at

�rst sight. However when the same command is not always repeated several

times, results should be similar. More testing needs to be done on this issue.

4.5 Focus of attention

The non-dominant hand is used to control the shortcut system, thus leaving the

dominant hand free. It is important to leave the user's dominant hand out of the

shortcut process, since the main task in a VR application is usually performed

by the dominant hand. We don't want to force the user to switch tools to do

a simple and quick menu item selection. In addition, the visual attention of an

advanced user is freed because he can use the C3 blindly, thus focusing more on

his main task. Actually, most of the classic menus require a user to look at a 3D

widget, forcing him to break his attention.



5 Conclusion & future work

The C3 system was initially developed with the idea of �nding an equivalent

solution to keyboard hotkeys for a RWB. Although in the past some solutions

have been proposed to provide users with menu interfaces, to our knowledge

researchers had never before focused on a shortcut approach for VE. The third

dimension is used by the C3 as an advantage to propose more menu options

to the user. This addition is never an inconvenience for the user as in previous

attempts to convert 2D menus into 3D menus. The C3 has been thought of as

and is indeed a real 3D menu. Since the C3 is controlled with the non-dominant

hand, the user is not distracted from the main task, usually performed or led

by the dominant one. Controlling the C3 directly with the hand is a way to

use proprioceptive feedback for a better manipulation and recall of actions. The

movements of the hand can be quick and precise, because they are relative to

the starting position of the hand. No tracking calibration or precision problems

could interfere in the process of selection. In addition, the pop-up approach of

the C3 preserves the menu to block the view when idle.

Based on the marking menus, the C3 provides the advantage of o�ering a

single interface for both novice and advanced users. As the user memorizes the

commands associated to each direction, he moves smoothly from the novice level

where the menu is displayed, to the advanced level where he can make an \eyes-

o�" manipulation to select a command. Furthermore, remembering a direction

is easier than remembering a position in a linear menu. An open-ended gesture is

also much faster than a Fitt's law task, as in a standard linear menu. The ability

to select a command blindly allows the user to rapidly control the application

commands, without disturbing his attention since he doesn't have to look at an

interface graphical component.

The C3 can be extended to nx26 con�gurable menu items, n being the num-

ber of available buttons. This is a large number of options for a shortcut system.

We found that the C3 can then be used as a menu in itself, if the number of

menu items needed by an application falls below the nx26 limit.

We are planning to add a hierarchical structure to the cube metaphor to

extend the number of menu items available and to allow a better placement

and recall of the application commands inside the C3. Some discussion of the

placement of the C3 with regard to the user's hand and body and its potential

visual occlusion by 3D application data is also still necessary.

The C3 has been used in two di�erent applications on the RWB: the visual-

ization of a car cockpit with some basic exploration tools and a more complex

visualization application for fractal models. Initial impressions of users seem pos-

itive. However we need to test the performance of the C3 in terms of quickness

of selection and accuracy for each slot, usability and to compare its e�ciency

on the workbench with that of the hotkeys for the keyboard. These data could

help in the placement of the more frequently-accessed options inside the C3.

The C3 has been developed on a holobench but could be extended to other VE

con�gurations. The orientation of the cube relative to the frames of the screens

should be reexamined. Some other similar considerations such as the choice of



displaying horizontal planes inside the C3 could also change, vertical planes are

better for a wall display or a HMD.
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The C3 on the Responsive Workbench (J�erôme Grosjean et al., Fig. 1)

The tracked buttons (J�erôme Grosjean et al., Fig. 3)

The C3 appearance when the user pinches and stands still, moves his hand down, or

up. (J�erôme Grosjean et al., Fig. 5)


