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Abstract
This paper presents a fast parallel method to compute the solution of the radiative transport equation in inho-
mogeneous participating media. The efficiency of the method comes from different factors. First, we use a novel
approximation scheme to find a good guess for both the direct and the scattered component. This scheme is based
on the analytic solution for homogeneous media, which is modulated by the local material properties. Then, the
initial approximation is refined iteratively. The iterative refinement is executed on a face centered cubic grid, which
is decomposed to blocks according to the available simulation nodes. The implementation uses CUDA and runs
on a cluster of GPUs. We also show how the communication bottleneck can be avoided by not exchanging the
boundary conditions in every iteration step.

1. Introduction

The multiple-scattering simulation in participating media is
one of the most challenging problems in computer graph-
ics, radiotherapy, PET/SPECT reconstruction, etc., where
accurate estimates of both the direct and indirect terms are
needed not only to produce nice images, but also to recon-
struct volume data from projected measurements or to make
decisions on the placement of the radiation source in the
body during radiotherapy treatment. As these applications
rely on intensive man-machine communication, the system
is expected to respond to user actions interactively and to
deliver simulation results in seconds rather than in hours,
which is typical in CPU based solutions.

Such simulation should solve the radiative transport
equation that expresses the change of radiance L(~x,~ω) at
point~x and in direction ~ω:

~ω ·~∇L =
dL(~x +~ωs,~ω)

ds

∣∣∣∣
s=0

=

−σt(~x)L(~x,~ω)+σs(~x)
∫

Ω′
L(~x,~ω′)P(~ω′,~ω)dω′, (1)

where σt is the extinction coefficient describing the proba-
bility of collision in a unit distance. When collision happens,
the photon is either scattered or absorbed, so the extinction
coefficient is broken down to scattering coefficient σs and

absorption coefficient σa:

σt(~x) = σa(~x)+σs(~x).

The probability of reflection given that collision happened is
called the albedo of the material:

a =
σs

σt
.

If reflection happens, the probability density of the reflected
direction is defined by phase function P(~ω′,~ω). The extent
of anisotropy is usually expressed by the mean cosine of the
phase function:

g =
∫

Ω′
(~ω′ ·~ω)P(~ω′ ·~ω)dω′.

In homogeneous media volume properties σt , σs, and
P(~ω′,~ω) do not depend on position~x. In inhomogeneous me-
dia these properties depend on the actual position.

In case of measured data, material properties are usually
stored in a 3D voxel grid, and are assumed to be constant or
linear between voxel centers. If the diameter of the region
represented by a voxel is ∆, then the total extinction is worth
representing by a new parameter that is called the opacity
and is denoted by α:

α = 1− e−σt ∆ ≈ σt∆. (2)

Radiance L(~x,~ω) is often expressed as a sum of two terms,
the direct term Ld that represents unscattered light, and the
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media term Lm that stands for the light component that scat-
tered at least once:

L(~x,~ω) = Ld(~x,~ω)+Lm(~x,~ω).

The direct term is reduced by out-scattering:

dLd
ds

=−σt(~x)Ld(~x,~ω).

The media term is not only reduced by out-scattering, but
also increased by in-scattering:

dLm

ds
=−σtLm +σs

∫

Ω′
(Ld +Lm)P(~ω′,~ω)dω′.

Note that this equation can be re-written by considering the
reflection of the direct term as a volumetric source:

dLm

ds
=−σt(~x)Lm(~x,~ω)+

σs(~x)
∫

Ω′
Lm(~x,~ω)P(~ω′,~ω)dω′+σs(~x)Q(~x,~ω), (3)

where the source intensity is

Q(~x,~ω) =
∫

Ω′
Ld(~x,~ω′)P(~ω′,~ω)dω′.

The volumetric source represents the coupling between the
direct and media terms.

Although the direct term can be expressed as an integral
even in inhomogeneous media, the evaluation of this integral
requires ray marching and numerical quadrature. Having ob-
tained the direct term and transformed it to the volumetric
source, the media term needs to be computed.

Cerezo et al. [CPP∗05] classified algorithms solving the
transport equation as analytic, stochastic, and iterative.

Analytic techniques rely on simplifying assumptions,
such as that the volume is homogeneous, and usually
consider only the single scattering case [Bli82, SRNN05].
Jensen et al. [JMLH01] attacked the subsurface light trans-
port by assuming that the space is partitioned into two half
spaces with homogeneous material and developed the dipole
model. Narasimhan and Nayar [NN03] proposed a multiple
scattering model for optically thick homogeneous media and
isotropic light source.

Stochastic methods apply Monte Carlo integration to
solve the transport problem [KH84, JC98]. These methods
are the most accurate but are far too slow in interactive ap-
plications.

Iterative techniques need to represent the current radiance
estimate that is refined in each step [DMK00]. The radi-
ance function is specified either by finite-elements, using,
for example, the zonal method [RT87], spherical harmon-
ics [KH84], radial basis functions [ZRL∗08], metaballs, etc.
or exploiting the particle system representation [SKSU05].

Stam [Sta95] introduced diffusion theory to compute en-
ergy transport. Here the angular dependence of the radiance
is approximated by a two-term expansion:

L(~x,~ω)≈ L̃(~x,~ω) =
1

4π
φ(~x)+

3
4π

~E(~x) ·~ω.

By enforcing the equality of the directional integrals of L
and L̃, we get the following equation for fluence φ(~x):

φ(~x) =
∫

Ω

L(~x,~ω)dω.

Requiring
∫
Ω

L(~x,~ω)~ω dω =
∫
Ω

L̃(~x,~ω)~ω dω, we obtain vector

irradiance ~E(~x) as

~E(~x) =
∫

Ω

L(~x,~ω)~ωdω.

Substituting this two-term expansion into the radiative trans-
port equation and averaging it for all directions, we obtain
the following diffusion equations:

~∇φ(~x) =−3σ′t~E(~x), ~∇·~E(~x) =−σaφ(~x). (4)

where σ′t = σt −σsg is the reduced extinction coefficient.

In [Sta95] the diffusion equation is solved by either a
multi-grid scheme or a finite-element blob method. Geist et
al. [GRWS04] computed multiple scattering as a diffusion
process, using a lattice-Boltzmann solution method.

In order to speed up the solutions to interactive rates, the
transport problem is often simplified and the solution is im-
plemented on the GPU. The translucent rendering approach
[KPHE02] involves multiple scattering simulation, but con-
siders only multiple approximate forward scattering and sin-
gle backward scattering. This method aims at nice images
instead of physical accuracy. Physically based global illumi-
nation methods, like the photon map, have also been used
to solve the multiple scattering problem [QXFN07]. To im-
prove speed, light paths were sampled on a finite grid.

The high computational burden of multiple scattering
simulation has been attacked by parallel methods both in
surface [ACD08] and volume rendering [SMW∗04]. Parallel
volume rendering methods considered the visualization of
very large datasets, while interactive multiple scattering sim-
ulation has not been in focus yet. Stochastic methods scale
well on parallel systems, so they would be primary candi-
dates for parallel machines, but their convergence rate is still
too slow. Iterative techniques, on the other hand, converge
faster but require data exchanges between the nodes, which
makes scalability sub-linear.

This paper presents a fast parallel solution for the radiative
transport equation (Figure 1). We have taken the iteration
approach because of its better convergence. This posed chal-
lenges for the parallel implementation because we should
attack the sub-linear scalability and the communication bot-
tleneck. Our approach is based on two recognitions. Iteration
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Figure 1: The outline of the algorithm. 1: The volume is de-
fined on a grid. 2: An illumination network is established
between the grid points. 3: Single scattering and estimated
multiple scattering are distributed from each light source. 4:
The final results are obtained by iteration which corrects the
errors of the estimation. 5: The image is rendered by stan-
dard alpha blending.

is slow because it requires many “warming up” steps to dis-
tribute the power of sources to far regions. Thus, if we can
find an easy way to approximate the solution, then iteration
should only refine the initial approximation, which could be
done in significantly fewer steps. On the other hand, iteration
requires the exchange of data from all computing nodes in
each step, which leads to a communication bottleneck. We
propose an iteration scheme when the data are exchanged
less frequently. This slows down the convergence of the iter-
ation, so computing nodes should work longer, but reduces
the communication load.

We shall assume that the primary source of illumination is
a single point light source in the origin of our coordinate sys-
tem. More complex light sources can be modeled by transla-
tion and superposition. We use a simple and fast technique to
initially distribute the light in the medium. The distribution
is governed by the diffusion theory, where the single pass ap-
proximate solution is made possible by assumptions that the
medium is locally homogeneous and spherically symmetric.
The solution is approximate but can be obtained at the same
cost as the direct term. Having obtained the initial approxi-
mation, the final solution is computed by iteration on a GPU
cluster.

This paper is organized as follows. Section 2 explains the
iteration solution, the importance of having a good initial ap-
proximation, and the challenges of parallel execution. Sec-
tion 3 discusses the computation of the direct term. Section
4 presents the initial estimation of the radiance. Section 5

deals with the iterative refinement. Section 6 presents our
distributed implementation and Section 7 summarizes the re-
sults.

2. Iteration solution of the radiative transport equation

The transport equation is an integro-differential equation. In-
tegrating both sides, the equation can be turned to an integral
equation of the following form:

L = T L +Qe

where T is a linear integral operator and Qe is the source
term provided by the boundary conditions. Applying finite-
element techniques, the continuous radiance function is rep-
resented by finite data, which turns the integrated transport
equation to a system of linear equations:

L = T ·L+Qe,

where vector L is the radiance of the sample locations and
directions, Qe is the vector of source terms and boundary
conditions, and T is the transport matrix.

Iteration obtains the solution as the limiting value of the
following iteration sequence

Ln = T ·Ln−1 +Qe

so if this scheme is convergent, then the solution can be
obtained by starting with an arbitrary radiance distribution
L0 and iteratively repeating operator T. The convergence is
guaranteed if T is a contraction, i.e. for the norm of this ma-
trix, we have

‖T ·L‖< λ‖L‖, λ < 1,

which is the case if the albedo is less than 1.

The error at a particular step n can be found by subtracting
the solution L from the iteration scheme, and applying the
definition of the contraction iteratively:

‖Ln−L‖= ‖T ·(Ln−1−L)‖< λ‖Ln−1−L‖< λn‖L0−L‖.
Note that the error is proportional to the norm of the differ-
ence of the initial guess L0 and the final solution L. Thus,
having a good initial guess that is not far from the solution,
the error after n iteration steps can be significantly reduced.

2.1. Iteration on parallel machines

In order to execute the iteration on a parallel machine, the
radiance vector Ln is broken to parts and each computing
node is responsible for the update of its own part. However,
the new value of a part also depends on other parts, which
would necessitate state exchanges between the nodes in ev-
ery iteration. This would quickly make the communication
the bottleneck of the parallel computation.

This problem can be attacked by not exchanging the cur-
rent state in every iteration cycle. Suppose, for example, that
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we exchange data just in every second iteration cycle. When
the data is exchanged before executing the matrix-vector
multiplication, the iteration looks like the original formula:

Ln = T ·Ln−1 +Qe.

However, when the data is not exchanged, a part of the ma-
trix is multiplied by the radiance estimate of the older iter-
ation. Let us denote the matrix by T∗ that is similar to T
where the own part is multiplied and zero elsewhere. With
this notation, the cycle without previous data exchange is:

Ln = T∗ ·Ln−1 +(T−T∗) ·Ln−2 +Qe.

Putting the two equations together, the execution of an iter-
ation without state changes and then an iteration with state
changes would result in:

Ln = T2 ·Ln−2 +T ·Qe +Qe +T ·(T−T∗) ·(Ln−3−Ln−2).

Note that if this scheme is convergent, then Ln, Ln−2, and
Ln−3 should converge to the same vector L, thus the limiting
value satisfies the following equation:

L = T2 ·L+T ·Qe +Qe.

This equation is equivalent to the original equation, which
can be proven if the right side’s L is substituted by the com-
plete right side:

L = T ·L+Qe = T · (T ·L+Qe)+Qe.

The price of not exchanging the data in every iteration step is
the additional error term T · (T−T∗) · (Ln−3−Ln−2). This
error term converges to zero, but slows down the iteration
process especially at the beginning of the iteration.

Using the same argument, we can prove a similar state-
ment for cases when the data is exchanged just in every
third, fourth, etc. cycles. The number of iterations done by
the nodes between data exchanges should be specified by
finding an optimal compromise, which depends on the rela-
tive computation and communications speeds.

3. Distribution of the direct term

The direct term is reduced by out-scattering. As the source
is in the origin, the direct term is non-zero only for the di-
rection from the origin to the considered point. Let us con-
sider a point at distance r on a beam started at the source
and having solid angle ∆Ω, and step on this beam by dr. As
a photon collides with the medium with probability σt(r)dr
during the step, the radiant intensity (i.e. the power per solid
angle) Φ(r) at distance r satisfies the following equation

Φ(r+dr) = Φ(r)−σt(r)drΦ(r) =⇒ dΦ(r)
dr

=−σt(r)Φ(r).
(5)

If the radiant intensity is Φ0 at the source, then the solution
of this equation is

Φ(r) = Φ0e−
∫ r

0 σt (s)ds.

The radiance is the power per differential solid angle and
differential area. In our beam the power is the product of
radiant intensity Φ(r) and solid angle ∆Ω. On the other hand,
the solid angle in which the source is visible equals to zero,
which introduces a Dirac delta in the radiance formula. The
area at distance r grows as ∆A = ∆Ωr2. Thus, the radiance
of the direct term is

Ld(~x,~ω) =
Φ(r)∆Ω

∆Ωr2 δ(~ω−~ω~x) =
Φ(r)

r2 δ(~ω−~ω~x), (6)

where r = |~x| is the distance and ~ω~x =~x/|~x| is the direction
of the point from the source.

4. Initial distribution of the estimated radiance

Let us consider just a single beam starting at the origin where
the point source is. When a beam is processed, we shall as-
sume that other beams face to the same material characteris-
tics, i.e. we assume that the scene is spherically symmetric.
Consequently, the solution should also have spherical sym-
metry.

In case of spherical symmetry, the radiance of the in-
spected beam at point ~x and in direction ~ω may depend
just on distance r = |~x| from the origin and on angle θ be-
tween direction ~ω and the direction of point ~x. This allows
parametrization L(r,θ) instead of L(~x,~ω). The fluence de-
pends just on distance r and vector irradiance ~E(~x) has the
direction of the given point, that is ~E(~x) = E(r)~ω~x.

Expressing the divergence operator in spherical coordi-
nates, we get:

~∇·~E(~x) = ~∇· (E(r)~ω~x) =
1
r2

∂(r2E(r))
∂r

.

Thus, the scalar versions of the diffusion equations are:

dφ(r)
dr

=−3σ′t E(r),
1
r2

d(r2E(r))
dr

=−σaφ(r). (7)

For homogeneous infinite material, the differential equa-
tion can be solved analytically:

φh
0(r) =

3σ′t Φ0
r

e−σer, Eh
1 (r) =

Φ0
r2 e−σer (σer +1) . (8)

where σe =
√

3σaσ′t is the effective transport coefficient.

One option for the initial radiance estimation would be
the application of the homogeneous solution assuming that
the volume everywhere has similar material properties ob-
tained as the average of the real values. However, this ap-
proach would provide poor estimates in regions having very
different scattering parameters, that is in strongly inhomo-
geneous materials. Thus, we use the homogeneous solution
only in the neighborhood of the source and farther away dif-
ferential equation 7 is iterated. The volume is processed by
ray marching initiated at the source. The radiance of these
rays forming a bundle is initialized with the homogeneous
solution.

c© The Eurographics Association 2009.

98



Szirmay-Kalos, Liktor, Umenhoffer, Tóth, Kumar, Lupton / Parallel Solution to the Radiative Transport

As ray marching proceeds taking steps ∆ increasing dis-
tance r, material properties σt , σs, and g are fetched at the
sample location, and state variables φ(r), and E(r) are up-
dated according to the numerical quadrature solving equa-
tion 7, resulting in the following iteration formulae:

φ(r +∆) = φ(r)−3σ′t E(r)∆,

E(r +∆) =
r2

(r +∆)2 (E(r)−σaφ(r)∆) . (9)

5. Refinement of the initial solution by iteration

At the end of the approximate radiance distribution we have
good estimates for the direct term Ld and volumetric source

Q(~x,~ω) =
∫

Ω′
Ld(~x,~ω′)P(~ω′,~ω)dω′ = Φ(r)

r2 P(~ω~x,~ω),

and probably less accurate estimates for the total radiance

L(~x,~ω)≈ 1
4π

φ(~x)+
3

4π
~E(~x) ·~ω.

Thus, we can accept direct term Ld , but the media term
Lm = L− Ld needs further refinement. We use an iteration
scheme to make the media term more accurate, which is
based on equation 3, but considers only the voxel centers.
The incoming medium radiance arriving at voxel p from
direction ~ω is denoted by I(p)

m (~ω). Similarly, the outgoing
medium radiance is denoted by L(p)

m (~ω). Using these nota-
tions, the discretized version of equation 3 at voxel p is:

L(p)
m (~ω) = (1−α(p))I(p)

m (~ω)+

α(p)a(p)
∫

Ω′
I(p)
m (~ω′)P(p)(~ω′,~ω)dω′+α(p)a(p)Q(p)(~ω)

(10)
since σt∆≈ α and σs∆≈ αa.

The incoming radiance of a voxel is equal to the outgoing
radiance of another voxel that is the neighbor in the given
direction, or it is set explicitly by the boundary conditions.
Since in the discretized model a voxel has just finite number
of neighbors, the in-scattering integral can also be replaced
by a finite sum:
∫

Ω′
I(p)(~ω′)P(p)(~ω′,~ω)dω′ ≈ 4π

D

D

∑
d=1

I(p)(~ω′d)P(p)(~ω′d ,~ω).

where D is the number of neighbors, which are in direc-
tions ~ω′1, . . . ,~ω

′
D with respect to the given voxel. The num-

ber of neighbors depends on the structure of the grid. In a
conventional Cartesian Cubic grid, a grid point has 6 neigh-
bors. In a so called Body Centered Cubic grid [Cse05] a
voxel has 8 neighboring voxels that share a face, which still
seems to be too small to approximate a directional integral.
Thus, it is better to use a Face Centered Cubic grid (FCC
grid) [QXFN07], where each voxel has D = 12 neighbors
(Figure 2).

Figure 2: Structure of the Face Centered Cubic Grid. Grid
points are the voxel corners, voxel centers, and the centers
of the voxel faces. Here every grid point has 12 neighbors,
all at the same distance.

Note that unknown radiance values appear both on the left
and the right sides of the discretized transport equation. If
we have an estimate of radiance values (and consequently,
of incoming radiance values), then these values can be in-
serted into the formula of the right side and a new estimate
of the radiance can be provided. Iteration keeps repeating
this step. If the process is convergent, then in the limiting
case the formula would not alter the radiance values, which
are therefore the roots of the equation.

6. Implementation

The system has been implemented on a 5 node HP Scalable
Visualization Array (SVA), where each node is equipped
with an NVIDIA GeForce 8800 GTX GPU, programmed un-
der CUDA. The nodes are interconnected by Infiniband.

In order to execute ray marching parallely for all rays dur-
ing initial radiance distribution, the volume is resampled to
a new grid that is parameterized with spherical coordinates.
A voxel of the new grid with (u,v,w) coordinates represents
fluence φ and vector irradiance E of point

~x = R(wcosψsinθ,wsinψsinθ,wcosθ),

where ψ = 2πu, θ = arccos(1−2v),

and R is the radius of the volume. Note that this parametriza-
tion provides uniform sampling in the directional domain. A
(u,v) pair encodes a ray, while w encodes the distance from
the origin. This texture is processed w-layer by w-layer, i.e.
stepping the radius r simultaneously for all rays. In a single
step the GPU updates the fluence and the vector irradiance
according to equation 9.

The initial radiance distribution is not parallelized, but we
trace all rays in all nodes. However, as we terminate rays
leaving the subvolume associated with a node, it can also
benefit from the addition of more nodes. Iteration, visual-
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ization, and image compositing are executed in a distributed
way.

Figure 3: Decomposition of the volume to subvolumes

The tasks are distributed by subdividing the volume along
one axis and each node is responsible for both the radiative
transport simulation and the rendering of its associated sub-
volume (Figure 3). The images rendered by the nodes are
composited by the ParaComp library [Par07].

During iterational refinement separate kernels are exe-
cuted on the GPU for each computational step. The radi-
ance distribution for one wavelength in the FCC grid is rep-
resented with 12 floating point arrays — one for each dis-
crete direction in the grid. The FCC sites can be mapped
into a standard 3D array by using proper indexing, where
each value means the outgoing radiance from a given grid
site in one direction. The volumetric source values remain
constant during the iteration, so we store them in separate
3D textures. The iteration kernel updates the state of the grid
by reading the emissions and the incoming radiances from
the neighboring grid sites. The output of an iteration step is
the input of the following one, so we copy the results back
to the input textures after each kernel execution. In order to
improve performance, we introduced a sensitivity constant
which is a lower bound to the sum of the incoming radiances
for each point. We evaluate the iteration formula only where
the radiance value is greater than this constant. This method
is efficient if there are larger parts of the volume without sig-
nificant irradiance.

In addition to executing the iteration in the individual
subvolumes, we need to implement the radiance transport
between the neighboring volume parts. The simulation ar-
eas overlap so that the radiance values can be seamlessly
passed from one subvolume to the other. MPI communica-
tion between the nodes is used to exchange the solutions at
the boundary layers. It is important to notice that each node
needs to pass only 4 arrays to its appropriate neighbor as the
FCC grid has 4 outgoing and 4 incoming directions for each
axis-aligned boundaries.

7. Results

First, we have examined the effect of the initial radiance ap-
proximation. Figure 4 shows the error curves of the itera-
tion obtained when the radiance is initialized by the direct
term only and when the media term approximation is also
used. Note that the application of the media term approxima-
tion halved the number of iteration steps required to obtain a
given accuracy.
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Figure 4: Error curves of the iteration when the radiance
is initialized to the single-scattering term and when the ra-
diance is initialized to the media term approximation. Note
that in the latter case, roughly only 50% of the iteration steps
are needed to obtain the same accuracy.

The evolution of the iteration can also be followed in Fig-
ures 5 and 6. Note that if we initialize the iteration with the
direct term, we need about 100 iteration steps to eliminate
any further visual change in the image (the error goes below
2%). However, when the radiance is initialized to the ap-
proximated media term, we obtain the same result executing
only 60 iterations.

Finally, we tested the scalability of our parallel implemen-
tation. The volume is decomposed to 4 blocks along axis z
(Figure 3), and the transfer of each block is computed on
a separate node equipped with its own GPU. Table 1 sum-
marizes the time data measured when a classical iteration
scheme is executed that exchanges the boundary layers of the
blocks in each iteration step, and when they are exchanged
just after every fifth iteration step. We can observe that the
visualization scales well with the introduction of new nodes
but iteration time improves just moderately when bound-
ary conditions are exchanged in each iteration step, because
of the communication bottleneck. This bottleneck can be
eliminated by exchanging the boundary conditions less fre-
quently, which slightly reduces the speed of convergence,
so we trade communication overhead for GPU computation
power. We observed that the error caused by exchanging the
boundary conditions just after every fifth iteration cycle can
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direct term direct term direct term
+1 iteration +25 iterations +100 iterations

density only media term estimation media term estimation
+60 iterations

Figure 5: Evolution of the iteration when the radiance is initialized to the direct term and to the estimated media term, respec-
tively. The radiance is color coded to emphasize the differences and is superimposed on the density field.

be compensated by about 5% more cycles, which is a good
tradeoff. Note that when we exchanged the boundary condi-
tions just after every fifth iteration cycle, the iteration speed
scaled well with the introduction of newer nodes.

8. Conclusions

This paper proposed an effective method to solve the radia-
tive transport equation in heterogeneous participating media
on a cluster of GPUs. The transport equation is solved on
an FCC grid by iteration. The iterative algorithm has been
significantly improved by finding a good initial guess for
the radiance and modifying the parallel implementation to
reduce the frequency of data exchanges. Without these, the
very high performance of GPUs would make the communi-
cation become the bottleneck. This concept of iterating more
on the nodes without exchanges gives us a versatile tool to
address the scalability issue. We have tested the approach
on a cluster of GPUs, but it is equally applicable to multiple

GPU cards inserted in the same desktop since they also share
the problem of the communication bottleneck.
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Figure 6: Evolution of the iteration when the radiance is initialized to the direct term and to the estimated media term, respec-
tively. The radiance is color coded to emphasize the differences and is superimposed on the density field.
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