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Abstract
This paper explores the effectiveness of an LLM in creating data visualizations across a spectrum of scenarios, characterized by
three key dimensions: the complexity of the underlying data, the user’s data visualization competencies, and the requirements of
the resulting visualization. Based on an empirical study, we offer insights into the potential role of LLMs as tools for empowering
users with varied expertise to effectively visualize data.

CCS Concepts
• Human-centered computing → Visualization; • Computing methodologies → Natural language processing;

1. Introduction

Creating visualizations that effectively communicate complex data
insights is a challenge, particularly for individuals with varying lev-
els of expertise and analytical needs [GTS10]. While user interface-
based and low-code visualization tools have made strides in de-
mocratizing data visualization [GBTS13], they still require users to
surmount a significant learning curve and possess certain technical
skills [BLC∗23]. Recent advancements in large language models
(LLMs) have introduced a promising avenue for overcoming these
barriers. LLMs can create and learn from visualization descrip-
tions [KJP∗24], generate data visualizations directly from natural-
language instructions [CPB∗22, Dib23, CLB23, MS23], or support
visualization engagement [LM22], potentially bridging the gap for
those who lack traditional data visualization skills [SNL∗21].

This paper explores the effectiveness of LLMs in creating data
visualizations across a spectrum of scenarios, characterized by
three key dimensions: the complexity of the underlying data, the
user’s data visualization competencies, and the requirements of
the resulting visualization. We designed an empirical study where
LLMs generate data visualizations for a diverse set of combina-
tions in these dimensions. The quality of these LLM-generated vi-
sualizations was assessed by an expert reviewer using established
heuristics, focusing on time efficiency, supported insights, and de-
sign principles. Our research aims to explore the capabilities and
limitations of LLMs in the field of data visualization, offering in-
sights into their potential role as tools for empowering users with
varied expertise to effectively visualize data.

Our contribution is three-fold: We synthesized literature-based
aspects of data visualization construction, generated and evaluated
visualizations for diverse scenarios, and documented the creation
process alongside our key insights.

2. Methodology

For our study, we generated data visualizations for pre-selected
datasets through specific prompts to an LLM. The effectiveness of
the resulting visualizations is evaluated using two relevant heuris-
tics, aimed at measuring the visualizations’ utility in enhancing
dataset understanding and their adherence to established design
principles. Through this, we aim to assess the capabilities of LLMs
in producing high-quality data visualizations that are both informa-
tive and aesthetically coherent.

We structured the experiments around three relevant factors: the
dataset complexity (D), the user compentencies (U), and the visu-
alization requirements (V). Each of the factors is categorized into
three levels, leading to 3× 3× 3 = 27 combinations. Data com-
plexity (D) was determined based on four attributes from data lit-
eracy literature [KS19] classifying data complexity of real-world
data sets: scope, curation, size, and messiness. To test visualization
construction for different user competencies (U) in a more con-
trolled study environment, we did not recruit actual participants
but instead, based on literature [KJP∗24, BLC∗23], identified three
levels of user competencies. Beginners are familiar with everyday
visualizations but lack foundational principles. Intermediate users
understand basic visualization software but lack programming ex-
perience. Advanced users have deep knowledge, including design,
and seek to refine LLM-generated visualizations. Lastly, we spec-
ified three visualization requirements (V): a simple data visualiza-
tion, an visualization with no specified complexity requirements,
or a complex data visualization. We created prompts for each com-
bination of the three factors, resulting in 27 experiments. This ex-
perimental design aims to systematically explore how variations in
user skill levels and dataset complexity influence the effectiveness
of LLM-generated visualizations.
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3. Study Design and Implementation

3.1. Design

In each experiment for one of the 27 combinations, ChatGPT 4
was asked to generate Python code for the visualization. The code
was then used to render a static image of visualization. We selected
three datasets based on the criteria from above, and used the Ti-
tanic dataset (D1, simple), a dataset about pop star Taylor Swift
(D2, medium), and a dataset about Lego sets (D3, complex). In an
experiment, a novice user (U1) might ask for a basic visualization
(V1) of a dataset with medium complexity (D2). Prompts for user
group U1 were kept broad (“Create a simple, meaningful data vi-
sualization”) to explore visualization generation for users with no
prior skills, without specifying data tasks or visualization proper-
ties. For comparability, the data attributes selected by ChatGPT for
U1 were reused and detailed for experiments with U2 and U3. U2
had the option to request one general improvement, while U3 could
seek multiple specific enhancements (e.g. “Check the result again
carefully according to relevant principles for good and meaningful
data visualizations”).

3.2. Evaluation

To evaluate the generated visualizations (see Appendix), two as-
sessment methods have been employed: the ICE-T heuristics
[WAM∗19] for determining visualization value (excluding factors
around interaction due to the static nature of the visualizations pro-
duced), and the Data Visualization Checklist (DVC) by Evergreen
and Emery [EE16] for design aspects. A data visualization ex-
pert conducted the evaluations, scoring each visualization based on
these methodologies. Visualizations are deemed valuable and good
if their overall ICE-T score is five or higher and well-formatted if
they achieve more than 90% of the possible points on the DVC.

3.3. Results

We aggregated and visualized the evaluation results to identify po-
tential patterns, as well as the analysis of the visualization tech-
niques used. The scatter plot in Fig. 1 shows the distribution of eval-
uation results for each experiment. Out of 27 visualizations gen-
erated by ChatGPT and assessed by an expert, three were deemed
high-quality and valuable according to the ICE-T evaluation frame-
work. Most remaining visualizations scored above 4 points and no
visualization below 3. In the design evaluation using the DVC, none
of the visualizations met the threshold for being considered well-
formatted. Most visualizations (25/27, 92.6%) scored between 60%
and 80%, with two achieving only 50%.

4. Discussion

Given that most visualization (18/27, 66.7%) achieved a score
higher than 4, and considering the ICE-T method recommends re-
designing only for scores below 4, we see this as an indicator that
ChatGPT, despite not ensuring uniformly high quality, is an effec-
tive tool for visualization creation for all levels of user expertise
and visualization requirements. This utility is underscored by re-
ports where participants requested generic visualizations instead of
specific, task-driven prompts [SS23].

Figure 1: Evaluation results for the 27 LLM-generated visu-
alizations according to ICE-T and Data Visualization Checklist
scores. Colors of circles encode user competencies (pink=low, vi-
olet=medium, blue=high). Green and turquoise lines mark the
threshold for ‘good’ and ‘well-formatted’ visualizations.

Overall, the visualizations scored from average to poor in de-
sign aspects, potentially due to the Data Visualization Checklist’s
specific requirements. While improvement prompts (for U3) were
partly derived from this checklist, ChatGPT struggled with many of
these design aspects, such as text placement, annotations, or labels.

Seven out of nine visualizations utilizing the Titanic dataset (D1)
achieved favorable outcomes, with the top three visualizations all
based on this dataset. It remains unclear whether these results stem
from the dataset’s low complexity or whether ChatGPT more easily
creates valuable visualizations with familiar and frequently used
datasets. As a mitigation strategy, generating three new artificial
datasets of varied complexity could provide further insights.

To limit the scope of our experiments, we differentiated user
groups solely by their data visualization experience, omitting pro-
gramming skill levels. While opting for code generation allowed
for flexibility beyond the libraries and environments ChatGPT sup-
ports in-system, this approach may not align well with users pos-
sessing minimal coding skills.

5. Conclusions

In conclusion, our study demonstrates that LLMs for generating
data visualizations present a promising tool suitable for users across
all levels of competencies, including those without prior experi-
ence in data visualization. Throughout our experiments, ChatGPT-
generated visualizations reliably achieved a basic level of quality
both in supporting data analysis as well as design. However, they
often lack the analytics excellence and refined formatting necessary
for final, publication-ready visualizations. Given these findings, we
advocate for the use of LLM-generated visualizations primarily in
the exploratory data analysis (EDA) phase, where the ability to
rapidly generate and iterate on visualizations can enhance produc-
tivity and insight discovery. Still, for this phase and beyond, caution
is essential with ChatGPT visualizations due to their variable and
non-deterministic quality. Our study highlights the role of LLMs as
a valuable starting point in the data visualization process, pointing
towards a future where further advancements could broaden their
applicability and effectiveness.
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