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Abstract

Ray tracing is a fundamental rendering technique that typically projects three-dimensional representations of a scene onto a two-dimensional display. This is achieved by perspectively sampling a set of rays into the scene and computing intersections against the relevant geometry. Secondary rays may be sent out from these intersection points, allowing for physically correct global illumination on the reverse photon direction.

Real-time rendering has historically used classical rasterization pipelines, which are straightforward to implement on hardware as they form a data-parallel problem projecting the whole scene into the coordinate system of the image. In contrast, task-parallel ray tracing suffers from incoherency between rays. However, recent advances in ray tracing have led to more efficient approaches, resulting in even more efficient embedded hardware implementations. While these approaches are already capable of rendering realistic images, further improvements in run-time performance can compensate for computational time to achieve higher framerates, display resolutions, ray-tracing recursion depths, or reducing the energy footprint of ray-tracing data centers.

A fundamental technique for improving ray-tracing performance is the use of bounding-volume hierarchies (BVH), which prevent rays from intersecting the entire scene, especially in occluded or distant regions. In addition to the structural efficiency of a BVH, the primary bottlenecks of GPU ray tracing are memory latency and work distribution. These factors mainly result in more coherent memory accesses, making caching more efficient.

Creating programs with the goal of achieving higher caching rates typically requires increased programming efforts and a deep understanding of the hardware, as an additional abstraction layer is introduced, making the memory pipeline less transparent. General-purpose profilers aim to support the implementation process. However, they typically display caching rates based on kernel calls. This is because these values are measured using basic hardware counters that do not distinguish between the context of a memory access. In many cases, it would be useful to have a more detailed representation of memory-related profiling metrics, such as the number of recordings per memory allocation or projections into other domains, such as the framebuffer or the scene geometry.

This thesis presents a new method for simulating the GPU memory pipeline accurately. The method uses memory traces exported by dynamic binary instrumentation, which
can be applied to any compiled GPU binaries, similar to standard profilers. The exported memory profiles can be used for performance visualization purposes in individual domains, as well as traditional memory profiling metrics that can be displayed in finer granularity than usual. A method for mapping memory metrics onto the original scene is included, allowing users to explore profiling results within the scene domain, making the profiling process more intuitive. In addition, this thesis presents a novel compressed ray-tracing implementation that optimizes its memory footprint by making assumptions about the topological properties of the scene to be rendered. The findings can be used to evaluate and optimize a wide range of ray tracing and ray marching applications in a user-friendly manner.
Zusammenfassung


nützlich, z. B. die Anzahl der Aufzeichnungen pro Speicherzuweisung oder Projektionen in andere Bereiche, wie den Framebuffer oder die Szenengeometrie.
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Part I.

Synopsis
1. Introduction

This thesis focuses on visual representations of memory profiling metrics evaluated on GPU ray tracers. The motivation for this topic is presented below, followed by an outline of the thesis structure.

1.1. Motivation

Ray tracing is a rendering technique that is becoming increasingly important in the process of transforming three-dimensional scenes into images. These 3D models can result from 3D scans or can be modeled for CAD purposes or for use in video games. Ray tracing represents a foundational approach for numerous applications that utilize computer graphics. Consequently, it is a methodology with a multitude of applications in modeling, entertainment, and medicine. Ray tracing is increasingly replacing classical rasterization pipelines for rendering due to its superior capabilities in physically correct rendering [PJH17]. The primary distinction between rasterization and ray tracing is the direction in which the geometry is processed, from the scene to the image. Rasterization takes the set of all primitives of the geometry and transforms it into the coordinate system of the image. The rasterizer draws each 2D-transformed primitive into the image by filling pixels inside the primitive and then applies shading on a pixel-level. This approach can be easily accelerated through parallelization, as the transformation of the input data and shading on a pixel-level is data-parallel [HS86]. In contrast, ray tracing defines rays in the image domain, pointing towards the scene from the actual perspective. These rays are then intersected with the set of primitives independently, which makes the approach more computationally inefficient. However, tree-based spatial acceleration structures reduce the complexity of intersecting the scene from linear to logarithmic. Such an acceleration structure requires that each ray has its own control path, making ray tracing a task parallel problem. Consequently, parallelization is typically performed on each ray. Moreover, the utilization of such an acceleration structure results in incoherent memory accesses due to the random access of vertices. The total amount of available memory also serves as a hardware limitation, setting an upper bound on the amount of available scene geometry
and typically restricting the scene resolution.

Graphics processing units (GPUs) are specialized processors that are optimized for data-parallel operations, allowing for the execution of a large number of threads in parallel [NVI22]. They consist of multiple independent multiprocessors, similar to those found in central processing units (CPUs), which are further subdivided into data-parallel units. Each device has its own random access memory (RAM), which is typically cached using two layers residing on the device and on each multiprocessor. The program executed on a GPU, called a kernel, describes the work that is executed on one thread in parallel. Parallelizing ray tracing on such devices is a non-trivial problem, due to the extensive use of data-parallelism. It is therefore important to avoid diverging code paths in order to achieve optimal performance. Moreover, incoherent memory accesses may be made sequential, which can result in inefficient cache utilization, a phenomenon that is similar to that observed in CPU architectures.

General-purpose profilers, such as Nsight Compute for NVIDIA architectures, may be employed to quantify inefficiencies in GPU-based computations. These profilers utilize hardware counters, specifically those recorded by the memory management unit (MMU), to account for the number of memory accesses or hits into the special-purpose register file of the GPU. However, this implementation has the disadvantage of accumulating various causes of inefficiency to the granularity of a kernel call. If a kernel executes multiple memory operations, such as a matrix multiplication that loads entries from two matrix objects, the memory metrics of both accesses are accumulated. This effect is manageable for smaller kernels, but larger kernels become difficult to optimize, even for experienced GPU developers. Moreover, manual analysis is usually very time-consuming.

This thesis proposes a pipeline that enables software engineers to identify the root cause of inefficiencies in their kernels by obtaining profiling values at a finer granularity. The most granular level of profiling would be the memory access itself. However, these profiling values are not natively available, and therefore require simulation of critical parts of the memory pipeline in software. This allows for the assignment of a tag to each memory access, indicating whether it was a hit or a miss in the cache. These fine-grained tags permit arbitrary accumulations, including per-kernel accumulation, which facilitates validation of the simulator against the proprietary profiler. Using such a simulation framework, several domains of profiling metrics are defined, including textual per-allocation metrics and visualized metrics for the to-be-rendered scene, rendered image, or source code. Our approach can be utilized to analyze a diverse array of GPU applications, with a particular emphasis on ray tracing implementations, in a comprehensive visual representation to facilitate program optimization.

Memory capacity issues in ray tracing can be addressed by employing compression techniques that are both simple and structured in such a way that they can be reconstructed.
on-the-fly on the GPU during ray tracing. The initial step typically involves the removal of unnecessary references from the BVH tree data structure [Wal+01] or the storage of multiple primitives in a leaf instead of the full storage of a deep BVH representation. Geometry can be compressed by quantizing vertices or re-arranging primitive vertices and the respective connectivity information in a locally structured way that allows for implicit vertex access. This technique, known as micro mesh rendering, has been described in recent works [BP23]. It is currently implemented in proprietary hardware, which limits its accessibility. This thesis also presents an approach to rendering of compressed scene geometry on GPUs employing a pure software implementation.

1.2. Contribution Overview

![Diagram of contributions](image)

Figure 1.1.: The contributions of this thesis are represented graphically as nodes with their relationships as edges. Solid lines indicate a strong relationship, while dashed lines indicate a conceptual relationship. The color red is employed to represent unpublished works, whereas blue is utilized to indicate peer-reviewed works. The boxes serve to group multiple nodes into their individual categories.
This section categorizes the contributions and summarizes their relationships. Figure 1.1 shows a diagram of these categories and contributions. The categories of **GPU memory**, **ray tracing**, **compression**, and **performance visualization** were selected to describe the motivation of this thesis, which aims to present visual insights into the GPU memory behavior of various ray-tracing configurations that incorporate on-the-fly compression techniques.

**GPU Memory**  This thesis is based on the work on fine-grained profiling [BGF22], which is summarized in Section 3.1. The work models parts of the memory pipeline in modern GPU architectures. It introduces a technique for extracting operation-wise memory profiling values that can be accumulated to coarser representations such as per-allocation or traditional per-program metrics. This work also provides a foundation for the visual profiling tools presented in this thesis. The visual profiler for direct volume renderers [Bue+24], summarized in Section 3.5, is able to use these operation-wise annotations and accumulate them in the image domain for each pixel individually. A profiling application for surface ray tracers [Bue+22a], summarized in Section 3.2, additionally accumulates profiling values in the 3D scene domain by assigning profiling values to triangles and encoding them using color mapping. In addition to its application in ray tracing, the toolkit can also be utilized to incorporate in-situ profiling metrics directly into the source code [PBS24], as demonstrated in Section 3.4. This can assist software developers during implementation.

**Ray Tracing**  The visual profiling systems concentrate on ray-tracing implementations, which renders the aforementioned papers pertinent to this category. Furthermore, this thesis presents a BVH reconstruction technique [Bue+22b], which is summarized in Section 3.3. This technique may be utilized as an optional extension to the visual profiler, allowing for a more abstraction representation of internal BVH data structures utilized by individual surface ray tracers. Additionally, we investigated ray tracing in a special scenario that assumes meshes of triangular grids as geometry [Bue24; BKF23], which is summarized in Section 3.6. The implementation is able to render triangularly structured grids directly on GPUs. Since such grids require fewer bytes than lists of triangles, the compression of the memory footprint of the ray tracer is possible, which allows for the rendering of higher resolution meshes.

**Compression**  The triangular-grid ray tracer employs a compressed representation of mesh connectivity to reduce memory requirements, as previously described. A more comprehensive examination of mesh compression [BGG17], which is summarized in
Section 3.7, describes an advanced single-rate compression technique that highlights the potential of connectivity compression on polygonal meshes.

**Performance Visualization** The central applications described in this thesis are presented in the visual profiling paper, the in-situ code profiling paper, and the DVR profiling paper. All of these papers employ performance visualization techniques and apply domain transformations from the hardware domain to the application domain as described by Schulz, Levine, Bremer, Gamblin, and Pascucci [Sch+11]. The specialized ray tracer, presented in Fig. 1.1, which aims to optimize the memory utilization of the computing device, may be evaluated with performance visualization in future work.

**Structure** The sections in Chapter 3 start with the fine-grained profiler in Section 3.1 as a basis, as indicated in Fig. 1.1. Then, the visual profiling work is summarized in Section 3.2 as it can be seen as an application of the fine-grained profiling technique evaluated on a set of individual ray tracing configurations. The BVH reconstruction approach, which extends the visual profiler to handle arbitrary BVH data structures, is summarized in Section 3.3. Section 3.4 summarizes the application of the profiler for in-situ code profiling, while Section 3.5 summarizes its application to DVR. Finally, in Section 3.6, the work on triangular grid ray tracing is summarized as another ray-tracing implementation that builds on the connectivity compression techniques, which are discussed in more detail in Section 3.7.
2. Background

This chapter presents the theoretical background for this thesis. It begins with a detailed description of ray tracing (Section 2.1), followed by an explanation of compression basics in Section 2.2. It then addresses GPU architecture (Section 2.3), and finally, fundamental performance visualization techniques (Section 2.4).

2.1. Ray Tracing

Ray tracing is a rendering concept that employs a set of rays sent out into a scene in reverse direction as physical photons to render an arbitrary definition of geometry into a two-dimensional image. This approach has been proven to be physically correct, i.e., tracing in inverse photon direction, a century before and is known as the Helmholtz Reciprocity [Hel67]. The earliest computational approaches for ray tracing were developed by Appel [App68] and Whitted [Whi79]. Building upon these foundational principles, ray tracing has been the subject of extensive research in various domains, including the development of more accurate physical reflectance models [Nic+77], the pursuit of enhanced performance or the adaption of this technique to novel applications [Kel+13]. The following sections will first provide a theoretical overview of ray tracing, before delving into the specifics of its performance optimization.

2.1.1. Intersections

In its formal definition, ray tracing is the process of identifying the point of intersection between arbitrary geometry and a ray for each pixel in the framebuffer, which represents the final rendered image. Let \( \vec{r} : \mathbb{R} \to \mathbb{R}^3 \) be a ray with origin position \( \vec{o} \in \mathbb{R}^3 \) in direction \( \vec{d} \in \mathbb{R}^3 \), such that \( \|\vec{d}\|_2 \leq 1 \), defined as

\[
\vec{r}(t) = \vec{o} + t\vec{d}.
\]  

Moreover, let \( T : (\mathbb{R}^3, \mathbb{R}^3) \to \mathbb{R} \) be the function for geometry intersection, defined as \( T(\vec{o}, \vec{d}) \), which returns the ray parameter \( t \) of the closest intersection. In the majority of
cases, the geometry is a list of primitives with each primitive $p$ having their corresponding intersection functions $T_p : (\mathbb{R}^3, \mathbb{R}^3) \rightarrow \mathbb{R}$. In this case it is defined as

$$T(\vec{o}, \vec{d}) = \min_p T_p(\vec{o}, \vec{d}). \quad (2.2)$$

In the following, the term $t$ is used for simplicity, which should represent the function $T(\vec{o}, \vec{d})$ in any case.

**Triangles** In computer graphics, triangles are the most prevalent primitive shape, as they represent the most concise definition of a surface. This is because most other primitive shapes can be reduced to a set of limit triangles with minimal effort. A very typical and fast intersection has been described by Möller and Trumbore [MT97]. Triangles are usually defined using their corner vertices $\{v_0, v_1, v_2\}$ with $v_i \in \mathbb{R}^3$. Let $u, v, w \in \mathbb{R}$, such that $u + v + w = 1$, be barycentric coordinates [Möb27] that express coordinates within a triangle as a convex linear combination

$$p(u, v) = wv_0 + uv_1 + vw_2 = v_0 + u(v_1 - v_0) + v(v_2 - v_0). \quad (2.3)$$

Intersecting the ray with the plane that is defined by the triangle corners is done by solving $r(t) = p(u, v)$ for $u$, $v$ and $t$:

$$\vec{o} + tt\vec{d} = v_0 + u(v_1 - v_0) + v(v_2 - v_0) \quad (2.4)$$

$$\iff \vec{o} - v_0 = t(-\vec{d}) + u(v_1 - v_0) + v(v_2 - v_0) \quad (2.5)$$

$$\iff \vec{o} - v_0 = \begin{bmatrix} -\vec{d} & (v_1 - v_0) & (v_2 - v_0) \end{bmatrix} \begin{bmatrix} t \\ u \\ v \end{bmatrix} \quad (2.6)$$

Given the definitions $A = \begin{bmatrix} -\vec{d} & (v_1 - v_0) & (v_2 - v_0) \end{bmatrix}$ and $b = \vec{o} - v_0$, the triple product, and Cramer’s rule [Cra50], we can solve $A \begin{bmatrix} t \\ u \\ v \end{bmatrix}^T = b$:

$$\begin{bmatrix} t \\ u \\ v \end{bmatrix} = \frac{\det A \begin{bmatrix} b \\ A_{x,0} & b \\ A_{x,1} & b \end{bmatrix}}{\det A} \quad (2.7)$$

$$= \frac{(\vec{o} - v_0)^T \begin{bmatrix} (v_1 - v_0) \times (v_2 - v_0) & \vec{d} \times (v_2 - v_0) & (v_1 - v_0) \times \vec{d} \end{bmatrix}}{(v_1 - v_0) \cdot (\vec{d} \times (v_2 - v_0))} \quad (2.8)$$

If the determinant of $A$ is zero, then the ray is parallel to the triangle and no meaningful solution exist. Additionally, $u$ and $v$ can be used to check if the ray intersects the triangle: $u + v \leq 1 \land u \geq 0 \land v \geq 0$. 

---
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Spheres  A sphere with origin $\vec{c} \in \mathbb{R}^3$ and radius $R \in \mathbb{R}$ can be defined with the locus of all points $\vec{x} \in \mathbb{R}^3$, fulfilling 

$$\|\vec{x} - \vec{c}\|_2^2 = R^2. \quad (2.9)$$

In order to find the parameters of an intersecting ray, we set $\vec{x} = \vec{r}(t)$, resulting in

$$\|\vec{o} + t\vec{d} - \vec{c}\|_2^2 - R^2 = 0. \quad (2.10)$$

Solving this quadratic form results in the interval of the intersection parameters $[t_0, t_1]$, with

$$t_0 = -\frac{\vec{d} \cdot (\vec{o} - \vec{c}) + \sqrt{\delta}}{\vec{d} \cdot \vec{d}} \quad (2.11)$$

$$t_1 = -\frac{\vec{d} \cdot (\vec{o} - \vec{c}) - \sqrt{\delta}}{\vec{d} \cdot \vec{d}}. \quad (2.12)$$

The discriminant is defined as

$$\delta = \left(\vec{d} \cdot (\vec{o} - \vec{c})\right)^2 - (\vec{o} - \vec{c})^2 + R^2. \quad (2.13)$$

If $\delta < 0$, no solution exists and the ray does not intersect the sphere.

Axis-Aligned Bounding Boxes  An axis-aligned bounding box (AABB) is typically defined as the lower bound $\vec{l}$ and upper bound $\vec{u}$ that span the axis-aligned volume. Intersections against an axis-aligned bounding box are essentially accomplished by successively intersecting against three one-dimensional bounding slabs $[\vec{l}_i, \vec{u}_i]$. Without loss of generality, let the ray and the bounding box be considered one-dimensional, where $i$ represents an arbitrary dimension:

$$r_i(t) = o_i + td_i. \quad (2.14)$$

Considering the lower bound $\vec{l}_i$, Eq. (2.14) solves to $t_{l,i} = (\vec{l}_i - o_i)/d_i$ and $t_{u,i} = (\vec{u}_i - o_i)/d_i$ for the upper bound $\vec{u}_i$. For a single bounding slab, the intersection parameter interval is then $[r_i, s_i]$ with $r_i = \min\{t_{l,i}, t_{u,i}\}$ and $s_i = \max\{t_{l,i}, t_{u,i}\}$. The parameter interval of all slabs is then $[t_0, t_1] = [\min\{r_0, r_1, r_2\}, \max\{s_0, s_1, s_2\}]$. Intersecting these types of bounding boxes is essential for most bounding volume hierarchies, described in the following.

2.1.2. Bounding Volume Hierarchies

While the previous definition of a ray tracing can be implemented in a straightforward manner, it is rather inefficient, as each ray traverses the list of primitives in Eq. (2.2),
Figure 2.1.: Example BVH and its construction process over a set of triangles.
which has a computational complexity of $O(n)$ for the number of primitives. In order to reduce computational complexity, so-called bounding volume hierarchies (BVH) have been developed. These prevent intersecting the entire geometry per ray, reducing the complexity to $O(\log n)$ [Mei+21]. A BVH can be defined as an acceleration structure, that exploits the relationship between $t$ and the arrangement of primitives in the scene. It is implemented as a tree data structure that recursively wraps groups of primitives into bounding volumes, where each bounding volume forms a node in the tree. The leaf nodes of the BVH contain the primitives. A bounding volume fully encloses all primitives within. A two-dimensional illustration of a BVH utilizing AABB volumes can be found in Fig. 2.1d and a comprehensive literature review of various types of BVHs was conducted by MEISTER, OGAKI, BENTHIN, DOYLE, GUTHE, and BITTNER [Mei+21].

Let $G = (V, E)$ be a polytree with nodes $V$ and arcs $E \subseteq \{(x, y) \in V^2 \mid x \neq y\}$. The path between two nodes $a, b$ is defined as

$$p_{(a, b)} \iff \exists (v_0, v_1, ..., v_n) \in V^n : v_0 = a \land v_n = b \land (v_i, v_{i+1}) \in E.$$ (2.15)

Moreover, the node $a$ is a leaf if

$$l_a \iff \forall (x, y) \in E : x \neq a.$$ (2.16)

Then, the set of leaves for the subtree based on node $v$ is defined as

$$L_v = \{x \in V \mid p_{(v, x)} \land l_x\}.$$ (2.17)

As a last step, we define the set of all rays that intersect against a primitive $p$ as

$$R_p = \{(\vec{o}, \vec{d}) \in (\mathbb{R}^3, \mathbb{R}^3) \mid T_p(\vec{o}, \vec{d}) \text{ is defined}\}.$$ (2.18)

The previously mentioned property, that all leaves are recursively enclosed by their parent volumes can be formalized as

$$\forall v \in V : \forall l \in L_v : R_l \subseteq R_v.$$ (2.19)

It is typical for bounding volumes to be convex, as more sophisticated bounding volumes tend to be more computationally inefficient to intersect. However, as long as Eq. (2.19) holds, arbitrary types of bounding volumes are permitted.

**Traversal** Let $T_a(\vec{o}, \vec{d})$ be a recursively defined function that intersects node $a \in V$ and all its children, while $r \in V$ is the root of the BVH.
**Proposition 1.** For each subtree $a$, the BVH traversal corresponds to the intersection by naive iteration all primitives of the subtree’s leaves $L_a$.

\[
\min_{l \in L_a} T_l(\vec{a}, d) = T_a(\vec{a}, d) \tag{2.20}
\]

Especially, if $a = r$, then $T(\vec{a}, d) = T_r(\vec{a}, d)$ follows from Eqs. (2.2) and (2.20).

**Proof.** The base case is if $l_a$ applies, then node $a$ contains only primitives and the overall intersection corresponds to intersection of a list of primitives $T_a(\vec{a}, d) = \min_p T_p(\vec{a}, d) = T(\vec{a}, d)$. For an inner node $a$ with children $(a, c_i) \in E$, the equality $T_{c_i}(\vec{a}, d) = T(\vec{a}, d)$ is a direct implication of Eq. (2.19). \qed

**Construction**  
BVHs are typically constructed through recursive space splitting of ordered primitives. Considering the example scene comprising six triangles in Fig. 2.1a. Primitive sorting is a crucial initial step in BVH construction. This process involves arranging the primitives in a specific order, typically based on their centroids along each axis. This approach is exemplified in Fig. 2.1b, which depicts the sorting of the primitives in the aforementioned example. Given this sorting, there are multiple options for potential splits $s_i$, that subdivide the scene into two parts. One possible strategy is using median splits, which always choose the split axis at the median, $s_2$ in our example. However, a natural goal of BVH construction is minimizing the empty space in a BVH, making $s_1$ a more optimal choice here. We describe strategies that can adapt to more optimal metrics in Section 2.1.3. Given split axis $s_1$, two bounding volumes are created around both separated parts as illustrated in Fig. 2.1c. The construction then recurses on both parts until termination criteria are met, in our case when less than three triangles in a leaf are reached. The corresponding BVH polytree, which is actually represented in memory, can be observed in Fig. 2.1d.

### 2.1.3. BVH Quality Metrics

**Surface Area Heuristic**  
The surface area heuristic (SAH), described by MacDonald and Booth [MB90] and Goldsmith and Salmon [GS87], is based on the idea that probability of hitting a node $n \in V$ of the BVH is proportional to the surface area of $n$ [SK04]. According to Wald, Mark, Günther, Boulos, Ize, Hunt, Parker, and Shirley [Wal+07], given $n$ is known to be intersected, the probability of intersecting a child $c$ of that node $(n, c) \in E$ is based on the fraction of their surface areas $A_c$ and $A_n$.

\[
p(c \mid n) = \frac{A_c}{A_n}. \tag{2.21}
\]
Let $\mathcal{L}$ be the set of primitives within the node $n$ that are on the left side of a split $s_i$, meaning the centroids of the primitives $c_p$ are smaller than the split $c_p < s_i$, and $\mathcal{R}$ all remaining primitives within that node, as illustrated in Fig. 2.2a. Moreover, $c_p$ is the cost of intersecting a primitive and $c_v$ is the cost of intersecting the volume of an BVH node. Based on these cost parameters, the cost $c_n$ of intersecting that node is defined as

$$c_n = c_v + c_p \left( |\mathcal{L}| \sum_{c \in \mathcal{L}} p(c | n) + |\mathcal{R}| \sum_{c \in \mathcal{R}} p(c | n) \right) = c_v + c_p \left( \frac{1}{A_n} \right) \left( |\mathcal{L}| \sum_{c \in \mathcal{L}} A_c + |\mathcal{R}| \sum_{c \in \mathcal{R}} A_c \right).$$

(2.22)

Two distinct split configurations are illustrated in Fig. 2.2a, with the red-dashed marked configuration exhibiting a markedly inferior efficiency compared to the blue solid-line marked configuration. This is due to the greater total surface area of the former, which results in a greater cost function. Given this cost term and further incorporating the cost of intersecting primitives, we can evaluate the SAH cost $C_{SAH}$ for the whole BVH, which roughly corresponds to the work of MacDONALD and BOOTH [MB90]. Here, $N_n$ corresponds to the number of primitives in a leaf $n \in L \subseteq V$ and $A_r$ represents the surface area of the root:

$$C_{SAH} = \frac{1}{A_r} \left( c_v \sum_{n \in V} A_n + c_p \sum_{n \in L} N_n A_n \right).$$

(2.23)

**End-Point Overlap**

AILA, KARRAS, and LAINE [AKL13] describe the quality metric *end-point overlap* (EPO). It is employed to evaluate the surface area of primitives $O$ that are geometrically within a BVH node, but not logically within the subtree of that node. The
objective of this metric is to penalize overlapping regions that may result in the traversal of both BVH nodes for a single ray. Let $S$ be the set of all primitives and $A_S$ the total surface of these primitives $\sum_{p \in S} A_p$, then

$$C_{EPO} = \sum_{n \in V} c_n \frac{A_{O_n}}{A_S}$$

(2.24)

is the EPO cost that relies on the set of previously mentioned nodes $O_n = (S \setminus L_n) \cap n$, where $L_n$ is the set of primitives within a subtree of a node $n$. The area of this overlap is depicted in the pattern-shaded regions in Fig. 2.2b. While the SAH allows for the iterative construction of a BVH using Eq. (2.22), the EPO metric necessitates the construction of the BVH in advance. One possible approach to integrating the EPO into BVH construction is to utilize temporary subtrees [WG17]. The correlation of a combination of SAH and EPO to the performance of a ray tracer averages to 0.979, while for SAH alone it averages to 0.933 [AKL13].

### 2.2. Compression in Computer Graphics

Ray tracing is based on several data structures, which store information about the scene and acceleration structures. This section describes simple formations of these structures, which already vary in entropy. It then continues with compression techniques of scene primitives and the BVH structure.

#### 2.2.1. Polygonal Mesh Formation

A mesh consists of a set of vertices defining the geometry and their connectivity. Mathematically, a mesh can be seen as a planar graph $G = (V, E)$ and its embedding $F$. $V$, $E$, and $F$ have the relationship $|V| - |E| + |F| = 2$ for bounded convex polyhedrons [Dae09]. A typical data structure that implements fast polygonal mesh connectivity queries is the half-edge data structure [Ber+08], illustrated in Fig. 2.3. It replaces each undirected edge $\{a, b\} \in E$ in $G$ with two arcs $(a, b) \in E'$ and $(b, a) \in E'$ in the directed graph $G' = (V, E')$. This happens in a way that the edge adjoins two embeddings such that a directed cycle of arcs $f_i = \{(v_0, v_1), (v_1, v_2), \ldots, (v_n, v_0)\} \subseteq E'$ forms an embedding. On boundaries, $\{a, b\}$ is only replaced by the single arc of the corresponding embedding. A mesh is considered two-manifold, if each half-edge $(a, b) \in E'$ is an element of exactly one embedding $f_i$. If a half-edge is an element in multiple embeddings $f_i$, it is considered non-manifold. Based on $G'$, the half-edge data structure defines the following essential
functions. Common half-edge functions like the destination vertex or the previous edge can be trivially derived from the essential ones.

**Next Edge** Let \( n_i : f_i \rightarrow f_i \) be a function that returns the next edge of a polygon \( f_i \) with definition

\[
n_i(v_0, v_1) = (v_1, v_2).
\] (2.25)

**Twin Edge** Let \( t : E \rightarrow E \) be a function that returns the adjacent edge with definition

\[
t_i(v_0, v_1) = (v_1, v_0).
\] (2.26)

**Origin Vertex** Let \( o : E \rightarrow V \) be a function that returns the origin vertex of an edge with definition

\[
o(v_0, v_1) = v_0.
\] (2.27)

### 2.2.2. Mesh Representations

One fundamental method of compression is the application of distinct standard mesh representations. The subsequent section presents three prevalent types of mesh representations.
Figure 2.4.: Illustration of cut-border operations [Gum99] on a grid-structured triangle mesh. The cut-border is highlighted as a bold blue cycle and the gate is marked as an arrow. The current triangle is shaded in light red and its corresponding adjacent vertex is represented by a red dot. It should be noted that the illustration of the union operation (f) is intended only as an example, as it does not result from a natural traversal using the cut-border machine, which requires a geometrical genus.

**Triangle Array**  The triangle array encodes each triangle explicitly as the tuple \((v_0, v_1, v_2)\) consisting of the three corner vertices \(v_i\). Despite its simplicity, this representation is known to be storage-inefficient, as vertices are encoded repeatedly depending on their valency in a triangle fan. Furthermore, this representation lacks connectivity information, which must be inferred from geometry.

**Indexed Triangle List**  The indexed triangle list encodes a triangle as the tuple \((i_0, i_1, i_2)\), where \(i \in \mathbb{N}\) is an index to a list of vertices \(\{v_i\mid i \in \mathbb{N}\}\). This representation offers two significant advantages. First, each vertex is stored only once, reducing the storage requirements. Second, the connectivity can be inferred from vertex indices. From a computational perspective, the indexed triangle list introduces a secondary indexing layer to the representation, necessitating further loading of the index. However, this secondary indexing layer has a positive effect on caching due to more frequent accesses on a single vertex stored in memory.
Triangle Strips \ A triangle strip is a data structure that encodes multiple triangles that share connectivity in the form of a strip. It is defined by the tuple \((v_0, v_1, \ldots, v_n)\), which has the property that each combination \((v_0, v_{i+1}, v_{i+2})\), \(i \in [0, n-2]\) forms a triangle. Triangle strips can be considered a synthesis of the strengths and weaknesses of indexed triangle lists and triangle arrays as the secondary indexing layer is omitted and redundancies are partly avoided. If the mesh consists of polygons with a higher number of edges than three, triangle strips can be employed to encode these polygons [BGG17]. A strip itself is always defined to be a two-manifold.

2.2.3. Cut-Border Machine

The cut-border machine (CBM) of Gumhold and Strasser [GS98] is a single-rate mesh connectivity compression approach that employs a set of symbols to unambiguously encode a depth-first traversal of a triangle mesh. It is coarsely related to the triangle strip representation from Section 2.2.2 and is therefore limited to two-manifold meshes. The internal state of the CBM is a list of cut-border parts, which store edges that separate between the already encoded region of the mesh and the outstanding region as shown in Fig. 2.4. A cut-border part employs a stack data structure [Lan98] along with additional non-essential operations for splitting and merging of multiple stacks. The traversal commences with an arbitrary triangle, which is encoded and initialized as a new cut-border part, along with its edges. Subsequently, the CBM iteratively examines the top edge of the current part, designated as the gate. This examination identifies six distinct operations given the vertex that is adjacent to the gate, which are illustrated in Fig. 2.4. Each operation is represented by a unique symbol.

New Vertex \ The new vertex operation is encoded when the adjacent vertex is not yet part of any cut-border part. To avoid traversing all cut-borders for identifying this operation, a per-vertex map can be used to flag each vertex if it was already encoded. Furthermore, the new vertex operation encodes attributes corresponding to the adjacent vertex.

Connect Forward \ The connect forward operation is encoded if the adjacent vertex is the next element of the current cut-border part. This operation does not initiate encoding of a vertex attribute, as all vertices of this triangle were already encoded.

Connect Backward \ The connect backward operation is similar to the connect forward operation, except that it checks, if the adjacent vertex is the previous element of the current
cut-border part. As the gate is always located at the top of the stack, this effectively means that it checks for the last element on the stack.

**Border** The *border* operation was introduced to allow for encoding meshes with holes. It encodes that the gate has no adjacent vertex due to the connectivity.

**Split** The *split* operation is encoded if the adjacent vertex is on the current cut-border part, but neither the previous nor the next one. In order to permit the reversal of this operation during decoding, it encodes the offset within the current cut-border part’s stack. This operation naturally creates a hole into the current cut-border part as edges of the adjacent vertex share no connectivity to the cut-border. The cut-border machine handles this case by moving all edges within the hole to a new part to continue traversal on that new part.

**Union** The *merge* operation reverses a split. It is encoded if the adjacent vertex is on another part. Therefore, the index of the part must be encoded additionally. A merge operation gets only encoded if a mesh has a genus and the number of merge operations is always equal to the genus [GS98].

### 2.2.4. Structured Primitives

A recent approach to compressed ray tracing involves the use of structured primitives on simplified meshes [MMT23]. One advantage of this approach is that structured primitives have a smaller memory footprint, as their topology can be described implicitly. The concept itself is not a recent innovation; it has its roots in the definition of displacement maps [Coo84] and subdivision surfaces [CC78]. These techniques assume a fixed structure that can be refined recursively using geometry from neighboring vertices and continuity assumptions. Although this traditional representation can be traversed on the GPU [Ben+07], it tends to be very inefficient due to the explicit storage of intermediate primitives on a traversal stack. Consequently, further caching implementations are required. Displacement maps, however, have the advantage that they are not necessarily defined recursively and can therefore be implemented efficiently on a GPU [Tho+21].

More recent approaches, however, restrict to static structured grid representations that encode geometry for each vertex in the grid [SB87]. Typical grid structures include quads [BVW21] and triangular grids. Ray tracing of triangular grid primitives is also referred to as *micro mesh ray tracing*. This technique can be implemented efficiently on a
GPU [BP23; NVI23; MMT23] using specialized hardware, which limits its availability to end-users.

### 2.2.5. Compressed BVH

BVH compression is typically achieved by quantizing the values of the bounding volumes. This can be accomplished in a hierarchical manner, with each BVH node is quantized in relation to its parents [SE10; WMZ22]. While quantizing the BVH volumes reduces memory traffic, it naturally increases the EPO (Section 2.1.3), which in turn makes tracing less efficient. A further disadvantage of a recursively quantized BVH is that reconstructed nodes potentially need to be stored on the traversal stack, which increases incoming memory traffic by magnitudes of order. Moreover, the data structure of a BVH itself can also be compressed by squashing multiple levels of binary nodes into multi-nodes [Ben+18]. An alternative approach is to store the BVH implicitly by rearranging the geometry in memory in such a way that primitives can be used to describe the bounds of BVH nodes [Eis+12]. While hybrid representations do exist, the complete omission of all geometric information makes it impossible to use efficient heuristics like the SAH for construction [SE10]. As previously described, traversing the BVH requires a traversal stack, which can also be compressed in order to reduce traffic to the underlying memory [VWB19].

### 2.3. GPU Architecture

This section presents the essential elements of typical GPU architectures. While the focus is on NVIDIA architectures, the descriptions, particularly those of the logical perspective on units of execution, can be adapted to other platforms, such as those of AMD or Intel. The following employs the CUDA terminology and additionally presents the OpenCL terms where applicable.

#### 2.3.1. Units of Execution

In OpenCL, a GPU is referred to as a compute device, which also encompasses accelerators such as field-programmable gate arrays (FPGAs). A GPU can be logically and physically subdivided into multiple layers of execution units. A program for a GPU is comprised of two distinct components: the program that is executed on the GPU, namely the kernel, and the program that is executed on the host system to manage memory initialization and program execution. Consequently, the driver API utilizes a stream (referred to as a command queue in OpenCL) to transmit kernel code to the GPU.
Figure 2.5.: A diagram of most NVIDIA architectures. Hardware components are indicated by solid black borders, and memory communication with arrows. The memory itself is shaded in green and execution units are marked in blue. Software-side concepts are indicated by dashed gray borders. Each row of 32 threads is referred to as a warp.

Adapted from the work of BUELOW, RIEMANN, GUTHE, and FELLNER [Bue+22a].
Logical Layers Logically, the kernel is executed on a thread (work-item in OpenCL), which follows the single instruction multiple thread (SIMT) extension of the SIMD paradigm of Flynn’s taxonomy [Fly66]. In the SIMT paradigm, multiple SIMD operations get executed in lock-step [MRR12]. Multiple threads are grouped as a block (work-group in OpenCL) and multiple blocks form a grid (n-d range in OpenCL). Both groupings have to be manually configured and are exposed to the kernel using a block index (global ID in OpenCL), which describes the index of a block inside an grid and a thread index (local ID in OpenCL), which describes the index of a thread within a block. This two-level grouping is crucial for inter-thread communication, which is implemented using per-block shared memory (Section 2.3.2) and synchronization. Although the grid has no practical limitations in terms of dimensionality, the dimensionality of a block is constrained by hardware limitations, such as the availability of shared memory and hardware registers. This is due to the fact that all threads within a block are defined to be processed concurrently.

Physical Layers Physically, the bottom layer of a GPU are warps (wavefronts in OpenCL), which implement the SIMD model. For NVIDIA architectures, each warp holds 32 lanes, which are directly mapped to threads. Warps are part of a streaming multiprocessor (SM; compute unit in OpenCL) and blocks are permanently mapped onto an SM due to their requirement of concurrent processing. Because modern GPUs usually have multiple warp schedulers, they themselves operate in the MIMD model. The set of individual compute units define the compute device.

2.3.2. Memory Spaces

Device Memory and L2 Cache Device memory is a physical off-chip dynamic random access memory (DRAM) that is used to exchange data with the host, other kernels or for the usage of temporary memory. Memory transfers from the host are implemented using direct memory access (DMA) of the CPU DRAM via the Peripheral Component Interconnect Express (PCIe) bus. Similarly to CPU DRAM, the device memory is wrapped by the L2 cache that caches physical memory addresses. A cache, as illustrated in Fig. 2.6, in general, is a smaller but faster memory that maps frequently accessed addresses from the underlying memory given a replacement and write policy. A common example of a replacement policy is the least recently used (LRU) policy, typically implemented as a stack data structure that replaces the least recently accessed cache line when the cache becomes full. The L2 cache is the connecting point to the L1 caches on the chip. It is implemented with a write-back policy [NVI20], which means that data is initially only written to the cache. Then, the cache line is marked with a dirty bit, indicating that it must be written back to
Figure 2.6.: Diagram of a direct-mapped cache with a write-back policy and four lines. The lines indicate the mapping between cache lines $l$ maps and memory blocks $b$, computed as $l = b/4$. The solid lines indicate whether a block is currently in the cache. Cache line two is currently marked as dirty because the cache line received a write. The valid bit indicates whether a cache line contains data, while the tag $t$ represents the most significant bits of the mapped address, calculated from the block as $t = b \mod 4$. 
main memory upon eviction. The advantage of the write-back policy is that writes benefit from the faster cache memory. Additionally, it is possible to use the write-back policy for the L2 cache, as the L2 cache does not require synchronization with any caches on the same layer. This eliminates the need to treat dirty cache lines. In contrast to the L1 cache, the L2 cache is completely opaque to the user. The majority of parameters pertaining to the caching architecture, with the exception of the cache capacity, are typically kept secret by device manufacturers. However, some details can be revealed through the use of fine-grained microbenchmarking [MC17].

L1 Cache  In newer NVIDIA architectures, the L1 cache is partially transparent to the programmer. While there is a region that can be freely addressed from the kernel (see shared memory below), a further region can be used as a standard cache. The L1 cache is located on each SM separately, necessitating a write-through policy [NVI20] with write masks. This ensures that data is directly written to the underlying memory layer to maintain data consistency. However, the data written to the cache is defined to be not consistent between SMs [NVI22]. A line in the L1 cache is defined to be 128 B for NVIDIA architectures. The ratio between shared memory and L1 cache can be configured on recent NVIDIA devices.

Global Memory  Global memory represents the most generic logical abstraction of device memory. A single memory referencing instruction, a memory request, may encompass 1 B, 2 B, 4 B or 8 B of aligned virtual memory per thread [NVI22]. This results in 32 requests in total per warp. These 32 memory regions may be aligned in a sequence or overlap in the optimal case, although this is not a requirement. In order to minimize physical memory accesses to device memory, i.e. memory transactions, the memory management unit automatically coalesces per-instruction addresses into fewer sequential transactions. The maximum size of a memory transaction depends on the architecture, but is usually up to 128 B. An illustrative example of a fully coalesced memory access is that of threads accessing their respective 32 bit floating-point values in an aligned fashion, collectively forming a single memory transaction of 128 B.

Local Memory  Local memory (private memory in OpenCL) is an abstraction of global memory and therefore also resides in device memory. Its purpose is to act as further temporary storage space when the amount of available registers is exhausted or the temporary memory needs to be addressed dynamically. The only difference is the logical handling, which requires separate uniform memory regions for each thread. In the context
Figure 2.7.: This diagram illustrates the manner in which the trampoline interacts with the original program in dynamic binary instrumentation. The program at the top is a stream of exemplary low-level assembly instructions where the LDG is the instruction that should be instrumentated, replaced with a jump to label of the trampoline T0.

of ray tracing (Section 2.1), the dynamically addressed traversal stack, which frequently exceeds the capacity of registers, is typically stored in the local memory.

**Shared Memory** The concept of *shared memory* (*local memory* in OpenCL) represents an abstraction of the underlying L1 cache memory. It is employed primarily for the purpose of facilitating data exchange between threads within a block, which is defined as a unit of execution that is permanently bound to a single SM.

### 2.3.3. Binary Instrumentation

The technique of *binary instrumentation* allows for the alteration of the operational behaviour of individual compiled applications. While a principal objective is the profiling of applications [Luk+05], it can also be employed for the purposes of validation, hardware analysis and educational or scientific purposes [Red+04]. In general, binary instrumentation can be distinguished into two categories. The first category is *static binary instrumentation* (SBI) [ZS15; Zha+13], which hooks between the compile- and run-time of a program. In contrast to that, the following focuses on *dynamic binary instrumentation* (DBI), which analyses and manipulates code during runtime. Two common DBI frameworks for CPU binaries are *Intel Pin* [Luk+05] or *DynamoRIO*. Recent developments
include NVBIT [Vil+19], which brings the technique to GPU architectures. NVBIT uses a automatically generated trampoline code and replaces the instruction that was selected during prior code analysis with a jump instruction to said code region. This process is illustrated in Fig. 2.7. In order to retain original program behavior, the original instruction is included in the trampoline. Additionally, the trampoline safely calls the instrumentation function by wrapping the call instruction with procedures that back up and restore the program state. The instrumentation function is arbitrary user code that has access to the instruction operands as well as other general-purpose registers of the CUDA architecture. An illustrative example pertinent to this thesis is a memory tracer that selects all instructions with memory references in their operands during program analysis and injects a function that transfers these memory references to host memory for further processing.

2.3.4. GPU Simulation

GPU simulation represents a significant research topic, as it enables the bridging of the gap between the innovations of hardware manufacturers and open research [Kha+20]. The coarsest level of simulation is the cycle-accurate simulation. This approach is advantageous, as it allows for the modelling of every part of the GPU and the implementation of performance evaluation directly in the hardware design at arbitrary points. An example of a cycle-accurate GPU is the Nyuzi [Bus+21] GPU. It is an open source GPU that comprises fully synthesizable hardware description language (HDL) code. While it has basic rasterization and computation support, most advanced hardware techniques are not comparable to those of modern GPUs [Bus+16]. Its aim is to provide a general-purpose architecture that can be further specialized to more complex use cases. However, one disadvantage is that cycle-accurate simulation is very compute intensive. At a higher level, simulators like Ocelot [KDY10], GPGPU-Sim [Bak+09] and Accel-Sim [Kha+20] aim to simulate GPU programs at the instruction level on CPU architectures. In the case of CUDA, the PTX instruction set architecture (ISA) is transformed into an intermediate assembly (LLVM in Ocelot) that can be further transformed to numerous architectures. Moreover, these simulators separate the API from the driver by wrapping it with a reimplementation. Simulators such as MCUDA [SSH08] have a comparable fundamental concept but compile the CUDA code directly into CPU binaries and specify additional concepts for synchronization. The configuration parameters required for different models, which in turn depend on industry secrets, vary according to the simulation level. In this context, micro-benchmarking [MC17] represents an important technique for estimating the aforementioned configuration parameters, including those pertaining to cache parameters.

The memory is a crucial component for GPU performance, given that many applications are memory-bound, partial simulation of the GPU, i.e. the memory pipeline, may be
The time step 4 illustrates that only unique memory references are taken into account. The reuse distance at time step 4 (solid border) is calculated by counting the entries with a dashed border.

Adapted from the work of BUELOW, RIEMANN, GUTHE, and FELLNER [Bue+22a].

<table>
<thead>
<tr>
<th>Time step</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Reuse distance</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>0</td>
<td>$\infty$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.1.: Exemplary reuse distance calculations given their access time and reference.

A technique for approximating and formulating the behavior LRU cache hit rates $p_i$ is the stack distance cache model (SDCM, Eq. (2.28)) of AGARWAL, HENNESSY, and HOROWITZ [AHH89] relying on reuse distances $D_i$ and the cache associativity $A$ and the number of cache blocks $B$:  

$$p_i = \sum_{a=0}^{A-1} \binom{D_i}{a} \left( \frac{A}{B} \right)^a \left( 1 - \frac{A}{B} \right)^{D_i-a}$$  

(2.28)

The aforementioned simulation results can then be utilized for the purpose of performance visualization, as will be demonstrated in the following section.

### 2.4. Performance Visualization

Visualization can be divided into two categories: scientific visualization and information visualization [Nag06]. While physically-based ray tracing (Section 2.1) is a prominent example of scientific visualization, where natural phenomena are simulated, information visualization aims to visually prepare information for highlighting interesting phenomena. Performance visualization therefore covers both [Sch+11]. This section provides an
Figure 2.8.: The HAC model comprises three domains, each marked with a blue node, which can be mapped to one another using domain transformations, represented by arrows. Arrows pointing to the centre represent the information visualization technique.

Derived from the work of SCHULZ, LEVINE, BREMER, GAMBLIN, and PASCUCCI [Sch+11], © 2011 IEEE

overview of the fundamentals of information visualization and its relationship to scientific visualization in the context of performance information.

2.4.1. Information Visualization

BREHMER and MUNZNER [BM13] introduce a multi-level typology that separates information visualization into three parts: the why part, the how part, and the what part. The purpose of this typology is to characterize visualization tasks using a lexicon of smaller tasks that aim to help understand complex visualization tasks.

In practice, the why part of a visualization is the first aspect to be considered. This is because a practitioner must first decide why a visualization task is performed before asking how it is done and what is required [BM13]. This is in accordance with the typology, which divides the why part into multiple levels of specificity. The highest level of specificity is the consume purpose, which describes whether a visualization is consumed in the form of a presentation, for discovery or simply to let the user enjoy the visualization. In the next level, users should search within the visualization. The variable of search can be divided into two categories: if the target is known and if the position in the visualization

---
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is known. The former specifies whether a search is performed by looking up the target, locating the target, by browsing or exploring. In the final level of specificity, users found a potential target which they either identify or compare against another target or summarize the contents of a visualization.

The how part describes methods of visualization or interaction, which can be categorized into two main types: bare visual encoding of the initial information, the manipulation of the visualization, and introduction in the context of interactive visualization. Finally, the what part describes inputs and outputs of the visualization, which can be specified in a freeform textual way within the scheme.

2.4.2. The HAC Model

The HAC model has been described by Schulz, Levine, Bremer, Gamblin, and Pascucci [Sch+11]. It distinguishes performance data into three domains as seen in Fig. 2.8. These domains are the application domain, the hardware domain, and the communication domain. Performance data in the application domain represents the outcome of a physical model itself implemented by the domain expert. In contrast, performance data in the hardware domain is measured at the level of computing cores. The communication domain is measured in network links. Defining and understanding these domains has the advantage that inter-domain transformations can be built on top of them, allowing for existing tools to use or combine performance data from other domains. The work of Isaacs, Giménez, Jusufi, Gamblin, Bhatele, Schulz, Hamann, and Bremer [Isa+14] presents additional layer abstractions, with the software layer being of particular importance. This layer can be seen as a layer between the application and hardware layers, capturing performance information at the level of the source code.

**Application Domain** The application domain describes the intended behavior of a program itself. As an illustrative example, consider a physical simulation that measures stress on a mechanical object. In this context, ray tracing represents an important technique for visualization. In this case, the stress itself corresponds to the performance data. Performance data in the application domain is visualized using scientific visualization.

**Hardware Domain** The hardware domain describes the behavior at the layer of compute cores. In the previous example, the physical simulation must be executed on a computing device, which is a CPU or GPU core and its corresponding memory interface in practice. This hardware can provide further information, such as the temperature of the compute core, the number of intrinsic operations, or the cache hit rate. As the actual application
is typically of a higher dimension than the number of hardware cores, a dimensionality reduction is required to map from the application domain to the hardware domain. However, the opposite direction is less straightforward and requires further information that allows upsampling and distributing the data back into the application domain. One potential solution to enable such transformations is to simulate the hardware in order to retain mappings from the application layer in simulated hardware operations [Bue+22b].

**Communication Domain** The communication domain describes the behavior at the layer of a network link. To illustrate, we extend our example to run on an MPI cluster, which handles multiple computing cores communicating with each other using standard network links. Each MPI instance or network switch can further measure the amount of communication between two cores. The problem decomposition is typically performed in the application code itself, where the transformation can be applied. The communication domain is of lesser importance in this thesis, as our objective is to measure memory behavior, which is largely independent of communication in our assumed single-device setup.
3. Papers and Contributions

This chapter summarizes the works and their contributions attached in Chapters 5 and 6. The works are presented in the order corresponding to their relationships described in Section 1.2.
3.1. Fine-Grained Memory Profiling of GPGPU Kernels

This section summarizes the paper

M. von Buelow, S. Guthe, and D. W. Fellner

“Fine-Grained Memory Profiling of GPGPU Kernels”

which was published in Computer Graphics Forum 41.7 (2022): Pacific Graphics.

3.1.1. Motivation and Contributions

Standard general-purpose GPU profilers, such as NVIDIA Nsight Compute, typically evaluate hardware performance counters available at the granularity of a kernel call, displaying cache hit rates, memory transactions, and other memory-related metrics to the user. With the support of these metrics, software engineers aim to enhance inefficient parts of their software programs. This is a standard method for identifying potential bottlenecks in GPU applications. However, the exact cause of inefficiencies may not be apparent to software engineers. Finding and optimizing these inefficiencies requires a deep understanding of both the hardware and the program itself. In many cases, a finer-grained representation of memory-related profiling metrics would be useful. This representation would record memory metrics for each memory allocation separately, allowing the user to narrow down the problem to specific regions of the program where the allocation is used.

This paper introduces profiner, a profiling pipeline that automatically derives fine-grained memory profiles from compiled GPU applications during runtime, similar to existing profilers. The profiler extracts a list of memory references from the target application and simulates the memory flow from the processor through the caches to the DRAM. Realistic hardware parameters from NVIDIA GPU architectures, extracted using previous micro benchmarks, are relied upon and modeled in our simulator.

In summary, our contributions are:

- A profiling tool that displays the cache hit rates and coalescing behavior for each allocation individually.

- A detailed model of recent GPU architectures' memory, which outperforms state-of-the-art memory models in terms of accuracy when compared to actually measured profiling metrics.
3.1.2. Methods and Findings

The modular pipeline comprises five essential components. The method uses dynamic binary instrumentation to extract a list of memory requests. Then, it simulates coalescing behavior, resulting in a list of memory transactions (Section 2.3.2). Based on this, all L1 caches can be simulated, followed by the global L2 cache annotating each memory access as a hit or a miss. Finally, the results are accumulated to the desired granularity.

In more detail, the profiler’s foundation is the extraction of memory requests using the dynamic binary instrumentation tool NVBIT [Vil+19]. The binary instrumentation tool is instructed to extract all 32 addresses of each thread within a warp, including their predicates (marking currently inactive threads), the opcode of the memory instruction used to derive the number of bytes processed by the memory instruction, and processing hardware identifiers (SM and warp) from the GPU kernel. The profiler streams the data to the host system for further processing. Accesses to global memory can be used directly for subsequent steps, except for accesses in the local memory space (Section 2.3.2). The GPU architecture strides local memory into \(4\) B segments in a manner that each 32 bit word is referenced by successive threads, making coalescing more efficient [NVI22]. The striding requires splitting up memory accesses greater than \(4\) B. Moreover, we discovered that the extracted local memory addresses are offsets within a unique virtual memory area that does not distinguish between threads. This can give the impression that each thread is accessing the same memory area from a simplistic viewpoint. To deal with this fact, our simulator subtracts the local memory base address \(b\) from each reference \(r\). Then, our simulator recalculates the actual memory address using the number of warps per SM \(n_w\), the allocated local memory per thread \(L\), the thread index within a warp \(i_t\), the warp index within the SM \(i_w\), and the SM index \(i_s\):

\[
r_{new} = (i_s \cdot n_w + i_w) \cdot 32 \cdot L + (\lfloor r/4 \rfloor \cdot 32 + i_t) \cdot 4 + (r \mod 4)
\] (3.1)

Based on global and transformed local memory requests, we simulated coalescing as described in Section 2.3.2. Our recording of memory requests was confirmed to be correct as the number of requests only differed by approximately 0.001% compared to accurately recorded hardware counters. We assume that this small deviation remains from synchronization barriers we experienced when issuing internal memory requests, which NVBIT does not capture. The number of transactions varies by approximately 0.28%. It is assumed that this small deviation is due to rare side effects in the hardware. As the deviations are negligible, we conclude that the general idea of our coalescing model is correct. We will use the generated list of transactions for further cache simulation.

The L1 cache plays a crucial role in cache rate simulations since it directly affects L2 cache rates. Only memory references that miss the L1 cache are forwarded to the L2
Therefore, our goal is to utilize realistic models and parameters for our target architecture. Using parameters from micro-benchmarking [Jia+19], we aim to model a non-LRU replacement policy. The system consists of \( L = 32 \) B lines arranged in four sets \( S \), with a total capacity \( C \) of 57 kB in its default configuration (i.e., no shared memory is used). Using the given values, we can calculate the associativity \( A \) (i.e. the number of cache ways; in this case, 456) of the L1 cache as \( A = C/(L \cdot S) \). As sets in the L1 cache evicts four consecutive cache lines at the same time, we refer to them as sub-lines and define our cache differently from a standard set-associative cache. We assumed a fully associative cache with 456 lines of 128 B each, which can be loaded partially at a granularity of 32 B. The simulator uses a 4 bit tag per line to indicate the presence of these sub-lines in the cache. Multiple cache replacement policies were experimented with, and a tree-based pseudo LRU (PLRU) implementation was ultimately utilized for the L1 cache. This was chosen due to its likelihood of being used in real hardware and because a PLRU cache was found to result in the most accurate cache rate predictions for our set of benchmark applications.

In addition to L1 cache misses, atomic operations and global memory writes have an immediate impact on the L2 cache (Section 2.3.2). However, the local memory does not need to be consistent across SMs since it only stores per-thread data. Therefore, it uses a write-back mechanism between L1 and L2. Our study shows that a standard LRU cache model correlates best to the actual cache hit rates. Our profiler calculates reuse distances (Section 2.3.4) for each memory transaction independently for each set. If the reuse distance is smaller than the associativity, we assume a hit.

In previous steps, the profiler annotated each memory transaction as a hit in either the L1 or L2 cache. With these cache hit assignments, the profiler can perform fine-grained allocation-wise accumulations as desired. The profiler categorizes memory accesses based on their corresponding memory allocation and calculates the conditional probability \( p(\text{hit}|i) \) that a memory access is a hit, given the allocation \( i \), using the number of memory accesses \( n_i \) within the allocation and the number of hits \( h_i \).

\[
p(\text{hit}|i) = \frac{h_i}{n_i}
\]

### 3.1.3. Discussion

**Comparison of Coarsely Grained Hit Rates** To validate the accuracy of our memory simulator, we compared cache hit rates from our simulator with those from the PPT model [Ara+20] and the measured rates from NVIDIA Nsight Compute on a NVIDIA RTX 2080 Ti GPU. We used a variety of applications from a benchmark set [Gra+12; Che+09; Che+13; Kar+19] that includes kernels of numerical algebra applications, statistical
operations, graph and compression algorithms, and machine learning algorithms.

The comparison of our L1 cache simulation and PPT reveals that our implementation performs well on matrix multiplication kernels, as does PPT. However, our L1 cache simulation outperforms PPT in many other kernels. It outperforms PPT with a mean absolute percentage error (MAPE) of 3.73%, compared to PPT’s 9.01% on the benchmark applications. It is worth noting that PPT failed to execute on one benchmark due to a segmentation fault, which we did not investigate further. There are cases where our implementation and PPT lead to inferior L1 hit rate approximations, indicating that our implementation does not completely reflect actual memory behavior. Comparing absolute hit rate values reveals that PPT overestimates cache hit rates in many cases, as confirmed by inspecting their faulty approximation of the L1 cache.

The trend in approximating L2 cache hit rates, for both PPT and our implementation, indicates an increase in inaccuracy. This is expected as the L2 cache relies on the L1 cache and therefore accumulates errors. This fact is also evident in the MAPE, which is 15.81% for our simulator and 20.10% for PPT.

In summary, our cache hit rate approximation technique has significantly improved, particularly for the L1 cache. Our simulator also significantly improved cache hit rate approximations for our ray-tracing implementations, which were the initial reason for implementing it. Our model outperforms PPT because we use a model that is closer to the actual hardware and employs documented and previously estimated cache parameters to model them. Additionally, our model does not rely on the SDCM approximation and instead uses cache implementations to estimate whether a memory reference was a hit. In order to ensure small derivations in our results, we evaluate each step of our profiler separately, including memory reference extraction, coalescing, and address transformations.

**Fine-Grained Memory Profiles** Our fine-grained memory profiler was applied to individual configurations of our ray-tracing implementation. These configurations contain a large set of actively used allocations within one kernel call due to the structural nature of ray tracing. The general observation from our generated fine-grained profiles is that they confirm our expectations. Manipulating the scheduling such that each SM follows its own scanline area enhances L1 caching and decreases L2 cache rates. Changing the vertex permutation in memory from a spatial sorting to a random one decreases hit rates on vertex allocations. Additionally, median split decreases cache rates on BVH allocations compared to more optimal BVH construction strategies. A short demonstration of the ResNet neural network shows how our tool identifies inefficient indexing on a memory region. Improving these aspects made the kernel more efficient.
3.1.4. Individual Contributions

S. Guthe and D. W. Fellner were general advisors of this work and contributed with continuous feedback during all phases of the paper writing process. All remaining work was done by the corresponding and leading author M. von Buelow (leading the overall research design, management, evaluation and writing process, e.g.).
3.2. Profiling and Visualizing GPU Memory Access and Cache Behavior of Ray Tracers

This section summarizes the paper

M. von Buelow, K. Riemann, S. Guthe, and D. W. Fellner
“Profiling and Visualizing GPU Memory Access and Cache Behavior of Ray Tracers”

which was published in Eurographics Symposium on Parallel Graphics and Visualization 2022.

Awards This work received the EG PGV 2022 best paper award.

3.2.1. Motivation and Contributions

The run-time performance of ray-tracing algorithms depends mainly on the number of rays and the size of the scene. To achieve more realistic rendering, either quantity must increase. Recent developments in the field of GPGPU have enabled efficient execution of ray-tracing algorithms on specialized graphics cards, making real-time ray tracing possible in computer games [Par+10].

The primary bottlenecks in ray-tracing applications are memory latency and work distribution [AL09]. To address the former, GPU vendors have implemented a cache hierarchy similar to that of CPUs. However, this presents a challenge for programmers who must consider the cache structure to optimize program efficiency. The cache hierarchies have become increasingly complex due to SIMD parallelism and separation across different processors on the GPU. Relying solely on general-purpose profiling values for optimizing ray-tracing applications can be time consuming and requires deep knowledge of possible effects caused by individual optimizations.

We have developed a two-part toolset that provides visual insight into cache and memory behavior. The initial tool is designed to extract a list of memory accesses from the ray-tracing binary during execution. This is achieved by injecting assembly instructions into the runtime. This tool also simulates the cache behavior and transforms memory accesses into per-element accesses of scene elements. The second tool is a web-based dashboard that displays per-element accesses in a visual format, allowing the user to control the display of temporal data. The dashboard includes a mesh viewer that shows the original mesh, with each primitive represented by a color indicating various metrics, such as the current L1 cache state.
In summary, our contributions are:

- A toolset to simulate fine-grained hardware cache rates during run-time and interactively visualizing them onto the original application data (the mesh and BVH) using a color encoding in a high-performance web-based dashboard.

- A toolset that may be used for profiling and teaching purposes to simultaneously show how caches behave on GPUs for particular memory permutations, meshes and bounding volume hierarchies (BVHs), and how they influence which parts of the mesh actually get referenced.

- A visualization of the write order with respect to the framebuffer, allowing insight into scheduling and simultaneously indicating the actual application behavior.

### 3.2.2. Methods and Findings

**Memory Trace Extraction**  The profiler traces memory references and performs a basic cache simulation. It uses dynamic binary instrumentation (Section 2.3.3) to inject an instrumentation function before each low-level assembly instruction that includes a memory reference operand. For each warp, the instrumentation function extracts 32 memory references $r$ and the SM identifier from the device and streams them to the host system.

To assign references to their corresponding allocation and enable further processing, a programming interface was introduced for the ray tracer. This interface marks allocations such as the list of bounding volumes, vertices, faces, and the framebuffer with a representative name and the size of their elements, denoted as $a_e$. Using the start address $a_s$ of an allocation and the size of an element, the following formula calculates the element-wise offset $o$ within the allocation: $o = (r - a_s) / a_e$.

Our profiler can then compute reuse distances $D_i$ for scene elements based on these offset values for faces and bounding volumes. To simulate LRU-like behavior in L1 and L2 caches separately, we calculate an SM-wise reuse distance for the L1 cache and an SM-independent reuse distance for the L2 cache. Both reuse distances are calculated at the cache-line granularity, i.e., 128 B for L1 reuse distances and 32 B for L2 reuse distances.

After calculating all reuse distances, we utilize the stack distance cache model (SDCM), as presented in Section 2.3.4 to determine the cache-hit probabilities for each cache line accessed by the element. The SDCM metrics are then averaged [Ara+20] for every cache line accessed by an element. These values are subsequently provided to the visualization dashboard.
**Visualization Dashboard**  The target audience for our dashboard are software architects who create and optimize ray-tracing applications. Their goal is to reduce the number of memory accesses to DRAM by generating more efficient BVHs [Wod+13], improving memory layout [WMZ22], or changing work distribution [AL09; DGP04]. A visualization tool should assist developers in identifying potential memory communication bottlenecks in their ray-tracing applications in a detailed manner. The tool should display profiling metrics, such as L1 and L2 hit rates, that correspond with metrics from standard hardware vendor profilers.

The dashboard quantizes memory accesses into *frames* that visualize a fixed and uniformly distributed number of memory references. The default visualization is a single frame, but the inspector allows the user to select the number of frames $q$ and the currently active frame $f$ to control the visualization in the mesh viewer using a slider. Memory references are distributed equally between frames while retaining their order. This temporal visualization allows for a detailed analysis of caches, which are highly sensitive to the temporal axis based on realistic scheduling.

As previously mentioned, we calculate the SDCM for L1 and L2 cache simulation for each scene element, aggregating multiple accesses to the same scene element within a single frame. In our setting, our visualization represents the conditional probability that a scene element produces hits during its intersection, given it has been accessed.

Our dashboard also allows the user to visualize the access rate and order of memory references, as these values are already implicitly encoded in our memory trace. The order of access $o = i_e / N_f$ is determined by the unique ordering index $i_e$ provided by the memory trace, which is normalized by the total number of memory accesses in a frame ($N_f$). Access rates $r = N_e / N_f$ are determined by the number of per-element accesses, denoted as $N_e$, in the active frame.

**3.2.3. Discussion**

The algorithm was evaluated on five meshes: the *Asian Dragon*, the *Sponza Palace*, the *Stanford Bunny*, and the *San Miguel* scene. To maintain brevity, we focused solely on single-hit-point ray tracers, given the vast array of possibilities for ray-tracing implementations in terms of physical accuracy. However, our visualization scheme generally works on all ray tracers, as it only depends on memory access patterns and not on specific implementations.

It is observed that the size of triangles affects the hit rate, with coarser sampled triangles having a better cache rate than smaller ones in the projection. Additionally, the implicit occlusion culling of BVHs effectively prevents most memory accesses on the back of the mesh geometry. However, despite their back-facing orientation, some parts of the mesh still undergo triangle intersection tests. This can occur because the decision on which
BVH subtree to process first is based on the distance from the intersection point to the camera, which may be inefficient for certain mesh geometries. Overall, our L1 and L2 visualizations appear to align with the raw hit rates from the NVIDIA profiler.

**Vertex Permutation** The tracer employs indexed triangle lists and modifies caching effects by altering the permutation of vertices in memory in two defined ways. The first method involves a random shuffling operation, which is expected to have weak cache performance. The second method involves spatially sorting the vertices, which is expected to result in more coherent accesses. Our visualizations confirm these expectations, as well as those of the NVIDIA profiler. Additionally, our visualization highlights the strength of our profiler compared to standard profilers by allowing exploration of regions of interest and profiling them. Our visualizations using the sorted memory layout show a diagonal pattern with lower caching rates, while the randomly shuffled layout does not.

**BVH Heuristic** Different types of BVHs may have varying effects on caches. We implemented a binary BVH using the SAH and the median-split strategy. Our visualizations indicate that for the Dragon mesh, the cache performance of faces is roughly equivalent for the median-split-based implementation. This suggests that in this case, the memory coherence of face accesses is not impacted by different BVH construction heuristics. However, when visualizing more complex scenes such as San Miguel, hit rates decrease when tracing a median-split representation. This is due to an increased number of unnecessary visits to BVH nodes caused by a higher EPO.

**Framebuffer Resolution** The visualization demonstrates that increasing the size of the framebuffer leads to higher cache efficiency on the geometry due to the higher memory coherence resulting from a denser sampling of the mesh.

**Work Distribution** Scheduling typically affects cache performance. To demonstrate this in our visualization, we implemented two different scheduling techniques. One configuration allows our ray tracer to use a simple global scanline scheduling, while in a second configuration, it performs scanline scheduling for each SM independently. By doing this, we expect to enhance the L1 hit rate, as the L1 cache is located directly on the SM, as confirmed by our visualization and the NVIDIA profiler. Both also demonstrate a slight decrease in the L2 hit rate. This can be attributed to the decrease in global memory coherence when scanline scheduling is tied to the SM.
**Time Series**  We evaluated changes in the L1 visualization over time. The hit rate of a given triangle can drastically change during execution, which was one of the initial motivations for introducing a time-based exploration. The accumulation blurs out such effects, making possible misses invisible to the user. Additionally, it is evident that accessed triangles have a higher hit-rate probability in subsequent frames due to the increasing number of memory accesses. Initial frames only show bounding volume accesses. In the following frames, the visualizations demonstrate that the size of a bounding volume, which corresponds to its level, decreases during traversal.

**Framebuffer Visualization**  Visualizations of framebuffer writes reveal an intriguing outcome. The visualization of the pixel write order highlights the shape through color variations. The silhouette of the object that emerges can be attributed to the previously mentioned local increase in BVH intersections. The actual 3D appearance is based on the fact that faces in slanted regions tend to result in deeper BVH levels to optimize the surface area of BVH nodes. This phenomenon serves as a prime example of how performance data can be projected between domains, as described in Section 2.4.2.

**3.2.4. Individual Contributions**

As corresponding and leading author, I led the overall research question and design, related work, management, and introduction, as well as discussion of the paper. The methodology contains two major parts: The profiler, which is the backend that generates and simulates profiling values to be visualized, and the dashboard, which visualizes this data in a graphical user interface. I developed the overall concept of the publication to visualize fine-grained performance profiling values onto meshes and how to extract and simulate them from GPU programs in detail, while K. Riemann developed the concept of the dashboard in detail. During the writing process, K. Riemann improved major parts of the writing style in the paper as part of an internal review process and S. Guthe and D. W. Fellner supervised the work regarding the submission process.
3.3. Reconstructing Bounding Volume Hierarchies from Memory Traces of Ray Tracers

This section summarizes the paper

M. von Buelow, T. Stensbeck, V. Knauthe, S. Guthe, and D. W. Fellner
“Reconstructing Bounding Volume Hierarchies from Memory Traces of Ray Tracers”

which was published in Pacific Graphics Short Papers, Posters, and Work-in-Progress Papers 2022.

3.3.1. Motivation and Contributions

State-of-the-art GPU ray-tracing applications often use proprietary hardware acceleration, with implementation details frequently hidden from the scientific community. Efficient ray tracing relies heavily on BVHs that are constructed to optimize performance [AKL13]. An examination of the runtime behavior of ray tracers can provide insight into the heuristics employed in the construction of BVHs.

The objective of this work is to retrieve additional information on the construction of BVHs and reconstruct their underlying data structure. To achieve this goal, we analyze the memory accesses of a ray tracer. We extract the list of memory accesses from the ray-tracing application using a dynamic binary instrumentation tool for GPUs and export them to a memory trace. We define multiple analysis steps that are largely independent from the actual BVH layout. These steps successively reconstruct the underlying BVH structure, which can be further refined by accumulating reconstruction results from individual ray-tracing viewports. Our reconstruction steps first rely on a graph data structure that has attached weights on its edges. This structure is then refined into a polytree data structure corresponding to a BVH (Section 2.1.2).

In summary our contributions are:

- A process for reconstructing the BVH from a memory trace.
- The observation that relaxing the constraints on the connections between nodes from a binary tree to a general directed graph enables a simpler and more robust reconstruction.
3.3.2. Methods and Findings

NVBIT is used to inject an instrumentation function before each memory load instruction. This function captures the operands representing the loaded addresses and passes them to the host. The outcome of this procedure is a list of memory accesses, which is known as a memory trace. This list can be used for subsequent analysis.

A set of four analysis steps is applied to a graph data structure representing the potential links between BVH nodes. These analyses annotate the edges of the graph with weights representing the probability of being an actual edge of the BVH. The analyses can be run independently, allowing for a modular application design. Their main purpose is to provide metrics about potential dependencies in memory, which are then used to build the desired graph. The first analysis step is the linear-access analysis, which checks for each accessed structure of an allocation whether it was accessed in a linear fashion. An example for this analysis are leaf nodes as they typically store an array of triangles for contiguous access. Moreover, the inter-allocation link analysis aims to capture links between two different allocations. Some allocations simply store indices (implicit or explicit) to another allocation, such as indexed face lists, making them interdependent. We capture links by storing the set of subsequently accessed indices in other allocations. The consecutive-access analysis identifies dependencies within a single allocation by recording successively accessed indices. This approach enables the capture of hierarchical dependencies for BVH trees that are stored in the same allocation. However, false links may occur due to irregular traversal of child nodes resulting from stack-based traversal. Thus, the stack analysis is specialized for such stack-based BVH traversals. Its aim is to refine the quality of the reconstructed BVH by keeping track of push and pop operations on the ray-tracing stack. Since stack operations are usually the only source of local memory usage, our reconstruction algorithm tracks local memory load and save operations.

To improve the accuracy of the reconstruction result, our BVH reconstruction pipeline can merge multiple independent partial reconstruction results. Finally, the graph data structure is refined into a polytree by defining a root and recursively selecting the two children with the highest weights.

3.3.3. Discussion

For BVH reconstructions based on a single ray-tracing viewport, the reconstruction rate is consistently below 50%. This is due to the rendered meshes, which display fully connected objects with the backside hidden from the camera. BVHs are designed to prevent access to invisible triangles, which are typically out of view, on the backside, or occluded. Our reconstruction approach relies on memory accesses, which results in
certain mesh components remaining invisible. The *Bunny* model has a BVH reconstruction rate of 44% to 49%, while *Dragon* and *Happy Budda* have slightly lower rates. The *Living Room* scene has additional mesh components that are outside the view frustum, resulting in a lower reconstruction rate. Altering the resolution of the rendered viewport affects the reconstruction rate in an S-curve until it reaches saturation. This phenomenon can be explained by triangles that are not visible to any rays due to undersampling of the mesh [Sha98].

Our reconstruction approach is able to achieve 100% accuracy with a few uniformly chosen cameras covering the entire Bunny model. However, more complex models, such as the Dragon, only reach 85.5% accuracy with simple camera positions, and this increases to 98% when carefully selecting cameras that cover all parts of the mesh. This demonstrates that reconstructing the entire BVH may be impossible in certain cases, as the mesh may be modeled in a way that individual triangles cannot be seen by any natural camera configuration. However, we contend that BVHs with reconstruction rates achieved by our approach provide a solid foundation for further analysis of the underlying BVH heuristics.

### 3.3.4. Individual Contributions

As corresponding and leading author, M. von Buelow led the overall research design, management and writing process of the paper. All authors contributed the literature review together where M. von Buelow took most of the work. The research design and choice of the theoretical model was done by T. Stensbeck and M. von Buelow together. T. Stensbeck planned and derived the concept together with M. von Buelow, while T. Stensbeck implemented the prototype. The results and discussion were primarily written by T. Stensbeck. The central implications of this work were mainly derived by T. Stensbeck. Volker Knauthe wrote parts of the introduction and abstract. S. Guthe and D. W. Fellner were general advisors of this work and contributed with continuous feedback during all phases of the paper writing process.
3.4. In-Situ Profiling Feedback for GPGPU Code

This section summarizes the poster

A. Paull, M. von Buelow, and D. Ströter

*In-Situ Profiling Feedback for GPGPU Code*

which is currently unpublished.

### 3.4.1. Motivation and Contributions

Harward, Irwin, and Churcher [HIC10] implemented the idea of visualizing profiling metrics in source code using simple techniques that display the metrics directly in the code. They also added a secondary visualization layer at the beginning of each line to display an additional metric. Beck, Moseler, Diehl, and Rey [Bec+13] emphasized the psychological perspective of providing in-situ profiling metrics. The study evaluates how profiling data is cognitively processed and concludes that in-situ visualizations physically integrate different representations. This integration mitigates the split-attention effect and reduces extraneous cognitive load, resulting in enhanced cognitive resources for information processing and improved user information processing. The toolset of Cito, Leitner, Bosshard, Knecht, Mazlami, and Gall [Cit+18] offers advanced techniques for interactive visualization in an integrated development environment. While existing works provide a solid theoretical and practical foundation, they are tied to specific programming languages like Java or to GPU hardware. This poster presents an approach capable of inspecting arbitrary source code that can be executed on an NVIDIA GPU and can be easily migrated to other GPU vendors.

In summary, our contribution is an in-situ code profiling implementation focused on GPU hardware that maps memory profiling metrics to the domain of the source code by estimating per-line metrics of the program.

### 3.4.2. Methods and Findings

The in-situ profiler consists of two main components: the frontend and the backend. The backend relies on a framework [BGF22] that emulates certain parts of the memory of an NVIDIA GPU based on a list of memory requests obtained through *dynamic binary instrumentation*. The memory simulation also includes the simulation of caching behavior, allowing for the accumulation of per-line cache hit rates. This is in contrast to standard general-purpose profilers, which can only account for such metrics at the granularity of a kernel call.
Annotated cache hit rates are utilized in the *integrated development environment* (IDE) that defines the frontend of our profiler. Specifically, we chose *Visual Studio Code* as the IDE due to its popularity in the community and the ability to customize parts of the code editor, which is necessary for our visualization.

The user's workflow is defined by developing a program until a certain point is reached, at which point the program should be analyzed using our profiler. The user compiles the GPGPU program in debug mode to allow our profiler to extract source code line information. Then, the user can right-click on the signature of a kernel in the source code editor to start the profiling procedure for that specific kernel. After the profiling process is complete, the resulting cache hit rates are highlighted in the source code using boxes around the line, with a color coding representing the hit rate value. Hovering over the box provides more detailed information.

This representation allows the user to identify inefficient lines in the source code and optimize them. The profiling workflow can be repeated an arbitrary number of times.

### 3.4.3. Discussion

Our in-situ profiler was evaluated on a program that included lines expected to be inefficient in terms of cache hit rates. To achieve this, we chose a problem size large enough to produce a reasonable number of incoherent memory accesses. The profiling system confirms this behavior by marking those lines in red, visually corresponding to expected values. Our work represents an initial approach to bringing the idea of in-situ profiling into the domain of GPUs. However, in the future, a larger evaluation and further study of the interest group must be conducted.

### 3.4.4. Individual Contributions

The poster is based on the bachelor’s thesis titled “In Situ Code Profiling IDE Feedback for CUDA Applications” by A. Pauli. I was the primary supervisor for the thesis. Although A. Pauli had the initial idea for the project, the final research question was developed iteratively with D. Ströter and me. Furthermore, I contributed to the poster’s content, while D. Ströter reviewed it for an upcoming conference proceeding submission.
3.5. A Visual Profiling System for Direct Volume Rendering

This section summarizes the paper

M. von Buelow, D. Ströter, A. Rak, and D. W. Fellner
“A Visual Profiling System for Direct Volume Rendering”

which was published in Eurographics 2024 - Short Papers 2024.

3.5.1. Motivation and Contributions

Direct volume rendering (DVR) is used to explore simulation results of virtual prototyping, typically implemented using ray marching. Over the past few decades, many GPU-based DVR implementations have been developed to optimize various aspects for improved run-time performance. However, only a few works have focused on profiling tools for individual DVR implementations. In this paper, we present a specialized profiling tool for DVR implementations. The tool visualizes extracted profiling values in the domain of the finally rendered image, making it possible to obtain a spatial component of profiled metrics. The basis of the tool is a memory simulator that uses dynamic binary instrumentation, as described in Section 2.3.3.

In summary, our contributions are:

• An extensible visual profiling system that visualizes cache hit rates and code branching in the spatial domain of the framebuffer from arbitrary compiled GPU DVR applications.

• An analysis of several configurations of a state-of-the-art DVR implementation using our proposed profiler.

3.5.2. Methods and Findings

Our pipeline is based on a toolkit [BGF22] that includes a simulator of a typical memory pipeline of an NVIDIA GPU. The simulator is necessary because cache hit rates are only available on a per-kernel basis using standard profilers.

Metrics. To visualize the cache hit rate, we use the list of memory accesses extracted from the memory simulation pipeline, which has already undergone coalescing simulation and cache hit rate estimation. We then accumulate the cache hit rates based on the grid coordinates to transform the flat list of annotations into the spatial domain of the
output image. To provide the user with a more comprehensive understanding of the program’s behavior, we perform this aggregation for each memory allocation separately. Our toolkit automatically identifies and separates individual memory allocations of the profiled program and assigns each set of memory accesses \( a_{(x,y,i)} \) a continuous allocation identifier \( i \). This allows us to use a simple array of two-dimensional hit rate counters to handle the desired accumulation. Note, that we use the operator \( \lceil \cdot \rceil \) to denote the number of hits in a set of memory transactions. The hit rate is calculated for each pixel individually as follows:

\[
p_{(x,y,i)}(hit) = \frac{\lceil a_{(x,y,i)} \rceil}{|a_{(x,y,i)}|}
\]

The methodology employed for accounting for branching in the image domain is analogous to that employed for cache hit rate accounting. On GPUs, branching is executed by sequentially executing each code path with each thread in a warp, consisting of \( w = 32 \) threads, being inactive in the current code path. To measure branching, a counter corresponding to the specific pixel is incremented. The number of active threads within a warp \( i \) is denoted as \( n_i \), and the set of warp-wise memory requests per pixel is denoted as \( r_{(x,y)} \). Moreover, the metric for the number of memory requests per pixel \( N_{(x,y)} \) and the branching rate \( b_{(x,y)} \in [0, 1] \) are given by:

\[
N_{(x,y)} = \sum_{i \in r_{(x,y)}} n_i
\]

\[
b_{(x,y)} = \frac{N_{(x,y)}}{w \cdot |r_{(x,y)}|}
\]

These extracted values are transformed into color values using standard color mapping.

**Visualization System**  
Our visualization system aims to optimize the run-time performance of ray-tracing applications for experienced software engineers in the computer graphics and ray-tracing domain. Standard profilers only provide coarse metrics at the granularity of a kernel call. However, our visual profiler provides further insight into performance data mapped to the spatial domain of the framebuffer, which can potentially help identify inefficiencies in spatial data structures.

### 3.5.3. Discussion

In this section, we present our profiling tools utilizing the SimJeb122 and SimJEB514 models. We use compression rates that are controlled by the DVR-internal parameters \( \alpha \in \{0, 1, 2\} \) and sampling rates of \( S \in \{2, 1, 0.5\} \).
Our visualizations clearly depict the original structure of the model, despite only visualizing performance values, which is a common phenomenon in performance visualization [Sch+11]. Additionally, we observed a general trend of good caching efficiency in vertices, which can be attributed to coherent memory accesses resulting from the relatively high amount of data loaded per vertex.

The visualizations of the SimJeb122 model indicate that branching primarily occurs within the silhouette boundary of the model. This is expected as threads diverge in these regions, resulting in either empty space or the model. The individual compression and sampling rates do not significantly affect branching visualizations. However, as $\alpha$ values increase and sampling rates decrease, the number of global accesses also increases. The internal DVR implementation's children offsets have slightly higher cache hit rates when the sampling rate is increased due to oversampling behavior, where individual rays intersect the same leaf nodes more frequently. The primitive index allocation used in the DVR implementation shows varying cache hit rates depending on the scalar data and model structure. At the positions of holes in the rendered model, we observe lower scalar values, resulting in a higher local sampling point density and better cache hit rates.

The visualizations of the SimJEB514 model have similar effects, except for a vertical line that becomes visible on the right side of the framebuffer. This line correlates with a higher local mesh resolution in the corresponding region, leading to a higher caching rate of the primitive indices in these regions. Increasing the compression rate $\alpha$ and the sampling rate positively influences the cache on thin model regions.

### 3.5.4. Individual Contributions

The project combines profiling, based on M. von Buelow's work, and rendering, based on D. Ströter's work. To achieve this, M. von Buelow's toolkit was extended, and D. Ströter's DVR was used for evaluation. M. von Buelow, as the corresponding and lead author, led the research question, paper design, and management. M. von Buelow wrote Section 3, parts of the introduction, related work, abstract, and conclusion. The evaluation was conducted jointly by M. von Buelow and D. Ströter. D. Ströter wrote the results section and its equivalent in the introduction, related work, abstract, and conclusion. D. Ströter implemented the DVR application for profiling. D. Ströter added important functionalities to the DVR application to distinguish between allocations. D. W. Fellner supervised the paper with respect to the submission process.
3.6. GPU Ray Tracing of Triangular Grid Primitives

This section summarizes the paper

M. von Buelow
GPU Ray Tracing of Triangular Grid Primitives

which is currently unpublished. However, parts of the paper are published in *International Conference on Artificial Reality and Telexistence and Eurographics Symposium on Virtual Environments Posters and Demos 2023* as:

M. von Buelow, A. Kuijper, and D. W. Fellner
“A GPU Ray Tracing Implementation for Triangular Grid Primitives”

3.6.1. Motivation and Contributions

Ray tracing is a rendering technique that transforms scene descriptions, such as triangle meshes or neural radiance fields, into images. It has practical applications in computer-aided design, virtual reality, games, and the movie industry. Ray tracing has become increasingly popular in the real-time domain, replacing classical rasterization due to its superior capabilities in physically correct global illumination approximation [PJH17]. In addition, it has been embedded in specialized GPU hardware in recent years [Par+10]. Although high quality scenes can currently be rendered in real time, memory reduction advancements can be utilized to increase the density of a mesh and compensate for more detail in the output image.

Structured primitives, like triangular grid primitives, can be used in areas where static geometry can be assumed within a coarse domain, such as subdivision surface representations or discretized displacement maps. The data can be derived from either measurements or previous simplification steps, such as in micro mesh rendering. Our focus is on rendering these structures using ray tracing, so we will use traditional subdivision surfaces or displacement maps as input data. However, conversion from micro meshes will be straightforward. Although there are recent works that implement these primitives [BP23; MMT23; KSW21], none of them focus on a pure software implementation that uses the GPU as a ray-tracing device. The downside of these implementations is that they require newer hardware, making the idea less accessible to older or less specialized devices such as smartphones or self-contained virtual environment devices.

This paper presents a data structure optimized for ray tracing triangular grid primitives on the GPU. The main idea is to reduce the memory footprint of connectivity data by exploiting the internal structure of the grid. This is accomplished by differentiating...
between interior and boundary vertices of a grid primitive and referencing them using a two-level static indexed triangle list, which ensures that no vertex is stored more than once. This basic structure is accelerated by a secondary level BVH using bounding spheres built around the geometry after subdivision recursion. This BVH is stored semi-implicitly in memory, so that only few additional memory is required and its construction is computationally negligible. Our data structure is very easy to implement because it exploits the structure of the subdivision recursion tree.

In summary, our contributions are:

- A joint geometry and BVH data structure for triangular grid primitives targeting software GPU ray tracers that achieves a memory footprint of $6.3$ B per triangle for four-level subdivisions.
- Increased availability due to a simple design that is easy to implement on arbitrary GPU architectures.

3.6.2. Methods and Findings

The primary concept of our lower-level acceleration structure is to utilize semi-implicitly derived spheres from triangles as enclosing volumes and align the BVH with the recursive subdivision aspect. These spheres comprise their centers, which we calculate strictly as the centroid of the triangle, and the radius is chosen such that all triangles from recursively traversed children tightly fit within the sphere. All radii are stored in memory using a breadth-first search (BFS) traversal order. This ensures that equal levels of detail are located within the same region of memory. Additionally, since all subtrees have the same subdivision depth, the BVH is a complete tree, making implicit indexing trivial.

The geometry is based on an indexed triangle list with modifications to improve run-time performance on GPUs. Each grid has the same connectivity, allowing for the storage of vertex indices for each triangle in the GPU’s constant memory. This results in fast access times, almost as fast as registers. To prevent encoding vertices of grid boundaries and corners multiple times, we have extended the simple scheme by introducing a secondary indexing layer. This layer translates from preliminary indices to final indices. Preliminary indices are referenced in the constant memory indexed triangle list and translated to final indices in the corresponding vertex buffer at runtime. The corner vertices of the grid have the first three preliminary indices, followed by all three boundaries. Boundaries and corners require additional base pointers, which are explicitly stored in the grid data structure. To reference two adjacent half-edges only once, negative pointers are allowed, enabling the adjacent triangle to index vertices in opposite directions with the same
preliminary indices. The number of inner vertices is always identical between grids, and thus can be fully implicitly addressed since they are never shared with another grid.

The structure is traversed using the while-while approach, which is implemented differently for the two-level BVH. The first inner while loop traverses the top-level hierarchy, while the second traverses the bottom-level hierarchy and its leaves, instead of distinguishing between inner and leaf nodes. Traversal of the bottom-level hierarchy starts by loading the tuple of the grid, which includes the corner and boundary pointers, from memory. The traversal implementation computes the bounding spheres of the six preliminary vertex indices for the first subdivision level, which consist of four triangles, fetched from constant memory and translates them into the final index. This process determines whether to continue traversing a child. The algorithm works by creating intersection intervals for each intersection, which are then used to push sorted intersected spheres onto the traversal stack based on the side of the interval that represents the closer hit point. Traversal continues until the maximum traversal depth is reached, at which point standard triangle intersection tests are performed instead of sphere intersections. To keep track of the current node, the traversal state requires only one variable in addition to the stack and the current interval. The calculation of child node offsets can be done implicitly due to the complete BFS layout.

Our proposed data structure enables the treatment of all inner nodes as leaf nodes by performing triangle intersection tests directly on the intermediate subdivision. This allows for a basic level of detail functionality that can be easily implemented by reducing the maximum hierarchy depth during traversal.

3.6.3. Discussion

Memory Footprint The memory footprint has been divided into four groups: connectivity, which consists of vertex indices and our grid data structure; geometry, which consists of vertices; BVH, which consists of the tree data structure; and bounding boxes and bounding spheres. Our data structure significantly reduces the storage overhead of the connectivity. This fact supports the use of grid data structures to eliminate unnecessary connectivity information by assuming static connectivity within a grid. Our implementation also demonstrates that boundary vertices occupy approximately one-third of the space of the entire geometry, emphasizing the importance of not redundantly storing them. However, the memory usage of the geometry remains unchanged, confirming that our implementation has not duplicated any vertices at grid boundaries. The reduced memory consumption for the bounding volume hierarchy (BVH), including its bounding volumes, results from the implicit representation of the bottom-level BVH and its significantly reduced geometric information.
When analyzing the trend of memory usage as BVH levels increase, it becomes clear that higher BVH levels require more memory for storage. Our representation is generally more memory-efficient, except for the case of one-level subdivision with full BVH depth. This is due to the large memory footprint of our primitive compared to a standard indexed triangle list or the four corresponding triangles resulting from the subdivision.

**Run-Time Performance**  The triangular grid data structure and reference implementation are both implemented using the CUDA runtime API. When examining the run-time performance of each level of subdivision, we observe a speedup of 0% to 28% for an one-level subdivision. For a two-level subdivision, we see speedups ranging from 10% to 39% impact. The trend continues for three levels with a 16% to 68% performance impact and for four levels with a 55% to 85% performance impact. The reason for this behavior is that our semi-implicitly constructed bottom-level BVH has increased the EPO [AKL13], resulting in more BVH nodes being traversed unnecessarily during rendering. Our results indicate that meshes with a higher number of visible triangles in the viewport tend to produce more computational overhead, which was expected since more BVH nodes need to be intersected. It can be observed that the Head and Armadillo meshes exhibit the highest potential among the bottom-level BVH. This can be attributed to their lower mesh complexity, resulting in a lower number of self-intersecting bounding volumes.

### 3.6.4. Individual Contributions (Poster Paper)

A. Kuijper and D. W. Fellner supervised the work on the submission process. All other work (research question and design, related work, management, introduction and discussion, etc.) was done by M. von Buelow.

### 3.6.5. Individual Contributions (Unshortened Version)

This work was completed solely by the author and does not have any co-authors.
3.7. Compression of Non-Manifold Polygonal Meshes Revisited

This section summarizes the paper

M. von Buelow, S. Guthe, and M. Goesele
“Compression of Non-Manifold Polygonal Meshes Revisited”

which was published in Vision, Modeling & Visualization 2017.

3.7.1. Motivation and Contributions

Triangle and polygonal meshes are widely used and have numerous applications. Modern meshes often consist of millions or even billions of polygons, requiring efficient storage methods. To address this, various compression techniques and standards have been proposed. Initially, meshes were stored in plain ASCII or binary format and compressed using generic methods such as GZip. While this approach reduces storage requirements, it does not take advantage of redundancies in the underlying mesh, resulting in sub-optimal compression rates.

Compression approaches can be classified as either progressive or single rate. Progressive approaches allow for different levels of detail and instant visualization of coarser levels while loading the remainder of the data. However, multi-rate approaches tend to offer lower compression rates than single-rate approaches. Several single-rate standards have been proposed over time, such as OpenCTM, WebGL Loader, Open3DGC, and Google Draco. However, these standards impose severe restrictions on the type of meshes (i.e., only triangle meshes) or the types of attributes they support.

This paper proposes a new mesh compression scheme based on the cut-border machine [GS98; Gum99] that enables the compression of generic, manifold, and non-manifold polygonal meshes.

More specifically, our contributions are:

• A general and efficient single-rate connectivity compression scheme for polygon meshes of arbitrary topology.

• A compression scheme for different types and number of attributes attached to vertices, faces, or corners.

• Compression rates that are on par or better than the state-of-the-art in current approaches for triangle or polygonal mesh compression even for meshes supported by other approaches.
3.7.2. Methods and Findings

Our approach involves splitting the input mesh into connectivity and attribute data and encoding both parts separately. The connectivity information is used to set up a data structure for querying adjacency information, which is then used to encode the connectivity using our extended cut-border machine. The compression of attributes, on the other hand, requires the connectivity data to define an ordering and prediction.

While the original cut-border machine [GS98] is capable of compressing a set of fully connected mesh components, it is not possible to encode ill-formed meshes that contain non-manifold parts. The improved one can handle a subset of non-manifold cases, however, it still not allows for encoding arbitrary topologies. We thus propose a generalized compression scheme that works for arbitrary polygonal meshes. In the event of a failure of the cut-border machine, the vertex is identified as already encoded, yet it cannot be located on any cut-border. On two-manifold meshes this never happen, as the cut-border machine processes each edge exactly twice: for creation and for deletion given the cut-border operations. We solve this problem by identifying this case programmatically and handle it as a new vertex operation splitting the mesh up into sub-components implicitly. Instead of encoding attribute data for the gate-adjacent vertex redundantly, we encode the global vertex index recovering the connectivity information similar to a indexed triangle list (Section 2.2.2).

In the improved cut-border machine [Gum99], the author notes that the compression can be improved by traversing the mesh using a depth-first search. This keeps the start vertex of the gate fixed as long as possible and a traversal around the triangle fan of this vertex happens as long as new vertex operations occur. When the last triangle of the triangle fan is about to be encoded, a connect forward operation closes the triangle fan and finally changes the start vertex of the gate to traverse a new triangle fan. Since polygons can always be split up into such an open triangle fan, we can exploit the traversal order to continuously encode a triangulation of the polygon. To recover the original polygon, we simply have to encode the number of additional vertices that belong to this polygon.

Whenever a vector of floating point values representing a certain attribute is encountered for the first time, it must be encoded in the compressed stream. If some loss of accuracy is acceptable, the floating point numbers can be transformed into fixed point numbers using quantization. To minimize the number of bits required for encoding attributes, only differences to a predicted attribute [Mag+15], that are required to be similar to each other, are encoded. We model the average of all available parallelograms [TG98] spanned by the triangles on the triangle fan of the adjacent vertex to predict a vertex. Faces and corners use their neighbors for prediction. To avoid loss of accuracy when computing differences in floating point arithmetic, we transform to a signed integer representation.
that maintains the relative ordering of numbers. Floating point numbers are stored (from msb to lsb) with a sign bit, followed by the exponent and mantissa. This creates the correct ordering for positive floating point numbers [LI06]. For negative floating-point numbers, the correct ordering can be obtained by simply inverting the 31 least significant bits.

3.7.3. Discussion

To evaluate our compression toolkit, we used a set of meshes that includes non-manifold and two-manifold meshes, as well as triangle and arbitrary polygonal meshes. The meshes we used were Lucy, Bunny, Power Plant, Beethoven, Galleon, and Kobe.

When comparing the compression ratio of our lossless compression scheme to that of Google Draco, OpenCTM, and GZip compression of the original file, it is evident that our approach consistently outperforms GZip compression. Our approach outperforms all other compression schemes for both the Lucy and Bunny meshes. However, OpenCTM performs best on the very regular Power Plant model, as well as on the Beethoven, Galleon, and Triceratops meshes. The likely reason for this difference is the use of dictionary-based compression in comparison to our approach and Google Draco’s use of entropy coding. Our compression speed is faster than GZip, except for very small meshes, and on average requires about the same amount of time as OpenCTM. Furthermore, our approach is the only one, besides GZip, that can encode polygonal meshes without converting them to triangle meshes. Our approach outperforms all other approaches in terms of compression ratio for the triangular meshes, except for the Power Plant. For the polygonal meshes, our approach produces better compression rates than the only other applicable approach, GZip.

When comparing lossy compression approaches, Google Draco always produces the smallest output, with our approach in second place for the Lucy and Bunny models. The difference in compression performance is due to the attribute prediction scheme. Our approach stores attributes within the connectivity compression symbol stream, while Google Draco stores them after encoding connectivity. This allows multiple existing triangles to predict the position of encoded vertices, resulting in fewer bits needed to store differences from predicted values. To implement the same prediction stream, it is necessary to modify the compression scheme to encode all attributes after the entire connectivity has been encoded. However, our approach is the only one that can encode polygonal meshes without converting them to triangle meshes, making it the best choice in terms of compression ratio for these meshes.

In the proposed compression scheme, a triangular mesh requires 1 bit to 3 bit per vertex, while polygonal meshes require an increase of about 2 bit per vertex, when analyzing the allocation of bits within the bitstream for both connectivity and attributes. The attribute
compression scheme achieves between 10 bit to 24 bit per vertex or corner during lossless compression of three 32 bit floating-point values. When quantizing attributes to 14 bit for position and 10 bit for other attributes, the compression scheme achieves between 3 bit to 11 bit per vertex or corner. This corresponds to a compression ratio of 3:1 to 10:1 on top of the quantization if it is enabled.

3.7.4. Individual Contributions

As corresponding and leading author, I led the overall research question and design, related work, management, and introduction and discussion of the paper. The basis of the work is derived from M. von Buelow’s bachelor thesis “Connectivity and Attribute Compression of Triangle Meshes” from March 2017. My additional contributions are the extension of the lossless compression scheme to polygonal meshes, techniques for encoding additional types of attributes (face and corner attributes), and improved predictions for vertex attributes. S. Guthe contributed the initial design of the algorithm for the connectivity compression and attribute prediction as well as writing or editing of large parts of the paper. M. Goesele supervised the work regarding the submission process.
4. Discussion

4.1. Summary of Contributions

Ray tracing is an important rendering approach that typically projects 3D representations of a scene onto a 2D display. Improvements in ray tracing can be made through more efficient memory layouts, making advanced profiling techniques necessary to make implementation more accessible. This thesis presented a new method for precisely simulating the GPU memory pipeline and exporting detailed memory profiles for performance visualization in specific domains. Additionally, it provides traditional textual memory profiling metrics that can be displayed in finer granularity than usual. It also presented a compressed ray tracing implementation that optimizes memory traffic by making assumptions about the topological properties of the mesh being rendered. The findings can be used to evaluate and optimize a wide range of ray-tracing applications in a user-friendly manner.

In detail, a memory model of recent GPU architectures that is more accurate than state-of-the-art memory simulation pipelines was developed. This model can be used to display profiling data such as cache hit rates and memory access coalescing behavior. The memory simulator can simulate the behavior of arbitrary compiled GPU applications by extracting the list of accessed memory using dynamic binary instrumentation techniques. It then simulates parts of the memory pipeline and projects profiling data onto the original scene using color mapping, which corresponds to actual measured memory behavior. The visualization system can spatially and temporally subdivide performance metrics, enabling fine-grained analysis across multiple domains. Moreover, the visualization of write operations to the framebuffer provides valuable insights into GPU scheduling and confirmed fundamental aspects of performance visualization. This toolset for visualization can be utilized for profiling and educational purposes, demonstrating how caches function and supporting their efficient utilization. In order to enhance the usability of the profiler, initial steps were taken towards analyzing the internally used BVH structures. This was achieved by utilizing BVH memory access patterns extracted through dynamic binary instrumentation that were accumulated on a graph data structure. This thesis also presented visual profiling techniques that are framebuffer oriented for the use case of direct volume rendering. Additionally, they incorporated the branching behavior of GPU implementations.
and analyzed their behavior using the profiling toolset. The concept of projecting profiling metrics into other domains was further developed by outlining a method for projecting profiling data back to its initial point of origin: the source code. Based on knowledge in GPU memory modelling, this thesis presented a ray-tracing implementation that uses a joint compressed geometry and BVH representation using triangular grid primitives achieving a storage efficiency of 6.3 B per triangle, which was previously only possible by proprietary hardware implementations. The approach can be implemented on any GPU architecture suffering from such technologies due to its simple design, making the idea of ray tracing on triangular grid primitives more accessible. Additionally, a single-rate mesh compression technique that can process arbitrary mesh topologies has been developed. Its generality enables the encoding of a wide range of attributes and structures, making it more efficient than other compression techniques.

4.2. Limitations

Although profiling metrics can display fine-grained information in individual domains, they are still just indicators and may not reveal the actual inefficiencies. This is because the model may be inaccurate in specialized situations or the aggregations may be too coarse for a specific scenario. General-purpose profilers also suffer from this problem, as they only display metrics per kernel. Moreover, the implementation of ray tracing on grid structures is limited in performance, which is a trade-off for more efficient storage. However, this approach allows for larger and more detailed scene geometry. Finally, the web-based visual profiling system has limited memory to represent profiling metrics on meshes. Further improvements or migration to other platforms could address this limitation.

4.3. Future Work

In the future, there are plans to implement detailed visual profiling metrics using the profiling pipeline for the triangular grid ray-tracing approach. Although the presented memory model is more accurate than state-of-the-art models, its error values on L2 cache hit rate approximations suggest that there is still room for improvement. Moreover, the ray tracing implementation has high potential for lossy compression techniques, as it introduces additional spatial dependencies that can be used to predict parts of the geometry. It is possible that the level of detail functionality could compensate for run-time performance. The evaluation of further DVR implementations is desired for the profiling tool on direct volume rendering.
Bibliography


<table>
<thead>
<tr>
<th>Reference</th>
<th>Title and Authors</th>
<th>Details</th>
</tr>
</thead>
</table>


Part II.

Publications
5. Peer-Reviewed Publications

This chapter includes all peer-reviewed works that establish the foundations of this thesis.
5.1. Fine-Grained Memory Profiling of GPGPU Kernels

M. von Buelow, S. Guthe, and D. W. Fellner

DOI: 10.1111/cgf.14671

Abstract

Memory performance is a crucial bottleneck in many GPGPU applications, making optimizations for hardware and software mandatory. While hardware vendors already use highly efficient caching architectures, software engineers usually have to organize their data accordingly in order to efficiently make use of these, requiring deep knowledge of the actual hardware. In this paper we present a novel technique for fine-grained memory profiling that simulates the whole pipeline of memory flow and finally accumulates profiling values in a way that the user retains information about the potential region in the GPU program by showing these values separately for each allocation. Our memory simulator turns out to outperform state-of-the-art memory models of NVIDIA architectures by a magnitude of 2.4 for the L1 cache and 1.3 for the L2 cache, in terms of accuracy. Additionally, we find our technique of fine grained memory profiling a useful tool for memory optimizations, which we successfully show in case of ray tracing and machine learning applications.
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This work is licensed under the Creative Commons Attribution 4.0 license.
5.2. Profiling and Visualizing GPU Memory Access and Cache Behavior of Ray Tracers

M. von Buelow, K. Riemann, S. Guthe, and D. W. Fellner
Eurographics Symposium on Parallel Graphics and Visualization 2022
DOI: 10.2312/pgv.20221061

Abstract
Graphical processing units (GPUs) have gained popularity in recent years due to their efficiency in running massively parallel applications. Recent developments have also adapted ray-tracing algorithms to the GPU, where the bottleneck in the overall performance is usually given by the memory bandwidth. In this paper, we present an interactive, web-based visualization tool for GPU memory traces that provides visual insight into the memory and cache behavior of our reference ray tracer, by mapping internal GPU state back onto 3D objects. In order to visualize cache behavior, we use reuse distances on both GPU cache layers that are calculated on the basis of memory traces extracted from a real GPU using binary instrumentation. An advantage of our system is that it runs independently of the ray-tracing program. We further show visualizations of our GPU ray tracer and compare the visualizations of several ray-tracing approaches. We find our work to act as a convenient toolset to gather insights on which data structures and mesh regions can be cached efficiently, and how ray-tracing acceleration structures behave on various input meshes, bounding volume hierarchies, memory layouts, frame buffer resolutions, and work distribution techniques.
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Awards
This work received the EG PGV 2022 best paper award.
5.3. Reconstructing Bounding Volume Hierarchies from Memory Traces of Ray Tracers

M. von Buelow, T. Stensbeck, V. Knauthe, S. Guthe, and D. W. Fellner
Pacific Graphics Short Papers, Posters, and Work-in-Progress Papers 2022
DOI: 10.2312/pg.20221243

Abstract

The ongoing race to improve computer graphics leads to more complex GPU hardware and ray tracing techniques whose internal functionality is sometimes hidden to the user. Bounding volume hierarchies and their construction are an important performance aspect of such ray tracing implementations. We propose a novel approach that utilizes binary instrumentation to collect memory traces and then uses them to extract the bounding volume hierarchy (BVH) by analyzing access patterns. Our reconstruction allows combining memory traces captured from multiple ray tracing views independently, increasing the reconstruction result. It reaches accuracies of 30% to 45% when comparing against the ground-truth BVH used for ray tracing a single view on a simple scene with one object. With multiple views it is even possible to reconstruct the whole BVH, while we already achieve 98% with just seven views. Because our approach is largely independent of the data structures used internally, these accurate reconstructions serve as a first step into estimation of unknown construction techniques of ray tracing implementations.
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5.4. A Visual Profiling System for Direct Volume Rendering

M. von Buelow, D. Ströter, A. Rak, and D. W. Fellner
Eurographics 2024 - Short Papers 2024
DOI: 10.2312/egs.20241030

Abstract

Direct Volume Rendering (DVR) is a crucial technique that enables interactive exploration of results from scientific computing or computer graphics. Its applications range from virtual prototyping for product design to computer-aided diagnosis in medicine. Although there are many existing DVR optimizations, they do not provide a thorough analysis of memory-specific hardware behavior. This paper introduces a profiling toolkit that enables the extraction of performance metrics, such as cache hit rates and branching, from a compiled GPU-based DVR application. The metrics are visualized in the image domain to facilitate spatial visual analysis. This paper presents a pipeline that automatically extracts memory traces using binary instrumentation, simulates the GPU memory subsystem, and models DVR-specific functionality within it. The profiler is demonstrated using the Octree-Linear Bounding Volume Hierarchy (OLBVH), and the visualized profiling metrics are explained based on the OLBVH implementation. Our discussion demonstrates that optimizing ray traversal for adaptive sampling, cache usage, branching, and global memory access has the potential to improve performance.
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5.5. A GPU Ray Tracing Implementation for Triangular Grid Primitives

M. von Buelow, A. Kuijper, and D. W. Fellner

International Conference on Artificial Reality and Telexistence and Eurographics Symposium on Virtual Environments Posters and Demos 2023

DOI: 10.2312/egve.20231341

Abstract

Triangular grid primitives are a new technique for more efficient handling of memory intensive meshes, also called micro meshes in recent proprietary hardware implementations. This makes it a technique with high potential in the area of virtual environments where hardware capabilities are typically limited. In this poster, we focus on software ray tracing on GPUs and present a novel, easy-to-implement approach that uses a two-level bounding volume hierarchy (BVH) to accelerate these grids. The primary goal of our work is to make the technology more accessible by focusing on standard GPU devices without hardware ray tracing units. With our approach, we are able to encode geometry and BVH with approximately 7.5 bytes per triangle, reducing standard representations by a factor of 3.73 while reducing BVH construction time. Our data structure achieves a peak performance impact of 16% for a three-level subdivision.
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5.6. Compression of Non-Manifold Polygonal Meshes Revisited

M. von Buelow, S. Guthe, and M. Goesele
Vision, Modeling & Visualization 2017
DOI: 10.2312/vmv.20171266

Abstract

Polygonal meshes are used in various fields ranging from CAD to gaming and web based applications. Reducing the size required for storing and transmitting these meshes by taking advantage of redundancies is an important aspect in all of these cases. In this paper, we present a connectivity based compression approach that predicts attributes and stores differences to the predictions together with minimal connectivity information. It is an extension to the Cut-Border Machine and applicable to arbitrary manifold and non-manifold polygonal meshes containing multiple attributes of different types. It compresses both the connectivity and attributes without loss outside of re-ordering vertices and polygons. In addition, an optional quantization step can be used to further reduce the data if a certain loss of accuracy is acceptable. Our method outperforms state-of-the-art compression techniques, including specialized triangle mesh compression approaches when applicable. Typical compression rates for our approach range from 2:1 to 6:1 for lossless compression and up to 25:1 when quantizing to 14 bit accuracy.
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6. Unpublished Works

In addition to peer-reviewed works, there are also unpublished or works currently under review that provide additional valuable contributions to this thesis. These works are presented below.
6.1. In-Situ Profiling Feedback for GPGPU Code

A. Pauli, M. von Buelow, and D. Ströter
DOI: 10.26083/tuprints-00027344

Abstract

The evolving landscape of software development increasingly prioritizes functionality, maintainability, and developer productivity. This typically comes hand in hand with the shortcoming that less focus is invested on optimizing for runtime performance of programs. However, optimizing for performance is an important task in time-critical domains. Additionally, optimizing for performance can be an important way of reducing actual hardware requirements and achieving a better ecological footprint. So, why not bringing program optimization closer to the software engineer and reducing the disconnect between profiling results and their interpretability? This poster presents a GPU-focused in-situ profiling approach that visualizes memory profiling metrics directly inside the source code and gives the software engineer an direct hint for identifying inefficient parts during development. Performance metrics evaluated on each line are highlighted in the source code.
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6.2. GPU Ray Tracing of Triangular Grid Primitives

M. von Buelow
DOI: 10.26083/tuprints-00027343

Abstract

Triangular grid primitives are a technique used to handle memory-intensive meshes more efficiently. They are also referred to as micro meshes in recent proprietary hardware implementations. This representation can reduce the memory footprint during ray tracing of subdivision surfaces or displacement maps that may result from mesh simplification. This paper presents a novel approach to accelerate GPU software ray tracing using a two-level bounding volume hierarchy (BVH) to store vertices in a non-redundant manner. The primary goal is to make the technology more accessible by focusing on standard GPU devices. The bottom-level BVH strictly follows the subdivision recursion, allowing for the side effect of rendering intermediate recursion depths. Our approach enables us to encode geometry and BVH using approximately 6.3 bytes per triangle, reducing standard representations by a factor of 4.5. Additionally, the construction time of the BVH is reduced. Our data structure achieves a peak performance impact of 16% for a three-level subdivision.
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7. Complete Publication List

In addition to the publications listed in Section 7.1 of this thesis, I have co-authored several papers in the field of visual computing. The following sections group these papers into three topics.

7.1. Core Publications


7.2. Archiving of Cultural Heritage Images

The following works are the result of a joint project with Fraunhofer IGD aimed at archiving images from cultural heritage datasets. We have developed a novel technique that uses depth-of-field segmentations to encode the foreground and background of these images independently using lossy and lossless image compression algorithms. Our proposed algorithm relies on well-documented standard image compression algorithms and is therefore suitable for long-term archiving.


7.3. Scanning System for Tensile Testing Specimens

The following work deals with tensile testing in materials science. We developed an automated 3D scanning system, which outperforms state-of-the-art manual measurement approaches. The system comprises the scanning setup, data acquisition, calibration, and evaluation.


7.4. Miscellaneous


