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Abstract
This paper presents a multi-disciplinary overview of research evaluating virtual reality (VR). The main aim is to review and
classify VR research based on several metrics: presence and immersion, navigation and interaction, knowledge improvement,
performance and usability. With the continuous development and consumerisation of VR, several application domains have
studied the impact of VR as an enhanced alternative environment for performing tasks. However, VR experiment results often
cannot be generalised but require specific datasets and tasks suited to each domain. This review and classification of VR metrics
presents an alternative metrics-based view of VR experiments and research.

CCS Concepts
•Human-centered computing → Virtual reality;

1. Introduction

[Tac13] explains that VR allows humans to experience events
and participate in a computer-generated environment as if they
are physically present in that environment. It is distinguished by
its ability to provide an unprecedented immersion for the user
[MAM18]. This paper attempts to classify VR research into sev-
eral metrics or quality measures. The terms ‘metrics’ and ‘qual-
ity measures’ are used interchangeably due to an overlap in their
meaning [Sou09] and for purposes of this paper ‘metrics’ is used
throughout to denote the aspects of VR, ‘2D’ is also used to denote
‘non-VR’.

1.1. History of Virtual Reality

VR started with Morton Heilig’s Sensorama in 1962, a multi-
sensory simulator [MG96], and with Ivan Sutherland’s Ultimate
Display in 1965, the first head-mounted display (HMD) [Sut65].
However, the term ‘virtual reality’ was coined much later in 1989
by Jaron Lanier [SSV16]. VR started gaining a great deal of media
attention circa 1990 [MvD91] and has seen a lot of research, de-
velopment [OJC∗17] and consumerisation [Jar17] till date. [Tac13]
outlines an extensive history of VR showing the phases of devel-
opment from the Ultimate Display to the CAVE (Computer Aug-
mented Virtual Environment) [CNSD∗92, MSB∗14].

1.2. Background and Justification

Several studies have reviewed the suitability of VR in different sce-
narios. A resounding conclusion has been the fact that VR can be
a useful environment for performing tasks, however a number of
experiments have also indicated how insignificant the improvement

was using VR [TGA12]. VR adoption in several fields include med-
ical [AKP∗17], education [BKEE18] and identified improvements
such as knowledge improvements [XMN∗17, SSS13].

A review of literature identified metrics considered during an
evaluation of a Virtual Environment (VE) as an alternative to an
existing non-VR environment. These include ‘presence’ and ‘im-
mersion’ which are the core VR affordances, ‘navigation’ and ‘in-
teraction’ being the actions that can be done in the environment,
‘knowledge improvement’ which is an outcome and ‘performance’
and ‘usability’ as evaluation metrics. An identified VR research
challenge is that experiments require specific datasets and results
are not applicable to other fields [LB12]. However, a classification
of research focused on the metrics evaluated allows researchers to
quickly search an overview of results achieved with experiments
along metrics under consideration. The selection method for the
literature was based on quality, relevance, impact and timeliness.
Importance was placed on research that performed an experiment
and specifically evaluated one or more VR metric. Emphasis was
also placed on recent VR research as well as earlier supporting re-
search. A tabular classification is also given to show a graphical
overview.

2. Metrics-based Classification

2.1. Presence

Presence describes a user’s sense of being in a VR environment
[ZWB∗17] and this relies on specific perceptual cues to activate
emotions [DAP∗15]. [Pas09] argued that the presence provided by
VR motivates the user to become more engaged and active in the
tasks delivered in the environment. This conclusion was drawn in
a study of 2D and 3D VR intervention programs for children with
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learning difficulties where it was concluded that children using the
3D VR environment required less mediation (intervention) due to
the presence experienced as they were immersed in the environ-
ment.

The OpenSimulator [Ope] environment was used to provide vir-
tual cybersecurity training in the form of games [XMN∗17] and
it was concluded that presence perception of the participants was
high. Likewise, the potential of VR in a simulated store was ex-
plored and findings indicated that VR technology has the poten-
tial to outperform conventional desktop applications with regards to
telepresence [SWH18]. This agrees with other research that inves-
tigated influences of control devices, display type and audio cues
on telepresence [SS18].

With a focus on maximising presence amongst other aspects of
VR in the VE, [ZWB∗17] described a deskVR scenario allowing an
analyst to be fully immersed at their desk which can benefit in the
gain in productivity when immersed in their data spaces. This find-
ing also agrees with VEs increasing task performance compared to
a workstation [SLUK96, BH95].

2.2. Immersion

Transparent immediacy is thought of as a new form of media
that thinks of itself as ‘interfaceless’ [Bol00]. For instance written
words are an interface for speech however VR is a self-contained
environment that is experienced.

[LPLK17] explained ‘transparent immediacy’ as a property of
VR that allows users to forget the existence of media and believe
that they are immersed in the virtual world. They further noted how
metrics such as interaction can affect the overall measure of im-
mersion. For instance, the poor interaction in a game can affect the
overall immersion the user experiences.

[SLUK96] referred the term ‘immersion’ to mean what the VR
technology delivers from an objective point of view. The more that
a system delivers displays (in all sensory modalities) and tracking
that preserves fidelity in relation to their equivalent real-world sen-
sory modalities, the more that the system is ‘immersive’. This view
supports states of immersion such as full or partial [Kje01, SP10]
and this may have pointed later research to suggest the provision
of empirical results of aspects of immersion for validity [LB12]
because several other aspects of VR such as manipulation, selec-
tion, navigation and usability are the focus of immersion [dCN17].
Whilst [SLUK96,Sla03,SG02] argue of the separation between im-
mersion and presence it is commonly seen to be loosely used inter-
changeably in other research [McM03].

Other studies have concluded that as a user interacts with a VE,
the user’s perception that the entire environment is within their
grip causes the user to enter a flow state [CKK07, ZD09, APYO11,
CCC14]. [JCC∗08] also described it as extreme immersion. How-
ever, some differences exists in the degree of realism. [BC04] de-
scribing the flow state put it as a realisation “when you stop think-
ing about the fact that you’re playing a computer game and you’re
just in a computer”.

Stated preference (SP) experiments are techniques used to col-
lect information about products and services that are not yet avail-

able publicly [MK17]. They are usually used to ascertain the pub-
lic’s preference for a particular product yet to be launched. These
experiments usually lack a sense of realism because the product
is not available, However [FC17] explored the introduction of re-
alism, immersion and interactivity into SP experiments using VR
and concluded that realism of scenario was improved resulting in
a near-realistic, immersive, and interactive experience for respon-
dents. Other positive results from SP experiments include tenant-
mix for shopping centres [BBK∗10].

Similarly, natural body motions [ZDK∗01] were also employed
in the study of overall immersion in medical image visualisation,
and it was concluded that VR display and interaction helped the
user better to interpret complex geometric models representing neu-
ral structures.

[LB12] discussed the importance of VR research measuring im-
mersion, to compare individual components of immersion rather
than evaluating the whole user interface display and proposed the
need for empirical results to back claims of immersion experi-
ments. Their arguments are also supported by [CB16] who con-
cluded that technological immersion (quality of visual content) has
a medium-sized effect on presence compared to increased levels of
user-tracking, the use of stereoscopic visuals, and wider fields of
view of visual displays which are significantly more impactful than
improvements to most other immersive system features.

[LBS14] further analysed volumes of scientific data and con-
cluded that search and spatial judgement tasks with isosurface vi-
sualisation and a stereoscopic display provides better performance,
but for tasks with 3D texture-based rendering, displays with higher
field of regard (The visible areas to an eye even when the head
is moved) [Muh15] were more effective, independent of the levels
of the other display components such as field of view (The vis-
ible scene to an eye at a moment) [RBK∗15]. However, one of
the major issues in fully immersive VR especially using HMDs
is ‘cue conflict’ [MEC14] which sometimes causes physiological
effects [KG98].

[Mor13] discussed issues with immersion to be related to tech-
nological constraints of VR interfaces and physiological charac-
teristics of the human being (especially the way the eyes perceive
images). The research further identified common immersion issues
such as stereoscopic vision in artificial environments such as VEs
to contribute to application failures and rejection of VR. Notwith-
standing, the potential of immersion is demonstrated in the med-
ical field including immersive therapy for treating psychological,
psychiatric, medical education and self-help problems [Lam97],
learning performance in VR simulation for robotic laparoscopy
[FCJ∗07] and manipulation of molecules [dCN17].

2.3. Navigation

Navigation is one of the core actions and tasks that is performed
in VEs and spatial knowledge gained in the environment is used to
navigate successfully [SDP∗09].

[AKP∗17] illustrated the superior navigation and conceptual ad-
vantages of viewing complex neuroscientific data in an immersive,
stereoscopic context. The experiment allowed users to manipulate
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MRI scans as well as perform volumetric tasks and the exceptional
navigation experienced allowed users to manipulate brain segments
offering a compelling neuroanatomical experience, or ‘digital dis-
section’ of an actual brain. Similar positive results for navigation
were concluded in [JRA∗17] where 2 VR environments were used
to visualise the internals and surface of a cell allowing the user to
navigate seamlessly between both environments.

Contrary conclusions were drawn in [SDP∗09] where it was ob-
served that users performed better in their navigational task on 2D
desktop screens than using an HMD. This could be because of sev-
eral complaints of users concerning the VE set up including dis-
tractions by cables which might have affected their experience and
overall performance on the task.

Virtual navigation of 3D environments was found to be challeng-
ing with the standard mouse and keyboard interface [CM02]. How-
ever, [SDD∗16] recommended a new approach that facilitates more
intuitive exploration of 3D visualisation to unlock the full potential
of areas such as scientific analysis. [SDD∗16] researched naviga-
tion in immersive analytics using neutron scattering (Process used
to understand material properties at the atomic level) and the Ocu-
lus Rift HMD and concluded that using HMDs represents a viable
path toward unlocking the full potential of large and complex sci-
entific data because the HMD provided a more intuitive and natu-
ral navigation and interaction with the data and this increased ef-
ficiency of the analysis and improved knowledge discovery timeli-
ness.

Similarly, a mix of results in the study of the usability of VR was
identified in [CC17]. The research explored how elderly cohorts
could learn navigation of tasks in the VE. Making use of Google
Earth-based navigational tasks, it was concluded that users gen-
erally expressed their view of the tool being exploratory however
many more indicated their frustrations that include difficulties with
using triggers and buttons on the controllers and issues with the
weight and tethering of the headset. This group of users could po-
tentially benefit from wireless HMD displays and full body tracking
devices which might have improved their experience.

2.4. Interaction

[Kje01] noted that the central issue of human-computer interaction
(HCI) is the creation of better ways of interacting with computers.
This agrees with [BH99] and interests in VR interaction research.
It also highlights interaction design problems with no considera-
tion of 3D interaction techniques. This was proven by [RO13], in
concluding that different input devices can strongly affect perfor-
mance on the same task. [KSB93] similarly concluded that different
devices gave different performance with marking menu selection.
This can be explained with the fact that successful VR interaction
design depends on understanding the user’s perceptions, capabili-
ties and behaviours, and bringing this understanding to bear on the
design process [RO13].

[Kje01] also argues that the terms ‘interaction’ and ‘interactiv-
ity’ have become buzzwords and very vague terms for computer
applications. These findings stem from not being able to precisely
and clearly differentiate specific problems encountered during VR
interaction experiments. He suggested the division of the concept

of interaction into orientating, moving and acting. [Wlo95] argued
that the three features that characterise VR interaction are immer-
sion, rich interaction and presence and it was noted that direct ma-
nipulation could allow interaction with objects using multiple input
devices with higher degrees of freedom.

[Muh15] explains interactivity as the virtual world giving partic-
ipants the ability to interact and modify virtual objects. This study
proposed a taxonomy of VR to aid researchers with reference to the
VR interactivity study performed by [BH99] where 3 interaction
techniques were identified with complex VEs, namely viewpoint
motion control, selection, and manipulation.

[CZT17] proposed a depth based recognition framework that
recognises mouth gestures to overcome the occlusion of the upper
half of the display when using HMDs and as such improve inter-
active VR applications by providing information rich facial actions
as a way of interaction. [WP17] similarly identified the opportunity
of improving VR navigation due to occlusion of parts of scenes
by large HMDs and proposed a secondary view that allows the oc-
cluded regions of interest to be brought into the users perspective
providing multi-perspectives to the scene.

[NBNM11] evaluated the use of freehand menu selection inter-
faces using tilt and pinch gestures using a novel menu selection in-
terface called the rapMenu [NMB08]. This approach was found to
outperform the tilt menu technique [RGIS09] in both speed and ac-
curacy when the menu has a breadth of 12 or more items. Moreover,
a well arranged rapMenu was found to be expert-friendly, allowing
for reliable eyes-free selection after a short period of learning. This
kind of technique had been proposed earlier for VR [DH07].

Focusing on interaction, fear of VR adoption by the elderly co-
horts was studied by [CC17] and findings showed that many of
the participants held the view that VR was a frivolous undertaking.
However, they concluded that the trusted acceptance of VR that
incorporates authentic tasking is unlikely to suffer from technol-
ogy rejection if a range of physical and sensory adaptations can be
introduced. In fact, there were sufficient instances of auditory prob-
lems to suggest that higher volume levels are required, but also that
the quality of the audio should properly match the rich 3D visual
quality of the VR environment to improve immersion [Kru95].

In architecture, VR has been applied to allow interaction in vir-
tual spaces, indoors or outdoors, with different levels of realism.
In these spaces, the users move freely and, in some cases, make
changes to the environment, the placement of furniture, and light-
ing [CSCC13]. The potential for VR in urban planning and archi-
tecture has been explored [Wan07, Guo08, SW12]. [SW12] partic-
ularly, identified certain problems of VR technology in architec-
ture design including VR applications not having proper integra-
tion with architecture software and no interactive performance in
architecture behaviour due to the traditional nature of keyboard,
mouse and terminal, however, the research proposed enhancing
the interactive performance of VR in related simulations as well
as optimising the convenience of VR technology in design by ex-
panding VR vision by exploring multi-screens. This suggestions
also agrees with later research into multi-perspective views in VR
scenes [WP17].

VR has also been found to improve big data analytics. In a study
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visualising Twitter data on the MIT campus it was concluded that
VR can also be used as a data visualisation platform and that a more
immersive environment enables interaction [MGHK15].

2.5. Knowledge Improvement

[EB11] explored 2D and 3D intervention programs on the be-
havioural aspects of children with intellectual disability. The study
used animated 2D and 3D scenarios [EP07] and findings indicated
less mediation (intervention) for users in the 3D VR.

Other researchers have investigated VR and its impact on popu-
lations with special needs [BGH02, HR05, PE00, RSB04, SBC01].
For example, [EP07] concluded that children with hearing impair-
ments perceive sequential time better via VR than via other pre-
sentation methods such as pictorial, verbal, written and signed
modes. Other researchers have also investigated the influence of
VR among populations with intellectual disability. These studies
were designed to see whether it is possible to improve indepen-
dence and various functioning skills, and to determine whether it is
possible to increase self-confidence [SBC01].

[XMN∗17] evaluated a VR learning environment that allowed
users to experience information security threats for computer en-
gineering education. The study presented an environment that al-
lowed all simulations to put the users in a mission. An initial sur-
vey of the participants suggested they were attracted to the system
and had overall good impressions. Around 72% of the participating
students indicated the tool had helped them improve their infor-
mation security knowledge. Similar knowledge improvement was
found in neurosurgery learning [PNL∗17], elderly cohorts [CC17],
geography [DCL17] and cell biology [JRA∗17].

[CH18] evaluated learning in brain-computer interfaces (BCI)
by testing the performance and learning rates using VR and found
no knowledge improvements for users using VR compared to a
desktop screen. It was rather concluded that users with prior ex-
perience of VR performed better in the VR environment. The sub-
tle difference here with other experiments includes the BCI device
that was placed directly on top of the head together with the HMD.
This device was also noted to have sometimes interfered with the
HMD. It can fairly be assumed that it might have also added an
extra weight to the already heavy HMD.However, this extra weight
and expected latency issues of network transmission as well as dis-
traction of the users showed no detrimental effects.

2.6. Performance

Measuring the performance of a VR system is more beneficial
when combined with usability studies of the same environment
[TGA12]. This approach would have improved research evaluating
immersive environments [WL04, CM02, DJK∗06, CHHC16].

The performance of a VR system in computer-aided design
(CAD) was evaluated using an experiment allowing participants to
model and assemble 3D objects using a 2D desktop display and a
CAVE [TGA12]. Results showed that the immersive environment
provided better depth perception of the objects. However, the ap-
proach did not prove to be a powerful tool because it did not pro-
vide a sufficient improvement to the efficiency of operations com-
pared with the 2D desktop interface. Hand movements in VR also

caused increased physical fatigue. It was also suggested for the VR
interface to be redesigned with consideration of reducing the sig-
nificantly larger distances experienced in the 3D environment.

VR interfaces were shown to outperform traditional tasks on a
2D display in an experiment assessing performance for naviga-
tional tasks [SDP∗09]. On the contrary [CH18] concluded that user
performance did not increase compared to traditional 2D desktop
displays for motor-imagery based tasks where users used brain con-
trol interface to perform interaction tasks with virtual avatars. Both
experiments made use of a VR application built with the Unity
game engine and whilst [SDP∗09] used a game-based scenario ap-
proach with a mobile-based Google Cardboard HMD, [CH18] used
an HTC Vive HMD.

The performance assessment of carotid angiography was simu-
lated in VR to measure reliability [PGNC06]. It was also an op-
portunity for using VR to explore this complex and high risk pro-
cedure as the demand for learning is rising among medical pro-
fessionals [GC04]. Seven measures of the participants’ operative
performance were collated and repeated tests performed and it was
concluded that VR simulation allows for a reliable and consistent
assessment of improvement in operator performance during carotid
angiography training. This result also agrees with findings on the
potential of VEs in fostering improved performance for communi-
cation with autistic people [PROL17].

2.7. Usability

[TGA12] argues that usability is the ability to carry out tasks
effectively, efficiently and with satisfaction and that comparative
evaluation is the way to measure usability. Previous research had
identified issues with usability studies such as reliance on one
method and difficulty of usability studies based on user guide-
lines [BGH02] because of non-existent user interface guidelines for
VR. [LB12] also argues that current usability studies for VR envi-
ronments lack generalisability of results to other VR systems and
domains.

Depth cues (occlusion and relative size of labels and objects)
and gestalt cues (proximity and connectedness of labels and ob-
jects) in text label layouts were identified to affect usability of im-
mersive environments [BGH02]. [BGH02] presented an evaluation
methodology for usability that explored the effects of these cues in
designing VE layouts. It was concluded that the consistent perfor-
mance of continuous scaling across tasks suggests that legibility is
more important than relative size and users rely on different com-
binations of depth and gestalt cues depending on the task and the
display size.

[TGA12] designed an experiment to evaluate a VR CAD system
for modelling and assembly use case scenarios. Users were allowed
to model 3D objects to measure the usability of the VR CAD sys-
tem. It was concluded that VR presented a physical stress factor
because the distance for hand movement in VR was larger than on
a desktop.

The system usability scale (SUS) standardised questionnaire
[Bro96] was used to measure the usability of a VR learning en-
vironment using the Opensimulator tool and the Moodle learning
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Table 1: Classification of studies by domain, metrics, and devices used.

Domain Reference Metrics Devices Experiment Findings

E-commerce [APYO11] Interactivity,
presence

PC, stereo-
scopic display

Second Life virtual shopping Flow mediates the impact of technological and
spatial environments on intention to purchase vir-
tual products.

[CCC14] Immersion Six-axis simu-
lator

Measure virtual experience in
the VR environment

Flow is affected by characteristics of the medi-
ated environment, the consumer’s assumptions,
the state of entering the flow and the conse-
quences of the flow.

Education [BH95] Presence Stereoscopic
display

Navigate a virtual representa-
tion of Stonehenge and search
for a rune, inscribed upon the
wall of one of Stonehenge’s
edifices

The subjective presence within the virtual envi-
ronment was less using an update rate of 5 and 10
Hz when compared to update rates of 20 and 25
Hz.

[CM02] Performance Desktop Repeat storage and retrieval
exercises for sparse, medium
and dense conditions to ac-
cess using spatial memory

Ability to conclude tasks much faster than
thought

[SG02] Immersion,
presence

Unknown Interaction and movement in
virtual library.

[EP07] Knowledge
improvement

Generic HMD Re-order images in sequence
to study pictorial represen-
tation, written representation,
aural representation

VR technology is an important and efficient mode
of representation in attaining a higher level of ab-
straction when compared with other modes such
as 2D desktop.

[dCN17] Immersion,
interaction

HMD, desktop Interact with molecules in the
HMD

Users who performed the various tasks using the
VR had a shorter execution time, smaller amount
of errors and a higher level of comfort

[CC17] Usability,
navigation

HTC Vive Navigate a virtual Google
earth.

Trusted acceptance of virtual reality exercises that
incorporate authentic tasking are unlikely to suf-
fer from technology rejection if a range of physi-
cal and sensory adaptations can be introduced.

[CZT17] Interaction Samsung Gear
VR

Mouth gestures as a form of
interaction

The system could handle the face occlusion intro-
duced by the head mounted displays with a high
correct classification rate.

Games [JCC∗08] Immersion 2D desktop-
based VR

Measuring the time taking to
complete game tasks at vari-
able immersion levels

The greater the immersion the less time spent on
tasks.

[HDY17] Usability HTC Vive Two VR games were played
in Latin square sequence ac-
cording to the system guid-
ance in each game.

EEG (Electroencephalogram), a test used to eval-
uate the electrical activity in the brain, can be a
good tool to analyse UX (User experience) of a
VR game.

Medical [ZDK∗01] Immersion CAVE Tensor-valued volumetric
data visualisation

VR helped the users better interpret the complex
geometric models representing neural structures.

[DJK∗06] Performance CAVE,
2D desktop VR

Visual search task, identify a
feature on a potato-like object
with a noisy surface in differ-
ent visual contexts

Users were significantly faster and more accurate
on the fish tank VR system than in the CAVE.

[EB11] Knowledge
improvement

Generic HMD Children with intelligent dis-
ability were put through 2D
and 3D VR tasks

Children who performed their tasks in 3D VR re-
quired less mediation (Intervention in the process
of the experiment).

[AKP∗17] Navigation,
immersion

HTC Vive Perform tasks by manipulat-
ing neuroimage 3D data Cube

Advantages demonstrated in viewing neuro imag-
ing data in stereoscopic displays.

[BKEE18] Usability Oculus Rift,
desktop

Urinary catherization-related
task in a game-based VR sys-
tem and on a desktop

Users were found to have completed more tasks
in the VR environment than the 2D desktop as
well as finding the IVE (Interactive virtual envi-
ronment) enjoyable and engaging.

[CH18] Knowledge
improvement,
performance

HTC Vive Evaluate a VR-based BCI for
performing tasks

Performing BCI tasks in VR does not affect one’s
ability to perform the task. Also, immersion does
not impede performance in VR.
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Table 1: Continued.

Domain Reference Metrics Devices Experiment Findings

Science [DJK∗06] Performance CAVE, 2D
desktop based
VR

Identify a feature on a potato-
like object with a noisy surface
in different visual contexts

Significantly faster and more accurate on the fish
tank VR system than in the CAVE.

[JRA∗17] Navigation,
knowledge
improvement

Google
Cardboard

Experience mechanisms
by which drugs and nano-
particles are internalized into
cells and compared with
real-world exam.

Students who completed the VR performed 5% bet-
ter on the cell biology question than they did on the
rest of the exam. In comparison, students who did
not experience the VR performed 35% worse on the
cell biology question.

[NYW∗17] Interaction Tiled Wall
HDTV, HMD

Explore an area of high dimen-
sional scientific data

A lot of small details in the high dimensional scien-
tific data was identified with the 8K tiled wall dis-
play and the HDM provided local data exploration
in stereoscopic view.

General [Kje01] Interaction 2D monitor,
HMD, Holo
bench, large
wall-mounted,
panoramic
display, CAVE

Different experiments to study
display types and interaction

The use of six-sided CAVEs and panoramic dis-
plays result in different requirements to the design
of interaction techniques and use of interaction de-
vices.

[WL04] Interaction Desktop VR
System

Training application for main-
tenance of a refinery pump

Virtual maintenance training could offer intelligent
assistance in generating disassembly sequence.

[SDP∗09] Usability,
navigation

Stereo HMD
i-glasses
SVGA Pro

Perform a series of tasks in
maze

Better performance when using the desktop than
when using VR

[SSS13] Interaction,
Knowledge
improvement

CAVE Explored an immersive
extended-humanoid avatar

People can quickly learn how to remap normal de-
grees of freedom to control exotic virtual body
forms.

[CHHC16] Performance Google Card-
board, Sam-
sung Gear VR,
3Glasses D2,
Oculus Rift
DK2

Comparative analysis with
physical and virtual world
on timing and positioning
accuracy

Some VR systems opt for higher precision at the ex-
pense of sensitivity and this awareness is useful for
quantifying system-wide performance in both ob-
jective and subjective experiments.

[WP17] Navigation Generic HMD Gain and maintain sight of
static and dynamic synthetic
objects placed in the scenes.

Significant improvement in navigation efficiency
while using multi-perspective visualization com-
pared with using conventional visualization.

[ZWB∗17] Presence Generic HMD Explored items that may be on
a user’s desk as virtual entities
in a node diagram

The deskVR prototype showed how analysts can
gain in productivity when immersed in their data-
spaces.

environment [XMN∗17]. The focus was on usability aspects such
as efficiency, clarity and dependability. Using a game-based sce-
nario for usability evaluation, the resulting SUS score of 67.3%
was acceptable and comparable with usability scores achieved by
similar systems. A more complex usability study was performed
on a similar game-based scenario for practising urinary catheteri-
sation. Evaluation performed using the SUS showed results with an
overall mean rating of 72.5% [BKEE18]. This positive result also
agrees with a study into the potential of VR assistive technology
for autism spectrum disorder [PROL17].

[HDY17] pointed out issues with measuring usability of VEs
such as whether the user experiences are as a result of VR or of
the product being studied and noted the popularity of using eye-
tracking to measure usability but hinted on the difficulties in hav-
ing accurate eye-movement. However, other research that used eye
tracking to measure usability includes, the study of diseases such
as Parkinsons’s where VR was rated as potentially useful for diag-

nosis [OIR∗17], automatic one-point eye-tracker re-calibration for
assessing visual attention in VR which was found to be faster and
more accurate compared to a user having to take-off the HMD each
time to re-calibrate [LK17].

[VS18] explained that usability testing is the most effective way
of understanding what works and what does not in an interface
and the best way is to watch people use the system under test-
ing. [VS18] further performed an experiment to evaluate the us-
ability of a VR application for interior design using the Oculus Rift
HMD and the Leap Motion controller for interaction. The exper-
iment tasked 25 participants to perform actions such as drawing
floor plans, placing furniture in appropriate places in the scene and
it was observed that the application looked realistic and was found
to be usable for interior designs. However, it was noted that it may
cause dizziness for beginners as well as the Leap Motion controller
not accurately detecting hand movements and patterns because of
self occlusion (problem in hand pose estimation because of the so-
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phisticated expressions of the hand) [JNC∗15] and distal phalanges
(bones that forms the fingers) [TKYU12].

3. Conclusion

A review of VR research has been presented showing a general
trend of advantages using VR to improve and optimise tasks and
processes. This review has detailed VR experiments performed in
several domains by focusing on the metrics evaluated. Many results
of these experiments have shown the benefits of VR as an alterna-
tive display environment for performing tasks. Key metrics of VR
have been explored whilst noting some concepts, issues and rela-
tionships between them such as concept of flow and the relationship
between the metrics.

The tabular classification of the experiments allows students and
researchers to quickly approach VR literature from a viewpoint of
the aspects of VR being explored, allowing for a more focused ap-
proach as researchers will be directed to works that studied their
metrics under consideration rather than the entire body of general
VR literature. It also extends similar studies such as those com-
paring HMD with desktop displays [SDP∗09] by not limiting the
reviewed experiments to a specific hardware form factor.

In conclusion, we find that further work can be done in the area
of evaluating the attributes measured under each metric. For in-
stance, sensitivity and real-time feedback can be measured whilst
considering interaction as a VR metric and standardising these
measurement attributes can contribute to a VR taxonomy and help
promote research in this area.

References

[AKP∗17] ARD T., KRUM D. M., PHAN T., DUNCAN D., ESSEX R.,
BOLAS M., TOGA A.: NIVR: Neuro imaging in virtual reality. In Proc.
IEEE Virtual Reality (2017), IEEE, pp. 465–466. 1, 2, 5

[APYO11] ANIMESH A., PINSONNEAULT A., YANG S. B., OH W.: An
odyssey into virtual worlds: Exploring the impacts of technological and
spatial environments on intention to purchase virtual products. Manage-
ment Information Systems Quarterly 35, 3 (2011), 789–810. 2, 5

[BBK∗10] BORGERS A., BROUWER M., KUNEN T., JESSURUN J.,
JANSSEN I.: A virtual reality tool to measure shoppers’ tenant mix
preferences. Computers, Environment and Urban Systems 34, 5 (2010),
377–388. 2

[BC04] BROWN E., CAIRNS P.: A grounded investigation of game im-
mersion. In CHI ’04 Extended Abstracts on Human Factors in Comput-
ing Systems (2004), pp. 1297–1300. 2

[BGH02] BOWMAN D. A., GABBARD J. L., HIX D.: A survey of us-
ability evaluation in virtual environments: Classification and comparison
of methods. Presence: Teleoperators and Virtual Environments 11, 4
(2002), 404–424. 4

[BH95] BARFIELD W., HENDRIX C.: The effect of update rate on the
sense of presence within virtual environments. Virtual Reality 1, 1
(1995), 3–15. 2, 5

[BH99] BOWMAN D. A., HODGES L. F.: Formalizing the design, evalu-
ation, and application of interaction techniques for immersive virtual en-
vironments. Journal of Visual Languages and Computing 10, 1 (1999),
37–53. 3

[BKEE18] BUTT A. L., KARDONG-EDGREN S., ELLERTSON A.: Us-
ing game-based virtual reality with haptics for skill acquisition. Clinical
Simulation in Nursing 16 (2018), 25–32. 1, 5, 6

[Bol00] BOLTER J. D.: Remediation and the desire for immediacy. Con-
vergence 6, 1 (2000), 62–71. 2

[Bro96] BROOKE J.: SUS: a “quick and dirty” usability scale. In Us-
ability Evaluation in Industry, Jordan P. W., Thomas B., Weerdmeester
B. A., McClelland A. L., (Eds.). Taylor and Francis, London, 1996. 4

[CB16] CUMMINGS J. J., BAILENSON J. N.: How immersive is enough?
A meta-analysis of the effect of immersive technology on user presence.
Media Psychology 19, 2 (2016), 272–309. 2

[CC17] COLDHAM G., COOK D. M.: VR usability from elderly cohorts:
Preparatory challenges in overcoming technology rejection. In Proc. Na-
tional Information Technology Conference (2017), pp. 131–135. 3, 4, 5

[CCC14] CHENG L. K., CHIENG M. H., CHIENG W. H.: Measuring
virtual experience in a three-dimensional virtual reality interactive sim-
ulator environment: A structural equation modeling approach. Virtual
Reality 18, 3 (2014), 173–188. 2, 5

[CH18] COOGAN C. G., HE B.: Brain-computer interface control in a
virtual reality environment and applications for the internet of things.
IEEE Access 6 (2018), 10840–10849. 4, 5

[CHHC16] CHANG C.-M., HSU C.-H., HSU C.-F., CHEN K.-T.: Per-
formance measurements of virtual reality systems: Quantifying the tim-
ing and positioning accuracy. In Proc. ACM on Multimedia Conference
(2016), pp. 655–659. 4, 6

[CKK07] CHOI D. H., KIM J., KIM S. H.: ERP training with a web-
based electronic learning system: The flow theory perspective. Interna-
tional Journal of Human Computer Studies 65, 3 (2007), 223–243. 2

[CM02] COCKBURN A., MCKENZIE B.: Evaluating the effectiveness of
spatial memory in 2D and 3D physical and virtual environments. In Proc.
SIGCHI Conference on Human Factors in Computing Systems (2002),
pp. 203–210. 3, 4, 5

[CNSD∗92] CRUZ-NEIRA C., SANDIN D. J., DEFANTI T. A., KENYON
R. V., HART J. C.: The CAVE: audio visual experience automatic virtual
environment. Communications of the ACM 35, 6 (1992), 64–72. 1

[CSCC13] CALADO A. V. S., SOARES M. M., CAMPOS F., CORREIA
W.: Virtual reality applied to the study of the interaction between the user
and the built space: A literature review. In International Conference of
Design, User Experience, and Usability (LNCS 8014) (2013), pp. 345–
351. 3

[CZT17] CIFTCI U., ZHANG X., TIN L.: Partially occluded facial ac-
tion recognition and interaction in virtual reality applications. In IEEE
International Conference on Multimedia and Expo (2017), pp. 715–720.
3, 5

[DAP∗15] DIEMER J., ALPERS G. W., PEPERKORN H. M., SHIBAN Y.,
MÜHLBERGER A.: The impact of perception and presence on emotional
reactions: a review of research in virtual reality. Frontiers in Psychology
6 (2015), 26. 1

[DCL17] DOLEŽAL M., CHMELIK J., LIAROKAPIS F.: An immersive
virtual environment for collaborative geovisualization. In Proc. Virtual
Worlds and Games for Serious Applications (2017), pp. 272–275. 4

[dCN17] DA COSTA L. A. L. F., NEDEL L. P.: An immersive visual-
ization study on molecules manipulation. In Proc. IEEE Symposium on
Virtual and Augmented Reality (2017). 2, 5

[DH07] DACHSELT R., HÜBNER A.: Three-dimensional menus: A sur-
vey and taxonomy. Computers & Graphics 31, 1 (2007), 53–65. 3

[DJK∗06] DEMIRALP Ç., JACKSON C. D., KARELITZ D. B., ZHANG
S., LAIDLAW D. H.: CAVE and fishtank virtual-reality displays: A qual-
itative and quantitative comparison. IEEE Transactions on Visualization
and Computer Graphics 12, 3 (2006), 323–330. 4, 5, 6

[EB11] EDEN S., BEZER M.: Three-dimensions vs. two-dimensions in-
tervention programs: The effect on the mediation level and behavioural
aspects of children with intellectual disability. European Journal of Spe-
cial Needs Education 26, 3 (2011), 337–353. 4, 5

[EP07] EDEN S., PASSIG D.: Three-dimensionality as an effective mode
of representation for expressing sequential time perception. Journal of
Educational Computing Research 36, 1 (2007), 51–63. 4, 5

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

179



P. Ankomah & P. Vangorp / Virtual Reality

[FC17] FAROOQ B., CHERCHI E.: Virtual Immersive Reality Environ-
ment (VIRE) for disruptive vehicular technology choice experiments. In
Proc. International Choice Modelling Conference (2017). 2

[FCJ∗07] FIEDLER M. J., CHEN S.-J., JUDKINS T. N., OLEYNIKOV
D., STERGIOU N.: Virtual reality for robotic laparoscopic surgical train-
ing. In Medicine Meets Virtual Reality 15, Westwood J. D., Haluck R. S.,
Hoffman H. M., Mogel G. T., Phillips R., Robb R. A., Vosburgh K. G.,
(Eds.), vol. 125 of Studies in Health Technology and Informatics. 2007,
pp. 127–129. 2

[GC04] GALLAGHER A. G., CATES C. U.: Approval of virtual real-
ity training for carotid stenting: What this means for procedural-based
medicine. Journal of the American Medical Association 292, 24 (2004),
3024–3026. 4

[Guo08] GUO B.-F.: An interactive virtual reality system for design. In
Proc. Computer-Aided Industrial Design and Conceptual Design (2008),
pp. 263–267. 3

[HDY17] HOU G., DONG H., YANG Y.: Developing a virtual reality
game user experience test method based on EEG signals. In Proc. En-
terprise Systems (2017), pp. 227–231. 5, 6

[HR05] HARRIS K., REID D.: The influence of virtual reality play on
children’s motivation. Canadian Journal of Occupational Therapy 72, 1
(2005), 21–29. 4

[Jar17] JARVINEN A.: Virtual reality as trend contextualising an emerg-
ing consumer technology into trend analysis. In Proc. Future Technolo-
gies Conference (2017), pp. 1065–1070. 1

[JCC∗08] JENNETT C., COX A. L., CAIRNS P., DHOPAREE S., EPPS
A., TIJS T., WALTON A.: Measuring and defining the experience of
immersion in games. International Journal of Human Computer Studies
66, 9 (2008), 641–661. 2, 5

[JNC∗15] JANG Y., NOH S.-T., CHANG H. J., KIM T.-K., WOO W.:
3D finger cape: Clicking action and position estimation under self-
occlusions in egocentric viewpoint. IEEE Transactions on Visualization
and Computer Graphics 21, 4 (2015), 501–510. 7

[JRA∗17] JOHNSTON A. P., RAE J., ARIOTTI N., BAILEY B., LIJA
A., WEBB R., FERGUSON C., MAHER S., DAVIS T. P., WEBB R. I.,
MCGHEE J., PARTON R. G.: Journey to the centre of the cell: Virtual
reality immersion into scientific data. Traffic 19, 2 (2017), 105–110. 3,
4, 6

[KG98] KOLASINSKI E. M., GILSON R. D.: Simulator sickness and
related findings in a virtual environment. Proc. Human Factors and Er-
gonomics Society Annual Meeting 42, 21 (1998), 1511–1515. 2

[Kje01] KJELDSKOV J.: Interaction: Full and partial immersive virtual
reality displays. In Proc. IRIS24 (2001), pp. 587–600. 2, 3, 6

[Kru95] KRUEGER M. W.: Automating virtual reality. IEEE Computer
Graphics and Applications 15, 1 (1995), 9–11. 3

[KSB93] KURTENBACH G. P., SELLEN A. J., BUXTON W. A.: An em-
pirical evaluation of some articulatory and cognitive aspects of marking
menus. Human-Computer Interaction 8, 1 (1993), 1–23. 3

[Lam97] LAMSON R.: Virtual Therapy: Prevention and treatment of Psy-
chiatric Conditions by Immersion in Virtual Reality Environments. Poly-
technic International Press, 1997. 2

[LB12] LAHA B., BOWMAN D.: Identifying the benefits of immersion in
virtual reality for volume data visualization. In IEEE VR 2012 Workshop
on Immersive Visualization Revisited (2012), pp. 1–2. 1, 2, 4

[LBS14] LAHA B., BOWMAN D. A., SOCHA J. J.: Effects of VR system
fidelity on analyzing isosurface visualization of volume datasets. IEEE
Transactions on Visualization and Computer Graphics 20, 4 (2014),
513–522. 2

[LK17] LUTZ O. H.-M., KRÜGER J.: Assessing visual attention in vir-
tual reality: Automatic one-point calibration for eye-tracking. In Proc.
Virtual Rehabilitation (2017), pp. 1–2. 6

[LPLK17] LEE S., PARK K., LEE J., KIM K.: User study of VR basic
controller and data glove as hand gesture inputs in VR games. In Proc.
Ubiquitous Virtual Reality (2017), pp. 1–3. 2

[MAM18] MAACH I., AZOUGH A., MEKNASSI M.: Development of
a use case for virtual reality to visit a historical monument. In Proc.
Intelligent Systems and Computer Vision (2018). 1

[McM03] MCMAHAN A.: Immersion, engagement, and presence. In The
video game theory reader, Wolf M. J. P., Perron B., (Eds.). Routledge,
New York, NY, 2003, ch. 3, pp. 67–86. 2

[MEC14] MARKS S., ESTEVEZ J. E., CONNOR A. M.: Towards the
Holodeck: Fully immersive virtual reality visualisation of scientific and
engineering data. In Proc. Image and Vision Computing New Zealand
(2014), pp. 42–47. 2

[MG96] MAZURYK T., GERVAUTZ M.: Virtual Reality: History, Appli-
cations, Technology and Future. Tech. rep., Vienna University of Tech-
nology, 1996. 1

[MGHK15] MORAN A., GADEPALLY V., HUBBELL M., KEPNER J.:
Improving big data visual analytics with interactive virtual reality. In
Proc. High Performance Extreme Computing (2015). 4

[MK17] MATYAS M., KAMARGIANNI M.: A stated preference experi-
ments for mobility-as-a-service plans. In Proc. Models and Technologies
for Intelligent Transportation Systems (2017), pp. 738–743. 2

[Mor13] MOREAU G.: Visual immersion issues in virtual reality: A sur-
vey. In Proc. Graphics, Patterns and Images Tutorials (2013), pp. 6–14.
2

[MSB∗14] MANJREKAR S., SANDILYA S., BHOSALE D., KANCHI S.,
PITKAR A., GONDHALEKAR M.: CAVE: An emerging immersive tech-
nology – a review. In Proc. Computer Modelling and Simulation (2014),
pp. 131–136. 1

[Muh15] MUHANNA M. A.: Virtual reality and the CAVE: Taxonomy,
interaction challenges and research directions. Journal of King Saud
University - Computer and Information Sciences 27, 3 (2015), 344–361.
2, 3

[MvD91] MARCUS A., VAN DAM A.: User-interface developments for
the nineties. Computer 24, 9 (1991), 49–57. 1

[NBNM11] NI T., BOWMAN D. A., NORTH C., MCMAHAN R. P.: De-
sign and evaluation of freehand menu selection interfaces using tilt and
pinch gestures. International Journal of Human Computer Studies 69, 9
(2011), 551–562. 3

[NMB08] NI T., MCMAHAN R. P., BOWMAN D. A.: Tech-note: rap-
Menu: Remote menu selection using freehand gestural input. In Proc.
3D User Interfaces (2008), pp. 55–58. 3

[NYW∗17] NAGAO K., YE Y., WANG C., FUJISHIRO I., MA K. L.:
Enabling interactive scientific data visualization and analysis with see-
through HMDs and a large tiled display. In Proc. Workshop on Immersive
Analytics (2017). 6

[OIR∗17] ORLOSKY J., ITOH Y., RANCHET M., KIYOKAWA K., MOR-
GAN J., DEVOS H.: Emulation of physician tasks in eye-tracked virtual
reality for remote diagnosis of neurodegenerative disease. IEEE Trans-
actions on Visualization and Computer Graphics 23, 4 (2017), 1302–
1311. 6

[OJC∗17] O’LEARY P., JHAVERI S., CHAUDHARY A., SHERMAN W.,
MARTIN K., LONIE D., WHITING E., MONEY J., MCKENZIE S.: En-
hancements to VTK enabling scientific visualization in immersive envi-
ronments. In Proc. IEEE Virtual Reality (2017), pp. 186–194. 1

[Ope] OpenSimulator. URL: http://opensimulator.org/
wiki/Main_Page. 2

[Pas09] PASSIG D.: Improving the sequential time perception of
teenagers with mild to moderate mental retardation with 3D immersive
virtual reality (IVR). Journal of Educational Computing Research 40, 3
(2009), 263–280. 1

[PE00] PASSIG D., EDEN S.: Enhancing the induction skill of deaf and
hard-of-hearing children with virtual reality technology. Journal of Deaf
Studies and Deaf Education 5, 3 (2000), 277–285. 4

[PGNC06] PATEL A. D., GALLAGHER A. G., NICHOLSON W. J.,

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

180

http://opensimulator.org/wiki/Main_Page
http://opensimulator.org/wiki/Main_Page


P. Ankomah & P. Vangorp / Virtual Reality

CATES C. U.: Learning curves and reliability measures for virtual re-
ality simulation in the performance assessment of carotid angiography.
Journal of the American College of Cardiology 47, 9 (2006), 1796–1802.
4

[PNL∗17] PELARGOS P. E., NAGASAWA D. T., LAGMAN C., TENN S.,
DEMOS J. V., LEE S. J., BUI T. T., BARNETTE N. E., BHATT N. S.,
UNG N., BARI A., MARTIN N. A., YANG I.: Utilizing virtual and
augmented reality for educational and clinical enhancements in neuro-
surgery. Journal of Clinical Neuroscience 35 (2017), 1–4. 4

[PROL17] PRADEEP RAJ K. B., OZA P., LAHIRI U.: Gaze-sensitive
virtual reality based social communication platform for individuals with
autism. IEEE Transactions on Affective Computing (2017). 4, 6

[RBK∗15] RAGAN E. D., BOWMAN D. A., KOPPER R., STINSON C.,
SCERBO S., MCMAHAN R. P.: Effects of field of view and visual
complexity on virtual reality training effectiveness for a visual scanning
task. IEEE Transactions on Visualization and Computer Graphics 21, 7
(2015), 794–807. 2

[RGIS09] RAHMAN M., GUSTAFSON S., IRANI P., SUBRAMANIAN S.:
Tilt techniques: Investigating the dexterity of wrist-based input. In Proc.
SIGCHI Conference on Human Factors in Computing Systems (2009),
pp. 1943–1952. 3

[RO13] REN G., O’NEILL E.: 3D selection with freehand gesture. Com-
puters & Graphics 37, 3 (2013), 101–120. 3

[RSB04] RIZZO A. A., STRICKLAND D., BOUCHARD S.: The chal-
lenge of using virtual reality in telerehabilitation. Telemedicine Journal
and e-Health 10, 2 (2004), 184–195. 4

[SBC01] STANDEN P. J., BROWN D. J., CROMBY J. J.: The effective
use of virtual environments in the education and rehabilitation of stu-
dents with intellectual disabilities. British Journal of Educational Tech-
nology 32, 3 (2001), 289–299. 4

[SDD∗16] STEED C. A., DANIEL J., DROUHARD M., HAHN S., PROF-
FEN T.: Immersive visual analytics for transformative neutron scattering
science. In Proc. Workshop on Immersive Analytics (2016), pp. 38–43.
3

[SDP∗09] SOUSA SANTOS B., DIAS P., PIMENTEL A., BAGGERMAN
J. W., FERREIRA C., SILVA S., MADEIRA J.: Head-mounted display
versus desktop for 3D navigation in virtual reality: A user study. Multi-
media Tools and Applications 41, 1 (2009), 161–181. 2, 3, 4, 6, 7

[SG02] SPAGNOLLI A., GAMBERINI L.: IMMERSION/EMERSION:
Presence in hybrid environments. International Workshop on Presence
(2002). 2, 5

[Sla03] SLATER M.: A note on presence terminology. Presence-Connect
3, 3 (2003), 1–5. 2

[SLUK96] SLATER M., LINAKIS V., USOH M., KOOPER R.: Immer-
sion, presence, and performance in virtual environments: An experiment
with tri-dimensional chess. In Proc. Virtual Reality Software and Tech-
nology (1996), pp. 163–172. 2

[Sou09] SOUPPAYA; P. E. B. K. A. S. M. P.: Cyber Security Metrics and
Measures. Artic. Wiley Handb. Sci. Technol. Homel. Secur., i (2009), 8.
1

[SP10] SHNEIDERMAN B., PLAISANT C.: Designing the user interface:
Strategies for effective human-computer interaction. Addison-Wesley,
2010. 2

[SS18] SEIBERT J., SHAFER D. M.: Control mapping in virtual reality:
effects on spatial presence and controller naturalness. Virtual Reality 22,
1 (2018), 79–88. 2

[SSS13] STEPTOE W., STEED A., SLATER M.: Human tails: Owner-
ship and control of extended humanoid avatars. IEEE Transactions on
Visualization and Computer Graphics 19, 4 (2013), 583–590. 1, 6

[SSV16] SLATER M., SANCHEZ-VIVES M. V.: Enhancing our lives with
immersive virtual reality. Frontiers in Robotics and AI 3 (2016), 74. 1

[Sut65] SUTHERLAND I. E.: The ultimate display. In Proc. IFIP
Congress (1965), pp. 506–508. 1

[SW12] SU P., WANG S.: Virtual reality practice in architecture design.
In Proc. Electrical & Electronics Engineering (2012), pp. 98–101. 3

[SWH18] SCHNACK A., WRIGHT M. J., HOLDERSHAW J. L.: Immer-
sive virtual reality technology in a three-dimensional virtual simulated
store: Investigating telepresence and usability. Food Research Interna-
tional (2018). 2

[Tac13] TACHI S.: From 3D to VR and further to telexistence. In Proc.
Artificial Reality and Telexistence (2013), pp. 1–10. 1

[TGA12] TOMA M. I., GÎRBACIA F., ANTONYA C.: A comparative
evaluation of human interaction for design and assembly of 3D CAD
models in desktop and immersive environments. International Journal
on Interactive Design and Manufacturing 6, 3 (2012), 179–193. 1, 4

[TKYU12] TOPCU B., KAYAOGLU M., YILDIRIM M. K., ULUDAG U.:
Fingerprint matching utilizing non-distal phalanges. In Proc. Interna-
tional Conference on Pattern Recognition (2012), pp. 2400–2403. 7

[VS18] VIYANON W., SASANANAN S.: Usability and performance of
the Leap Motion controller and Oculus Rift for interior decoration. In
Proc. Information and Computer Technologies (2018), pp. 47–51. 6

[Wan07] WANG X.: Using augmented reality to plan virtual construc-
tion worksite. International Journal of Advanced Robotic Systems 4, 4
(2007), 501–512. 3

[WL04] WANG Q. H., LI J. R.: A desktop VR prototype for industrial
training applications. Virtual Reality 7, 3-4 (2004), 187–197. 4, 6

[Wlo95] WLOKA M. M.: Interacting with virtual reality. In Virtual Pro-
totyping: Virtual environments and the product design process, Rix J.,
Haas S., Teixeira J., (Eds.). 1995, ch. 16, pp. 199–212. 3

[WP17] WU M.-L., POPESCU V.: Efficient VR and AR navigation
through multiperspective occlusion management. IEEE Transactions on
Visualization and Computer Graphics (2017). 3, 6

[XMN∗17] XENOS M., MARATOU V., NTOKAS I., METTOURIS C.,
PAPADOPOULOS G. A.: Game-based learning using a 3D virtual world
in computer engineering education. In Proc. IEEE Global Engineering
Education Conference (2017), pp. 1078–1083. 1, 2, 4, 6

[ZD09] ZHOU N.-N., DENG Y.-L.: Virtual reality: A state-of-the-art
survey. International Journal of Automation and Computing 6, 4 (2009),
319–325. 2

[ZDK∗01] ZHANG S., DEMIRALP Ç., KEEFE D. F., DASILVA M.,
LAIDLAW D. H., GREENBERG B. D., BASSER P. J., PIERPAOLI C.,
CHIOCCA E. A., DEISBOECK T. S.: An immersive virtual environment
for DT-MRI volume visualization applications: A case study. In Proc.
IEEE Visualization (2001), pp. 437–440, 584. 2, 5

[ZWB∗17] ZIELASKO D., WEYERS B., BELLGARDT M., PICK S.,
MEISSNER A., VIERJAHN T., KUHLEN T. W.: Remain seated: Towards
fully-immersive desktop VR. In Proc. Everyday Virtual Reality (2017),
pp. 1–6. 1, 2, 6

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

181


