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Synopsis

• Inhabited Virtual Cultural Heritage is a novel way of conservation,
preservation and interpretation of cultural history. By simulating an
ancient community within the virtual reconstructions of a habitat, the
public can better grasp and understand the culture of that community.
The course will present the following concepts:

– Reconstruction technology

– Computer Animation technology

– Interaction technology

• Three case studies will be shown: the simulation of the Xian Terra
Cotta Army, the representation of Geneva in 1602 and the
reconstruction of Aya Sofia church in Turkey.

http://www.eg.org
http://diglib.eg.org
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Introduction

• Two techniques depending on the interest
– accuracy and precision of the obtained object model shapes,

• CAD systems, medical application.

– visual realism and speed for animation of the reconstructed models,
• internet applications

• Virtual Reality applications.
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Virtual humans for real-time applications

• What’s the components to consider?

– acquisition of human shape data

– realistic high-resolution texture data

– functional information for animation of the human (both face and
body)
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State of the Art - Face

• Features on photographs (organized) and a generic model
– Modeling used for getting the individualized face using a few points

• [Kurihara 91] [Akimoto 93] [Ip 96]

– Modeling used for expression database
• [Pighin 98]
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State of the Art - comparison

Problems for hairy parts

Better to catch non-characteristic pointsDifficult to catch non-characteristic points

Often noisy to catch characteristic pointsEasy to catch characteristic points

Usually low resolution of texture mappingUsually high resolution of texture mapping

Output: Numerous points

Special equipmentVery general equipment

ExpensiveCheaper

Laser ScannerPhotography
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Modification of a Generic Model

Feature Detection

Orthogonal
photographs

Camera

with Feature Points

Texture Generation

Texture Fitting

Facial Animation

Generic model
with

animation
structure

Expression
Database

Other features detection

Key feature detection

AutomaticInteractionOnly once

DFFD
coordinate
calculation

Face Cloning

•   Input
– photograph

– generic head & animation

•   Method
– Feature based

•   Output
– Animatable virtual human
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Head shapes from photos

• Features on front (and side) view
– eyes, nose, lips, hair and face outlines, etc.

• Semiautomatic structured feature detection
– piecewise affine mapping

– structured snake to keep structure of points
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Head shapes from photos
in 3D rather than in 2D

• Generation of ( x,  y,  z  ) from ( x, yf  ) and ( ys, z  )
– criteria for giving more importance on the front view

– robust even though the input photographs are not perfectly
orthogonal

• Dirichlet FFD (DFFD)
– the convex hull of a set of control points in general position
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Head shapes from photos

• Feature points < control points
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Texture mapping

• Texture Generation
– One texture image from two images

• Geometrical deformation

• Multi-Resolution techniques

• Texture Mapping
– Projection to three planes

– Transformation to several spaces
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Seamless texture mapping

• Texture generation
– Image deformation

Front Side
 ( right, left )

Deformed side
( right, left )
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Seamless texture mapping

• Texture generation
– Multiresolution image mosaic
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• Rotation in 360 degree

Results
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Results

• Several ethnic group from
one generic model
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Results - shape texture separation

Photograph
set for shape

Features for
image

Features for
shape

Photograph
set for image

Modification of the
generic model

Texture Mapping

Modification of a generic model

Animation in a Virtual World
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• Visual comparison

• 3D- distance measurement : 2.84306 %

Results - Validation
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Face Front
photo

Face Side
photo

Body Side
photo

Body Front
photo

Body Back
photo

Feature points
(x, y, z)

Feature points
(x, y, z)

Front view
rough shape

Back view
rough shape

Automatic edge
detection

Front view fine
shape

Back view fine
shape

Integrated virtual
human

(VRML H-anim)

Back view
skeleton

interactive automatic

(x,y) (y, z) (x,y)

Front view
texture mapping

Back view
texture mapping

Animatable
face

Animatable
body

input data

Front view
skeleton

Face Cloning
Generic
face and

body
(skeleton,

skin)

texture blending

Posture
correction

Body Cloning

• Input
– three photographs

– H-Anim 1.1 generic body

• Feature - edge based

• Output
– animatable vitual human
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Body Cloning - Generic body

• Continuous mesh humanoids
– MPEG-4 compatible H-Anim

1.1 formats [http:H-Anim]

– 94 skeleton joints & 12 skin
parts (different from the face
with only skin)
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Body Cloning - Generic body

• H-Anim joints related to skin parts
– the local coordinates of the skin part i  to global coordinate by 4x4

matrix Mi.

Skullbase (head)

vc4 (neck)

l_shoulder (left_upper_arm)

l_elbow (left_lower_arm)

Sacroiliac (hip)

l_hip (left_upper_leg)

l_wrist (left_hand)

l_knee (left_lower_leg)

l_ankle (left_foot)

vl5 (front_torso, back_torso)
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Body Cloning - Generic body

• Skin has grid structure
– each skin part has several slices

– each slice on the skin part has the same number of points

– Share the same 3D coordinates between different skin part

• Resulting seamlessly continuous skin envelope
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Body Features and skeleton

• Features and skeleton adjust

Feature points on images

Modify the movable skeleton joints

Modify other skeleton joints
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Body rough skin adjustment

• Feature points -> Control points -> skin modification

Left most Right most

Left most Right most

Left most

Left most

Right most
Front most

Back most

Front most Back most

Right most

Left most

Left most

Right most

Right most

Left most Right most

Front most

Front most

Front most

Up most (end-shouler pt)

Left most

Down most (Armpit pt)

Up most (mid-shoulder pt)

Right most

Down most

Top-slice (Arm hole)Shoulder-slice

Bottom-slice

(d)

(a) (b)

(c)
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• Feature driven edge extraction

• Canny edge detector

• Each feature segment indicates the
vicinity and approximate direction of the
boundary to be found

• evaluate the “goodness” of the potential
connection

Body fine skin adjustment
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• Front and side views are used

– Deform body and texture for each side separately

• Texture blending

– Problem caused by

   digitization and illumination

– Linear blending following corresponding edges on the front and
back views

Body Cloning - Texture mapping
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Body and Face together

• Automatic connection with own face from face cloning system
– use features on face and body

• Neck adjustment
– bridge to connect the face and body smoothly and seamlessly
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Body Results

• H-Anim 1.1 format
– visualized by web browsers

– Animatable
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Body Cloning - Results

• Sometimes postcorrection needed
– Skeleton correction from skin envolope

• Elbow skeleton correction

– H-Anim & Vicon (optical motion capture system) posture
• length and angle coordinate

• adjust angles for arms and legs
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• Animation with cloned body
– Comparison with real motion

Animation result with motion capture
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Conclusion

• Easy input like photographs is the first priority to build the
system

• A complete integration of whole face and body parts from five
photographs

• Continuous mesh for generic body
– real-time animation without texture problems
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Conclusion

• Several problems are solved
– efficient and robust semi-automatic feature detection method

– 3D-deformation approaches rather than in 2D resulting error
resistance for input images

– more robust 3D deformation using DFFD

– fully automatic generation of seamless texture mapping
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Measurement based

body creation

Nadia Magnenat-Thalmann

HyeWon Seo
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Overview
 

 
 

Initial model
∑ H-Anim skeleton 

∑ Skin mesh 

Skeleton
deformation 

Volume
deformation

Surface optimization 

H-Anim exportation

 
 

 

Final body model
in H-Anim 

Measurer

Body measurement
data

Skin
Attachment
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Initial model

HumanoidRoot 
: sacrum

sacroiliac 
: pelvis 

l_hip: l_thigh

l_knee: l_calf

l_ankle: 
l_hindfoot

l_subtalar : 
l_midproxima
l

l_midtarsal : 
l_middistal

l_metatarsal :  
l_forefoot

l_hip: l_thigh

l_knee: l_calf

l_ankle: 
l_hindfoot

l_subtalar : 
l_midproxima
l

l_midtarsal : 
l_middistal

l_metatarsal :  
l_forefoot

vl5 : l5 

vl3 : l3 

vl1 : l1 

vt10 : t10 

vt6 : t6 

vt1 : t1 

vc4 : c4 

vc2 : c2 

skullbase
: skull 

vl5 : l5 

vl3 : l3 

vl1 : l1 

vt10 : t10 

vt6 : t6 

vt1 : t1 

vc4 : c4 

vc2 : c2 

skullbase
: skull 

l_sternoclavicular : 
l_clavicle 

l_acromioclavicular
: l_scapula

l_elbow : l_forearm 

l_shoulder : 
l_upperarm

l_wrist : l_hand 

l_sternoclavicular : 
l_clavicle 

l_acromioclavicular
: l_scapula

l_elbow : l_forearm 

l_shoulder : 
l_upperarm

l_wrist : l_hand 

r_hip: r_thigh

r_knee: r_calf

r_ankle: 
r_hindfoot

r_subtalar : 
r_midproximal

r_midtarsal : 
r_middistal

r_metatarsal :  
r_forefoot

r_hip: r_thigh

r_knee: r_calf

r_ankle: 
r_hindfoot

r_subtalar : 
r_midproximal

r_midtarsal : 
r_middistal

r_metatarsal :  
r_forefoot

r_sternoclavicular : 
r_clavicle 

r_acromioclavicular
: r_scapula

r_elbow : r_forearm 

r_shoulder : 
r_upperarm

r_wrist : r_hand 

r_sternoclavicular : 
r_clavicle 

r_acromioclavicular
: r_scapula

r_elbow : r_forearm 

r_shoulder : 
r_upperarm

r_wrist : r_hand 
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Skeletal deformation

current

desired

T

T=s

Skin attachment to bones Skeletal deformation

Scale factor
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Volumetric deformation – breast example

 

= + + 

• Breast
– Grid structure (20 x 23).

– Parametric curves for preserving the round
aspect.
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Volumetric deformation – other parts

• Waist

• Similar to the breast but with
the use of simpler(Bézier)
curve.

• Hips

• Deformation based on
FFD(Free Form Deformation).
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90 cm 82 cm

Volumetric deformation – results

63 cm

85 cm
80 cm

68 cm
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Facial Animation

From Facial Mesh to

Expressive Talking Faces

Nadia Magnenat-Thalmann

Sumedha Kshirsagar
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Overview

• Hierarchy in Facial Animation

• Definition of Static Expressions

• From Expressions to Animation

• Speech Animation Overview
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Hierarchy in Facial Animation

•  Static Expressions :
Deformation of this mesh
controlled by parameters

•  Animation : Varying the
static expressions with time

•  Face Object : Collection of
mesh vertices and topology
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Defining Static Expressions

Need of Parameterization to 
define static expressions
MPEG-4 Facial Animation
Parameters

Feature Points defined on the 
Specific locations of the face

Animation defined by the 
displacements of these 
Feature Points
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Designing Facial Expressions
Facial Animation Parameters
divided into three groups

•Lips : Lower inner midlip,
Stretch corner lip etc.

•Eyes : Close right  eyelid,
Raise left eyebrow etc.

•Other : Puff right cheek, Roll
head etc.
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Different Time Envelopes for Expressions

Simple (Triangular)

Attack-Decay-
Sustain-Release

Multipoint 
Articulation

Quick Transition

Spline Interpolation Linear Interpolation
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Building Animations
Possibility to add different expression envelopes at 

different time instants 

Different animation tracks enables the designer to design head movements, 

facial expressions, eyebrow movements independently 
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From Speech to Animation

Temporized
phonemes

Audio
signal

Facial animation
parameters 
(MPEG-4 FAP)

Synchronization

Animatable face 
model

Speech -
synthetic/real
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From Natural Speech to Visemes

Speech signal

Extracting parameters from speech that are related to mouth shapes

Speech
Processing

Parameters : LPC, pitch, zero crossing

Reference 
Parameter 
Database

Estimation of Phonemes

Parameters

MPEG-4 Mapping from phonemes to visemes
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Mechanical Simulation
of Deformable Surfaces

for Animation of
Synthetic Garments

Nadia Magnenat-Thalmann

Pascal Volino

Marlène Arévalo
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Cloth Simulation Techniques

• Geometrical Models
– Reproduction of the geometrical

deformations of the cloth.

• Mechanical Models
– Simulation of the cloth deformations using

equations derived from the mechanical
behavior of fabrics.
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MIRALab History

• Lafleur, Thalmann, 1991:
– Simple viscoelastic surfaces

using Lagrange equations.

• Carignan, Yang, Werner,
Thalmann, 1991-92-93:

– Modified Terzopoulos model
with octree collision detection
and avanced pattern-
seaming garment design.
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MIRALab History

• Volino, Courschesne, Thalmann,
1995-96:

– Viscoelastic surfaces simulated
with particle systems and
constraint based collision
response.

• Volino, Thalmann, 1997-98:
– Fast and optimized spring mass

model computed with Runge-
Kutta integration and new
design tools for creating
garments.
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MIRALab History

• Volino, Thalmann, 2000-01:
– Fast and accurate model

simulating dynamically
complete viscoelasticity
parameters using advanced
implicit integration methods.
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Mechanical Parameters

• Internal Forces (From surface deformations)

– Elasticity (metric, curvature).
– Viscosity (internal dissipation).
– Plasticity (behavior curve hysteresis).

• External Forces (From environment interaction)

– Gravity, Aerodynamic effects.
– Contact reaction, Friction.
– Miscellaneous external interactions.
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Parameter Measurements

• Kawabata Evaluation System
– Normalized procedure and equipment for

measuring elasticity parameters.

MIRALabMIRALab
Where Research means Creativity

www.miralab.unige.chwww.miralab.unige.ch University of GenevaUniversity of Geneva

Inhabited Virtual Heritage
Eurographics2001

Parameter Modeling

• Spring-Mass Systems
– Discrete representation

of the surface as a mesh
of punctual masses,
parameters represented
as springs creating
viscoelastic forces
between them.
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Parameter Modeling

• Spring-Mass Systems
– Simple to implement.

– Flexible for adaptation to geometrical
constraints.

– Inaccurate representation of parameters
(surface anisotropy and bending).

– Mainly used in fast simulation models for
computer graphics.
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Parameter Modeling

• Continuum Mechanics
– Expression of the surface energy and

forces exerted on surface elements derived
from surface deformation (Lagrange
equations), and integration using finite
difference discretization.
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Parameter Modeling

• Continuum Mechanics
– Accurate Modeling of material properties.

– Complex implementation.

– Slow computation.

– Difficulties for integrating nonlinear models and
geometrical constraints.

– Mainly used for precise computation of simple and
situations (Draping).
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Parameter Modeling

Cloth Surface

Discrete Representation

∫ f(x) dx
Continuum Mechanical Model

∑ f(x) ∆x
Discrete Mechanical Model

Particle Systems

Continuum Mechanics
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Parameter Modeling

• Finite Elements
– Particular formulation of continuum

mechanics model where high-order
elements are used to represent accurately
deformations with adequate degrees of
freedom and advanced energy
minimization techniques compute the
actual system evolution.
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MIRALab Model

• First-Order Finite Element
representation integrated using state-of
the art particle systems methods.
– Combines the advantage of accurate

parameter representation with the flexibility
of particle systems (choice of integration
methods and collision response
integration).
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MIRALab Model

• First-Order Finite Elements
– Degrees of freedom = Mesh vertex

positions and speeds.
– Accurate representation of metric elasticity

(Anisotropic Weft-Warp and Shear
elasticity curves, Poisson coefficient,
viscosity curves) within elements.

– Additional inter-element equations for
modeling Weft-Warp bending forces.
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MIRALab Model

• Integration Methods
– Explicit Runge-Kutta integration

• Slow and precise high-order integration that
ensures high accuracy level through controlled
numerical error evaluation.

– Implicit Euler and Midpoint integration
• Fast and efficient integration that allows

controlled approximations to highly speed up
computations without instability problems
related to explicit methods.
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MIRALab Model

• Efficient and Accurate Simulations
– Accurate evaluations of energy evolutions

of the cloth during animations.
Energy Evolution (Undamped)
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MIRALab Model

– Accurate representation of internal
viscosity and damping parameters.

• Important for producing realistic animations, not
only draping on static bodies.

– Accurate representation of collision
reaction and friction.

• Allows garments to be maintained on the
animated body mechanically through their own
friction, without artificial “attachment points”.
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Collision Detection

• Numerical Complexity
– Arises from the high

number of polygons that
the object meshes have
(cloth and body, several
thousands of polygons),
and how to extract the
colliding polygons
quickly.
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Collision Detection

• Detection Techniques
– Space subdivision: Only detect

collision of objects sharing a
same space region.

• Grid subdivision (voxels).
• Hierarchical subdivision (octree).

– Object subdivision: Subdivide
the object into geometrically
localized sub-objects.

• Hierarchical bounding-box
subdivision.
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Collision Detection

• Detection Techniques
– Space subdivision: Mostly used when

dealing with numerous independent
objects.

– Object subdivision: Efficient when a
constant structure can be identified
between the colliding elements.

• Adapted for the detecting collisions between
mesh elements of a deformable cloth.
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Self-Collision Detection

• Self-Collision Adjacency
Problem
– Avoid detection of

“colliding” adjacent
polygons though inclusion
of curvature evaluation.

• No self-collisions occur
within a region with not
enough curvature.
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Self-Collision Detection

Detection Between No Detection Between

Detection Within

No Detection Between

No Detection Within

Detection Between

Self-Collisions

Inter-Collisions
(Adjacent) 

Inter-Collisions
(Non-Adjacent)

– Detection Within and Between Regions
• Use of “curvature boxes” within regions and

between adjacent regions, regular bounding
boxes between non adjacent regions.
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Self-Collision Detection

– Efficiency of self-collision detection is not
the limiting factor of detection anymore.

• Detection focused only in colliding regions.
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Collision Response

– Collision effect distributed on the vertices
of the colliding mesh elements using
mechanical momentum conservation laws.

Pc+ddddPc
Pc

ddddPc
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Collision Response

– Geometric constraint
enforcement using combined
correction of system state.

• Position Correction: Obtaining
desired position at current frame.

• Speed Correction: Obtaining
desired position at next frame.

• Acceleration Correction: Obtaining
desired position and speed at two
next frames.

State

t t+dt t+2dt Time

Corrected acceleration Goal state

t t+dt Time

State

Corrected speed
Goal state

t Time

State

Corrected position
Goal state
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Designing Garments

• 3D Pattern Assembly Using Simulation
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Animating Garments

• Mechanical Computation on Animated
Body.
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Virtual Fashion Design
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Creative Simulation
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The Terra-Cotta Soldiers

Nadia Magnenat-Thalmann

Marlène Arévalo

Gaël Sannier
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The Xian Project

• Excavation of the grave complex of the Ch'in emperor Shi Huang Ti in
Xian in the 1970s has revealed a field of statues depicting soldiers,
servants, and horses, estimated to total 6’000 pieces. The figures were
modeled after the emperor's real army, and each face is different.

• The Xian project in 1997 is intended to recreate and give again life to
this army using computer-generated techniques.

Discovery of the statues
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Sculpting the Soldiers' Faces (I)

• The real soldier faces are all different and have details.

• We use a method similar to the modeling of clay; It consists of adding
or eliminating parts of the material, and turning around the object.

• The steps of the first head modeling (I):
– We apply scaling deformations on a sphere to obtain an egg shape aspect.
– We move regions selected with triangles & also lift or move vertices.
– We split in half in order to work more efficiently.

Creation of a soldier head from a sphere (I)
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Sculpting the Soldiers' Faces (II)

• The steps of the modeling (II):
– We model specific regions (nose, jaws, eyes, etc) by sculpting and pushing

back and forth vertices and regions.

– We obtain an half face of the soldier to which we apply a reversed scaling
on X axis to produce the other half.

– The two sides are merged together which finally give us our first soldier's
face.

Creation of a soldier head from a sphere (II)
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Texture-fitting (I)

• To increase realism, we apply texture fitting to
objects. We map a picture onto the object, in a way
that allows the user to specify some matching points
between the texture and the object:

– We can see the texture while fitting it to the object.

– Some interesting vertices are selected, suitable for
circumscribe the area and fitting the texture to some
specific features of the model. All these marked vertices
are projected to the texture image.

– We move each projected vertex to its right position on
the 2D texture. The 3D object is mapped in real-time in
the 3D window using the information given by the
position of these marked vertices on the texture image.

Adjusting features
upon the texture image

Result of the fitting in
real-time in 3D
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Texture-fitting (II)

• As we only have a single photo of each soldier face to model from, we
create a global texture using this photo, so that this texture can be
mapped around the whole head.

Final result of the whole 3D textured head

1- Photo of a real soldier 2- Texture image 3- 3D model

1-                           2-                              3-

1- Photo of a real soldier 2- Texture image 3- 3D model

1-                       2-                                  3-

Final result of the whole 3D textured head
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Creating the Soldier Bodies

• Our goal is to make realistic and efficient human modeling and
deformation capabilities for many different bodies. So we use the
metaball technique as it is inherent to interactive design.

• The metaballs hierarchy is taken from a standard model we have, we
then modify the metaballs positions and shapes to fit soldiers anatomy.

• The head, hands and feet are attached to our body envelope.

Metaball-based body Head and Hand attached to the body
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• Scenario:
– We see first a scene with the 3D terra-cotta soldiers inside the earth.

– It is dark with a starry sky.

– The day is coming so more and more light is appearing. This suddenly
awakes one terra cotta soldier. He is extremely astonished to see the scene
around himself…

The Film (I)
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The Film (II)
– He notices the presence of a soldier near him and also his head which is on

the ground. He took the head and put it on the next soldier's body…

– This latter start to live again. They look at each other, and all the army is
slowly coming to life. They start to walk again, but the first soldiers decide to
let them go...
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Flashback to the Future

Nadia Magnenat-Thalmann

Marlène Arévalo
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The Project

• A virtual reality experience developed in the MIRALab research laboratories
of the University of Geneva. This real-time adventure, with 3D glasses, has
been experienced at Palexpo in October l999, during Telecom’99.
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The Project

• To illustrate telecommunications, the show communicates in real time with
three distant booths, one located in Palexpo, the second one in the Uni
Dufour Hall and the third one at the Geneva Airport.

Booth at Palexpo
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The Project

Booths at the University and at the Airport
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The Project

• Real people are being cloned, and
their virtual counterparts take part
in 3D scenes from the past and the
future.

• To do the virtual double of each
person, we use a procedure based
on two photographs, that can
reconstruct the faces of individuals
in 3D.

Face Cloning
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The Project

• This world première illustrates the face-to-face interaction within the virtual
scene of individuals who in reality are situated at a distance from each
other, like you and I.

• It is also a first for the reconstruction of the Vieille Ville by computer and for
the appearance of a virtual Mère Royaume.

The Vieille Ville of Geneva in real The Vieille Ville of Geneva in virtual
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1602

• Escalade: soldiers from Haute
Savoie tried to invade Geneva and
were stopped by the Geneva
inhabitants and more particularly
the “Mere Royaume”, who spilled
the content of her cauldron over
the invaders.

The Mère Royaume and 2 soldiers
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1602: The Mère Royaume
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Nadia Magnenat-Thalmann

Allessandro Foni

Grégoire L’Hoste

Georgios Papagiannakis

The making of the SS.
Sergius and Bacchus edifice
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The CAHRISMA project (I)

• Main objective of the CAHRISMA project (Conservation of the
Acoustical Heritage by the Revival and Identification of the
Sinans Mosques) is to innovate the concept of hybrid
architectural heritage.

• Hybrid architectural heritage is a new way of identification that
covers acoustical characteristics besides visual peculiarities.

• It states that, for the spaces, having acoustical importance,
architectural heritage concept should be upgraded covering
acoustical and visual properties. The effects of this improvement
will reflect to actual implementation of conservation and
restoration.
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The CAHRISMA project (II)

• MIRALab's involvement:

– Real-time visualisation of selected spaces.

– Creation of people (virtual bodies, faces and cloth textures).

– Animation of virtual humans.

– Integration of visual and acoustical models into a virtual 3D
interactive system.

• One of the monuments selected for this project is SS. Sergius
and Bacchus edifice in Istanbul.
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SS. Sergius and Bacchus church

• The church of the SS. Sergius and Bacchus, a
landmark in Byzantine ecclesiastical architecture,
was founded by Justinian probably in 527, the first
year of his reign.

• The church of the SS. Sergius and Bacchus known
to this day as “the Little Hagia Sophia”, because the
general principles of its architecture are comparable
with those of the Great Church.

• Sometime between 1506 and 1512, the church of
the SS. Sergius and Bacchus was converted into a
mosque. The atrium was replaced by a peristyle,
surviving to this day, and a courtyard where the
medrese (religious school) stands today.
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Reconstruction of the edifice 3D model (I)
• The 3D model of the SS. Sergius and Bacchus edifice is reconstructed

from the available architectural plans and the visual data resulted from
the data collection process performed by UNIGE and EPFL teams.
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Reconstruction of the edifice 3D model (II)

• The whole edifice is reconstructed in three dimensions using polygonal
method of 3D Studio Max software.

• During the modelling phase special consideration are taken to keep the
number of polygons as low as possible, so that  the final model would
be optimised for real-time visualisation.

View of the mesh model from 3D Studio Max



MIRALabMIRALab
Where Research means Creativity

www.miralab.unige.chwww.miralab.unige.ch University of GenevaUniversity of Geneva

Inhabited Virtual Heritage
Eurographics2001

Texturing the 3D model

• The texture are created from 2D photographs, they are used as texture
image maps to improve the visual details of the 3D model. A special
care is taken to correct for the perspective of the picture and to
enhance the aspect of the texture.

Actual picture Texture extracted from the picture Textured 3D model
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Lighting the 3D model

• The lighting of the 3D model is done with Lightscape software, as it
allows for realistic lighting effects.

• The techniques used are physical based model of global illumination,
such as radiosity and ray-tracing.

Distribution of light on the surfaces of the 3D model
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Use of light maps for realistic visualisation

• The creation and use of light-maps, from the lights generated in
Lightscape, allows the real-time visualisation of the realistic lighting.

Light-maps applied on the 3D model
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Visualisation of the 3D model

• Both textured and light-mapped models are exported in VRML and
merged together for real-time visualisation on MIRALab’s real-time
rendering engine or on the World Wide Web.

Textures

Light-maps Final model of the edifice
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The results (I)
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The results (II)
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• Virtual humans are also modelled using the polygon method.
The clothes of the model are realised with MIRALab cloth
plug-in, according to picture of ancient time people.

• Virtual human are then converted  to h-anim standard format
and animated with Vicon motion capture data.

Creation of virtual humans

Historical model Patterns of the clothes

3D dressed virtual human
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Real-time visualisation of the 3D model

• Both model of the edifice and of the virtual human are loaded in
MIRALab’s real-time rendering engine. User can walk inside the
3D model and examine it interactively.
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Introduction

In
recent

years,
m

odeling
virtualhum

an
body

has
attracted

m
ore

and
m

ore
attention

from
both

the
research

and
in-

dustrial
com

m
unity.

It
is

no
longer

fantasy
to

im
agine

that
one

can
see

herself/him
self

in
a

virtual
environm

ent
m

ov-
ing,talking

and
interacting

w
ith

other
virtualfigures

or
even

w
ith

realhum
ans.B

y
advances

in
algorithm

s
and

new
devel-

opm
ents

in
the

supporting
hardw

are
this

fantasy
has

becom
e

a
reality.

T
he

issues
involved

in
m

odeling
a

virtual
hum

an
m

odel
are

as
follow

s:

�
acquisition

ofhum
an

face
and

body
shape

data
�

re
a

listic
high-re

solution
texture

�
functional

inform
ation

for
anim

ation
of

the
hum

an
face

and
body

W
e

address
how

to
acquire

an
anim

atable
hum

an
body

w
ith

a
realistic

appearance.
It

is
our

goalto
develop

a
tech-

nique
that

enables
an

easy
acquisition

of
the

avatar
m

odel
having

the
ability

to
be

anim
ated

w
elland

produced
ata

low
cost.

T
here

are
tw

o
basic

types
of

techniques
for

obtaining
3D

object
m

odels,
according

to
the

different
requirem

ents

forthe
m

odels.T
he

firsttype
oftechnique

focuses
on

the
ac-

curacy
and

precision
of

the
obtained

object
m

odels,
such

as
those

used
in

C
A

D
system

s
and

industrialapplications.
T

he
second

type
oftechniques

concentrates
on

the
shape

and
vi-

sualrealism
ofthe

reconstructed
m

odels,such
as

those
used

in
virtualreality

applications.

W
hen

w
e

have
to

place
im

portance
on

the
accuracy

ofthe
shape,there

are
various

approaches
to

the
reconstruction

ofa
face

eitherusing
a

sculptor
8,a

laserscanner
2

2,a
stereoscopic

cam
era 2

1,
an

active
light

stripper 24,
video

stream 1
6
;9.

In
re-

centyears,body
cloning

has
also

becom
e

an
increasingly

hot
topic.

S
im

ilarly,
there

are
m

any
m

ethods
that

concern
pre-

cision
and

accuracy 16
;1

1
;1

;7
;1

0
;1

3.
G

enerally,
these

system
s

are
either

expensive
or

require
expertise

know
ledge

in
using

them
and

need
a

specialenvironm
ent

setting.
T

hus,
m

ost
of

them
have

lim
itations

w
hen

com
pared

practically
to

a
com

-
m

ercialproduct
(such

as
a

cam
era)

for
the

input
of

data
for

re
construction

and
fina

lly
a

nim
a

tion.

O
n

the
other

hand,system
s

using
the

second
type

oftech-
niques

are
m

uch
cheaper

and
easier

to
use.T

hese
techniques

are
usually

m
odel-based.

T
here

are
several

approaches
to

c

T

h
e

E
urographics

A
sso

ciation
and

B
lackw

ellP
ublishers

2000.P
ublished

b
y

B
lackw

ell
P

u
b

lish
e

rs,
1

0
8

C
ow

ley
R

o
a

d
,

O
xfo

rd
O

X
4

1
JF,

U
K

a
n

d
3

5
0

M
ain

S
tre

e
t,

M
a

ld
e

n
,

M
A

0
2

1
4

8
,U

S
A

.



L
e
e,G

u
a
n
d

T
h
a
lm

a
n
n

/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

the
reconstruction

of
either

a
face

2
;1

5
;1

7
;2

0
or

a
body 1

2
from

photo
date.

T
hese

approaches
concern

m
ainly

the
individ-

ualized
shape

and
visual

realism
using

a
high

quality
im

-
age

input.
F

or
exam

ple,
H

ilton
et

al.
1

2
proposed

a
m

ethod
for

cloning
virtualpeople.

A
generic

hum
an

m
odelis

taken
and

inform
ation

extracted
from

photos
is

used
to

m
odify

the
generic

m
odel.

T
he

approach
is

sim
ple

and
efficient.

H
ow

-
ever

this
m

ethod
does

not
give

a
good

reconstruction
and

anim
ation

for
the

face.
In

addition,
their

generic
m

odel
is

notseam
less,w

hich
m

eans
the

regions
around

certain
skele-

ton
joints

do
not

have
the

sm
oothly

connected
surface,

so
that

the
final

textured
m

odel
has

som
e

m
ism

atching
prob-

le
m

w
hen

w
e

anim
a

te
the

joints.
It

also
la

cks
the

flexibility
in

term
s

ofthe
im

aging
environm

ent
since

itrequires
a

spe-
cially

prepared
background

and
properly

controlled
lighting

w
hen

im
ages

are
taken.

O
ur

approach,
w

hich
belongs

to
the

second
type,

ad-
dresses

the
follow

ing
questions

and
suggests

the
solutions.

W
h
a
tto

p
ro

d
u
ce

fro
m

w
h
a
t?

W
e

produce
a

realistic
and

anim
atable

w
hole

body
includ-

ing
the

face,
hands

and
body

from
photo

data.
E

very
body

parts
are

sm
oothly

connected
and

textured.
P

hotographs
of

the
w

hole
body

cannot
provide

sufficient
facialinform

ation
in

order
to

constructa
good

face
m

odeland
furtherfacialan-

im
ation.T

herefore,w
e

take
tw

o
additionalphotos

thatfocus
on

the
face

only,besides
the

three
w

hole
body

photos.

H
o
w

e
a
sy

is
th

e
e
nviro

n
m

e
n
tto

ge
tth

e
in

p
u
t?

W
e

use
sim

ple
snapshots

w
ith

com
m

ercialcam
eras

w
ith-

out
any

special
environm

ent.
Instead

of
seeking

a
solution

by
using

specialenvironm
ent,w

e
provide

a
user-friendly

in-
terface,w

hich
allow

s
non-expertuser

to
interactively

hintto
the

system
certain

im
portant

inform
ation

about
the

hum
an

body.In
this

w
ay,w

ith
a

little
am

ountofuser
interaction,w

e
achieve

m
ore

flexibility
in

using
the

system
.

H
o
w

a
u
to

m
a
tic

is
th

e
p
ro

ce
ssin

g
fo

r
u
se

rs?

W
e

provide
an

autom
atic

system
exceptfor

a
few

interac-
tions

atthe
beginning

as
show

n
in

F
igure

1.

H
o
w

m
u
ch

ca
n

w
e

a
n
im

a
te

?

T
he

individualized
virtualhum

an
inherites

the
functional

structure
from

the
generic

hum
an

w
ith

anim
ation

capacity
on

the
face

and
body.

H
o
w

e
a
sy

is
itto

visu
a
lize

w
ith

o
th

e
r

a
p
p
lica

tio
n
s?

T
he

V
R

M
L

H
um

anoid
A

nim
ation

W
orking

G
roup

(H
-

A
nim

)
exists

for
the

m
ain

purpose
of

creating
a

standard
V

R
M

L
representation

for
hum

anoid.
O

ur
generic

body
is

in
V

R
M

L
H

-A
nim

1.1
form

at 1
4

and
the

resulting
body

can
be

visualized
by

w
eb

brow
sers,such

as
N

etscape
and

anim
ated

by
a

JAVA
program

.

T
he

outline
ofthe

a
lgorithm

is
show

n
in

F
igure

1.S
e

ction

Face Front
photo

Face Side
photo

R
ough feature points

(x, y, z)

Face shape
(D

FFD
)

Fine feature points
(x, y, z)

B
ody Side
photo

B
ody Front
photo

B
ody B

ack
photo

(x,y)
(y, z)

Feature points
(x, y, z)

F
eature points

(x, y, z)

F
ront view

rough shape
B

ack view
rough shape

A
utom

atic edge
detection

Front view
 fine

shape
B

ack view
 fine

shape

Integrated virtual
hum

an
(V

R
M

L
 H

-anim
)

B
ack view
skeleton

interactive
autom

atic

(x,y)
(y, z)

(x,y)

T
exture generation

and fitting
Front view

texture m
apping

B
ack view

texture m
apping

A
nim

atable
face

A
nim

atable
body

G
eneric face
and body
(skeleton,

skin)

input data

Front view
skeleton

F
igure

1:O
ve

rflo
w

o
ffa

ce
a
n
d

b
o
d
y

clo
n
in

g

2
is

devoted
to

the
face-cloning

program
w

hile
S

ection
3

ex-
plains

the
body

cloning.
T

he
results

are
show

n
in

S
ection

4
and

are
concluded

in
S

ection
5.

2.
F

ace
cloning

2.1.
S

hape
m

odeling

In
this

section,
w

e
present

a
w

ay
to

reconstruct
a

photo-
realistic

head
for

anim
ation

from
orthogonalpictures.

F
irst,

w
e

prepare
a

generic
head

w
ith

an
anim

ation
structure

and
tw

o
orthogonal

pictures
of

the
front

and
side

view
s.

T
he

generic
head

has
efficient

triangulation,
w

ith
finer

triangles
over

the
highly

curved
and/or

highly
articulated

regions
of

the
face

and
larger

triangles
elsew

here.
Italso

includes
eye-

balls
and

teeth.

T
he

m
ain

idea
to

get
an

individualized
head,

is
to

detect
feature

points
(eyes,

nose,
lips,

and
so

on)
on

the
tw

o
im

-
ages

and
then

obtain
the

3D
position

of
the

feature
points

to
m

odify
a

generic
head

using
a

geom
etrical

deform
ation.

T
he

feature
detection

is
processed

in
a

sem
i-autom

atic
w

ay.
T

he
user

sets
a

very
few

feature
points

(key
points)

and
the

other
feature

points
are

fitted
using

a
p
ie

cew
ise

a
ffin

e
tra

n
s-

fo
rm

a
tio

n
firstand

then
snake

m
ethods.T

he
structure

snake
m

ethod
w

ith
som

e
anchor

functionality
is

described
in

an-
otherpaper 19.T

hen,tw
o

2D
position

coordinate
s

in
the

front
and

side
view

s,w
hich

are
theXY

and
theZ

Y
planes,are

com
-

bined
to

be
a

3D
point.

A
fter

using
a

globaltransform
ation

to
m

ove
the

3D
feature

points
to

the
space

fora
generic

head,
D

irichletF
ree

F
orm

D
eform

ations
(D

F
F

D
)

2
3

are
used

to
get

new
geom

etrical
coordinates

of
a

generic
head

adapting
to

the
detected

feature
points.T

he
controlpoints

for
the

D
F

F
D

c

T

h
e

E
urographics

A
sso

ciation
and

B
lackw

ellP
ublishers

2000.
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F
igure

2:
(a

)
n
o
rm

a
liza

tio
n

a
n
d

fe
a
tu

re
s.

(b
)

M
o
d
ifica

tio
n

o
fa

ge
n
e
ric

h
e
a
d

w
ith

fe
a
tu

re
p
o
in

ts

are
feature

points
detected

from
the

im
ages.T

hen
the

shapes
ofthe

eyes
and

teeth
are

separately
adapted

to
the

new
head

w
ith

translation
and

scaling
from

the
generic

m
odel.

F
igure

2
show

s
the

steps
for

head
m

odification
from

photos.

2.2.
Texture

m
apping

Texture
m

apping
is

useful
not

only
to

cover
the

rough
m

atched
shape,

as
here

the
shape

is
obtained

only
by

fea-
ture

point
m

atching,
butalso

to
get

a
m

ore
realistic

colorful
face.

T
he

m
ain

idea
of

texture
m

apping
is

to
get

an
im

age
by

com
bining

tw
o

orthogonalpictures
in

a
properw

ay
to

getthe
highest

resolution
for

the
m

ost
detailed

parts.
T

he
detected

feature
points

data
is

used
for

autom
atic

texture
generation

by
com

bining
tw

o
view

s
(actually

three
view

s
by

creating
the

left
view

by
flipping

the
right

view
).

W
e

first
connect

tw
o

picture
s

w
ith

a
pre

define
d

index
for

fe
a

ture
line

s
using

a
geom

etrical
deform

ation
(see

F
igure

3
(a))

and
a

m
ulti-

resolution
technique 6for

rem
oving

boundaries
betw

een
dif-

ferentim
age

source
(see

F
igure

3(b)).T
he

eyes
and

teeth
im

-
ages

are
added

autom
atically

on
top

of
an

im
age,

and
these

are
necessary

for
the

anim
ation

of
the

eyes
and

m
outh

re-
gion.

To
give

a
proper

coordinate
on

a
com

bined
im

age
for

ev-
ery

point
on

a
head,

w
e

first
project

an
individualized

3D
head

onto
three

planes
such

as
the

front(
X

Y
),right(Z

Y
)and

left
(Z

Y
)

directions.
W

ith
the

inform
ation

of
the

predefined
index

for
feature

lines,
w

hich
are

used
for

im
age

m
erging

above,
w

e
decide

on
w

hich
plane

a
point

on
a

3D
head

is
projected.

T
hen

projected
points

on
one

of
three

planes
are

transferred
to

either
the

frontfeature
points

space
or

the
side

feature
points

space
in

2D
.F

inally,a
transform

on
the

im
age

space
is

processed
to

obtain
the

texture
coordinates.

M
ore

details
are

found
in

the
paper

2
0.

F
igure

3:
(a

)
A

ge
o
m

e
trica

ld
e

fo
rm

a
tio

n
fo

r
th

e
sid

e
view

s
to

co
n
n
e

ct
to

th
e

fro
n
t

view
(b

)
b
e

fo
re

a
n
d

a
fte

r
m

u
lti-

re
so

lu
tio

n
te

ch
n
iq

u
e
s.

F
igure

4*
show

s
several

view
s

of
the

finalreconstructed
head

out
of

tw
o

pictures
in

F
igure

2(a).
W

hen
w

e
connect

this
head

w
ith

a
body,

w
e

rem
ove

the
neck

(see
the

second
last

face
in

F
igure

4*)
since

the
neck

is
from

the
body

due
to

the
body

skeleton
anim

ation
for

face
rotation.

T
he

face
anim

ation
is

im
m

ediately
possible

as
being

inherited
from

the
generic

head
as

show
n

in
the

lastface
in

F
igure

4*.

F
igure

4:sn
a
p
sh

o
ts

o
fa

re
co

n
stru

cte
d

h
e
a
d

in
seve

ra
lview

s
a
n
d

a
n
im

a
tio

n
o
n

th
e

fa
ce

3.
B

ody
cloning

O
ur

body
cloning

is
a

m
odel-based

m
ethod.

W
e

use
tw

o
m

ain
inputs.

T
he

firstinput
is

the
generic

body.
T

he
second

is
stillphotos

of
a

person
to

be
cloned.

W
e

assum
e

the
per-

son
w

ears
trousers

and
nottoo

loose
clothes.W

e
deform

the
generic

body
to

adaptto
the

individualized
body.

3.1.
G

eneric
body

structure

T
he

generic
body

is
in

M
P

E
G

-4
com

patible
H

-A
nim

1.1
form

ats 1
4.T

he
skeleton

and
severalskin

parts
displayed

w
ith

severalcolors
are

show
n

in
F

igure
5

w
here

the
skin

parts
are

sm
oothly

connected.
It

has
94

skeleton
joints

and
15

skin
parts

includingh
e
a
d,

rig
h
t_

h
a
n
d,

le
ft_

h
a
n
d,

rig
h
t_

fo
o
tand

le
ft_

fo
o
t.

T
he

first
version

of
generic

body
w

e
are

using
is

collected
from

a
public

dom
ain 3and

m
odified

for
our

usage.
E

ach
skin

part
is

saved
in

local
coordinates

and
is

related
to

a
skeleton

joint
as

show
n

in
F

igure
6,

w
here

the
skele-

ton
location

is
indicated

by
arrow

s
and

related
skin

parts
are

c

T

h
e

E
urographics

A
sso

ciation
and

B
lackw

ellP
ublishers

2000.
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F
igure

5:T
h
e

se
a
m

le
ss

ge
n
e
ric

b
o
d
y

w
ith

H
-A

n
im

1
.1

ske
le

-
to

n
a
n
d

seve
ra

lskin
p
a
rts

w
ritte

n
inside

().
T

he
right

side
skin

parts
are

not
show

n,
but

it
is

easy
to

guess
from

the
left

side.
E

ach
skin

part
is

transform
ed

into
globalcoordinates

by
a

4x4
m

atrix
w

hich
connects

to
the

corresponding
skeleton

joints.

Skullbase (head)

vc4 (neck)

l_shoulder (left_upper_arm
)

l_elbow
 (left_low

er_arm
)

Sacroiliac (hip)

l_hip (left_upper_leg)

l_w
rist (left_hand)

l_knee (left_low
er_leg)

l_ankle (left_foot)

vl5 (front_torso, back_torso)

F
igure

6:T
h
e

H
-A

n
im

jo
in

ts
re

la
te

d
to

skin
p
a
rts

T
he

12
skin

parts
besidehe

a
d,

h
a
n
d
s

and
fe

e
tare

de-
signed

to
have

real-tim
e

deform
ation

for
anim

ation
3.

T
he

good
points

of
these

skin
parts

are
that

firstthey
com

pose
a

seam
less

skin
envelope,

so
that

the
texture

m
apping

w
illbe

sm
oothly

connected
w

ith
anim

ation.
S

econdly
the

w
ay

how
to

organize
the

points
is

specially
designed

such
that

each
skin

part
is

com
posed

of
severalslices

and
each

slice
in

the
skin

parthas
the

sam
e

num
ber

ofpoints.F
orexam

ple
the

h
ip

has
6

slices
and

26
points

on
each

slice
(the

totalpointnum
-

ber
on

h
ip

is
6x26

=
156).

W
e

call
it

as
thegrid

stru
ctu

re,
w

hich
m

akes
thep

ie
cew

ise
a
ffin

e
tra

n
sfo

rm
a
tio

npossible
in

later
sections.

T
he

h
e
a
d,h

a
n
d
sand

fe
e
tare

separate
objects

w
ith

differ-
entstructures

fromg
rid

stru
ctu

re.T
hey

are
also

anim
ated

in
differentw

ays.

3.2.
Taking

photographs
and

initialization

W
e

focus
on

the
sim

plest
environm

ent
to

take
photos

w
ith

only
one

cam
era.

W
e

take
three

photos,
from

the
front,

the
side

and
back.

In
this

case,
the

front
and

back
view

s
are

not
exact

reflections
of

each
other

since
w

e
asked

the
person

to
rotate

for
the

back
view

after
taking

the
frontview

.

W
e

input
the

height
of

the
person

and
the

im
age

body
heights

are
checked

on
the

three
im

ages
for

norm
alization.

F
igure

7
show

s
norm

alized
im

ages.
S

ince
w

e
use

arbitrary
background

to
take

photos
and

the
size

of
the

person
is

not
fixed,

w
e

use
interactive

feature
points

localization
on

im
-

ages
as

show
n

as
sm

allpoints
in

F
igure

7.
T

his
sim

ple
fea-

ture
points

localization
is

used
for

skeleton
m

odification,
rough

skin
deform

ation
and

autom
atic

edge
detection

in
the

nextsections.

F
igure

7:Fe
a
tu

re
p
o
in

ts
o
n

th
re

e
im

age
s

3.3.
S

keleton
m

odification

F
igure

8:A
u
to

m
a
tic

S
ke

le
to

n
fittin

g
w

ith
fe

a
tu

re
p
o
in

ts.

W
hen

w
e

have
feature

points
for

the
skin

envelope
(even

though
the

person
puton

clothes,w
e

assum
e

thatthe
clothes

outlines
are

close
to

the
skin

outlines),
w

e
can

have
an

esti-
m

ation
ofthe

skeleton.F
orexam

ple,forthe
r_

e
lb

o
w

m
ustbe

located
around

m
iddle

position
betw

een
the

rightend
shoul-

der
point

and
outer

end
point

of
the

right
w

rist.
H

ere
w

e
apply

affine
transform

ations
and

B
arycentric

interpolation
to

find
the

typicalskeleton
joints

from
feature

points.
S

ince
there

are
94

skeleton
joints,

w
e

m
ake

a
subset

of
joints

as
key

joints,w
hich

are
m

odified
by

feature
points

w
hile

others

c

T

h
e
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L
e
e,

G
u

a
n
d

T
h
a
lm

a
n
n

/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

are
m

odified
byp

ie
cew

ise
a
ffin

e
tra

n
sfo

rm
a
tio

n
sdefined

by
key

joints
and

the
skeleton

hierarchy.

T
he

skeleton
joints

ofthehe
a
d,h

a
n
d
sand

fe
e
tare

sim
ply

scaled
and

translated
w

ith
the

transform
ation

betw
een

the
generic

body’s
skeleton

and
the

person’s
skeleton,for

exam
-

ple
vt1

and
H

u
m

a
n
o
id

R
o
o
tcan

be
used

to
find

the
transfor-

m
ation.

F
igure

8
show

s
the

skeleton
m

odified
by

the
front

and
the

side
view

s.
S

ince
the

front
and

back
view

s
do

not
have

the
exactly

sam
e

pose,
the

skeleton
m

odified
by

the
frontview

does
notm

atch
on

the
back

view
.

3.4.
R

ough
skin

m
odification

A
s

w
e

m
entioned

in
the

section
3.1,

each
skin

part
is

con-
nected

to
a

skeleton
jointby

a
4x4

m
atrix

to
be

in
globalco-

ordinates.
W

e
update

the
m

atrix
by

scaling,
translation

and
rotation

defined
by

the
corresponding

skeleton
joint

and
the

child
skeleton

joints.
A

s
w

e
see

in
F

igure
9,

adjacent
skin

parts
are

notguaranteed
to

be
continuous.T

he
shoulder

parts
are

overlapping
w

ith
torso

parts.

F
igure

9:
U

p
d
a
te

d
skin

p
a
rts

b
y

ske
le

to
n

jo
in

ts
a
n
d

re
la

te
d

m
a
trix

A
sim

ple
linear

transform
ation

by
4x4

m
atrix

does
not

solve
the

overlapping
or

separating
problem

s.
S

o
w

e
need

a
specialtransform

ation
to

solve
the

overlapping
(or

separat-
ing)

problem
and

integrate
the

skin
parts

properly
w

ith
an

approxim
ated

shape
to

the
person.

H
ere

w
e

define
a

freeform
deform

ation
to

m
ake

a
rough

m
atched

continuous
body

w
ith

feature
points

inform
ation.

T
he

control
points

are
placed

at
certain

required
positions

to
represent

the
shape

characteristics.H
ence

the
skin

m
odel

can
be

deform
ed

by
m

oving
these

control
points,

w
hich

is
designed

such
as

they
have

corresponding
points

on
the

front
(orback)and

the
side

view
im

ages,orthe
locations

are
found

w
ith

certain
relations.

F
or

exam
ple

the
boundary

betw
een

the
fro

n
t_

to
rsoand

rig
h
t_

u
p
p
e
r_

a
rm

can
be

found
from

the
feature

points
on

the
bottom

-right
corner

point
of

the
neck

and
on

the
right

end
shoulder

point
on

the
im

ages.
F

urther-
m

ore,
several

control
points

are
located

at
the

boundaries
betw

een
tw

o
parts,

so
that

surface
continuity

is
preserved

w
hen

the
posture

ofthe
generic

body
is

changed.T
hese

con-
trolpoints

are
used

for
thepie

cew
ise

a
ffin

e
tra

n
sfo

rm
a
tio

n
.

Left m
ost

Right m
ost

Left m
ost

Right m
ost

(a)

Left m
ost

Left m
ost

Right m
ost

Front m
ost

Back m
ost

Front m
ost

Back m
ost

Right m
ost

(b)

Left m
ost

Left m
ost

Right m
ost

Right m
ost

Left m
ost

Right m
ost

Front m
ost

Front m
ost

Front m
ost

(c)

U
p m

ost (end-shouler pt)

Left m
ost

D
ow

n m
ost (Arm

pit pt)

U
p m

ost (m
id-shoulder pt)

Right m
ost

D
ow

n m
ost

Top-slice (Arm
 hole)

Shoulder-slice

Bottom
-slice

(d)

F
igure

10:
T

h
e

co
n
tro

l
p
o
in

ts
o
n

rig
h
t_

u
p
p
e
r_

leg,
h
ip

,
fro

n
t_

to
rso

a
n
d

rig
h
t_

u
p
p
e
r_

a
rm

p
a
rts

W
e

apply
separate

deform
ations

for
each

skin
part.W

e
show

som
e

exam
ples

ofthe
controlpoints

in
F

igure
10.

W
e

apply
firstp

ie
cew

ise
a
ffin

e
tra

n
sfo

rm
a
tio

nwhere
each

affine
transform

ation
is

defined
on

each
segm

enton
a

curve.
T

ha
nks

to
theg

rid
stru

ctu
re

of
skin

parts,
w

e
apply

the
p
ie

cew
ise

a
ffin

e
tra

n
sfo

rm
a
tio

nhorizontally
first

on
slices

w
ith

controlpoints
and

then
vertically

on
points

w
hich

have
the

sam
e

index
on

each
slice.

F
or

exam
ple

for
the

h
ip

part,
w

e
define

the
first

a
ffine

tra
nsform

a
tion

w
ith

the
le

ft-m
ost

point
on

the
top-slice

and
the

front-m
ost

point
on

the
top-

slice
and

corresponding
control

points
on

im
ages.

A
lso

w
e

apply
the

affine
transform

ation
on

points
betw

een
the

left-
m

ostpointand
the

front-m
ostpoint.T

hen
w

e
define

the
next

affine
transform

ation
for

front-m
ost

point
and

right-m
ost

pointand
apply

itto
points

in
betw

een.W
e

define
and

apply
the

third
and

forth
affine

transform
ations

on
the

other
tw

o
pieces

on
the

top-slice.T
hen

w
e

geta
new

top-slice
from

the
generic

body’s
slice,w

hich
fits

to
the

person’s
top-slice

now
.

T
hen

w
e

apply
the

sim
ilar

process
for

the
bottom

-slice
that

has
control

points
too.

A
fter

getting
the

new
bottom

-slice,
w

e
define

an
affine

transform
ation

in
the

vertical
direction

using
tw

o
points

w
ith

the
sam

e
index

on
the

top-slice
and

the
bottom

-slice
.

F
igure

11
show

s
the

ste
ps

for
the

h
ip

part.
F

or
the*_

u
p
p
e
r_

a
rm

parts,w
e

applyp
ie

cew
ise

a
ffin

e
tra

n
s-

fo
rm

a
tio

n
for

three
slices

such
as

the
top-slice,the

shoulder-
slice,and

the
bottom

-slice
as

show
n

in
in

F
igure

10
(d).

F
igure

11:T
h
e

p
ro

ce
ss

o
fth

e
a
ffin

e
tra

n
sfo

rm
a
tio

n
s

fo
r

th
e

h
ip

c

T

h
e
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L
e
e,G

u
a
n
d

T
h
a
lm

a
n
n

/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

A
fter

applying
the

p
ie

cew
ise

a
ffin

e
tra

n
sfo

rm
a
tio

n
,

w
e

m
ake

one
m

ore
process

to
stick

adjacentskin
parts

properly.
W

hen
the

generic
body

is
loaded,the

connection
database

is
built

autom
atically

and
it

is
used

for
the

skin
parts

connec-
tion.

T
he

database
contains

w
hich

point
on

w
hich

skin
part

is
connected

to
w

hich
point

on
w

hich
skin

part.T
he
n
e
ckis

not
deform

ed
using

the
feature

points
from

im
ages

since
it

is
too

sm
allon

the
im

ages.T
hepie

cew
ise

a
ffin

e
tra

n
sfo

rm
a
-

tio
n
s

are
defined

from
adjacent

points
on

the
h
e
a
d

w
ith

the
top-slice

onn
e
ckand

from
adjacentpoints

on
thefro

n
t_

to
rso

and
b
a
ck_

to
rsow

ith
the

bottom
-slice

onn
e
ck.

It
is

a
rough

deform
ation

since
w

e
deform

the
generic

body
only

w
ith

a
few

feature
points.

S
o

it
does

not
m

atch
exactly

for
the

outfiton
the

im
ages.H

ow
ever

itserves
as

an
initialization

ofskin
forthe

shape
and

catches
a

proper
func-

tionalapproxim
ation

for
anim

ation
such

as
having

a
proper

skeleton
and

skin
parts

localization.

F
igure

12:
tw

o
b
o
d
ie

s
(fro

n
t+

sid
e
/b

a
ck+

sid
e
)

w
ith

ro
u
g
h

skin
d
e
fo

rm
a
tio

n

S
ince

the
frontand

back
view

s
w

ere
taken

in
differentpo-

sitions,
w

e
produce

tw
o

bodies
as

seen
in

F
igure

12.
T

he
leftone

obtained
from

the
frontand

the
side

im
ages

and
the

right
body

from
the

back
and

the
side

im
ages.

T
he

reason
to

produce
tw

o
bodies

is
because

of
tw

o
sources

for
texture

m
apping,w

hich
w

illbe
described

later.

3.5.
H

euristic
based

silhouette
extraction

T
here

are
plenty

of
literatures

available
about

boundary
ex-

traction
or

edge
linking 5

;1
8.

It
can

be
treated

as
a

graph-
searching

problem
,as

an
optim

ization
problem

,or
as

an
en-

ergy
m

inim
ization

and
regularization

procedure.
H

ow
ever,

these
algorithm

s
are

usually
inefficient

due
to

the
need

for
backtracking

or
exhaustive

search.
O

r
the

algorithm
s

need
tim

e
to

reach
convergence

or
stable

result,such
as

the
snake

algorithm
.

W
e

design
a

sim
ple

algorithm
by

m
aking

use
of

the
feature

points
on

the
body.

In
this

section
these

feature
points

serves
as

the
heuristics

for
the

body
silhouette

extrac-
tion.

F
irst,C

anny
edge

detectoris
applied

to
every

im
age.T

hen
a

coloring-like
linking

algorithm
is

used
to

link
the

edgels
(edge

pixels)into
connected

segm
ents.D

ue
to

possible
noise

caused
by

the
background,the

edgels
generated

by
the

back-
ground

som
etim

es
are

connected
to

the
body

edgels.
To

avoid
this

potential
w

rong
connection

from
occurring,

w
e

splitthe
segm

ents
into

shortline
segm

ents.

To
m

ake
the

follow
ing

discussion
easier,letus

callthe
line

segm
ents

form
ed

by
consecutive

feature
points

as
fe

a
tu

re
seg

m
e
n
ts,w

hile
the

short
line

segm
ents

form
ed

by
linking

edge
pixels,

ase
d
ge

seg
m

e
n
ts.E

ach
feature

segm
ent

indi-
cates

the
vicinity

and
approxim

ate
direction

ofthe
boundary

to
be

found.F
rom

the
C

anny
edge

detector
and

linking
step,

w
e

obtain
thee

d
ge

seg
m

e
n
tsgenerated

by
the

objectas
w

ell
as

by
the

background.
W

e
first

throw
aw

ay
those

lying
out-

side
the

vicinity
of

a
nyfe

a
tu

re
seg

m
e
n
ts.T

he
goal

now
is,

for
each

feature
segm

ent,to
find

a
path

thatis
form

ed
by

an
ordered

setofed
ge

seg
m

e
n
tswithin

its
vicinity.

To
link

the
e
d
ge

seg
m

e
n
tsinto

m
eaningfulboundaries,w

e
first

look
for

the
adm

issible
connection

for
each

edge
seg-

m
ent.

S
ee

F
igure

13.
W

e
define

a
connection

betw
een

edge
segm

entS
1
=

P
12
�

P
11

and
S

2
=

P
22
�

P
21

as
adm

issible
if:

S
1
�S

2
�

0:0;
α

1
<

T
sm

;
α

2
<

T
sm

w
here

P
11 ,

P
12 ,

P
21

and
P

22
are

the
ends

of
the

tw
o

seg-
m

ents
under

consideration,
α

1
is

the
angle

betw
eenS1

and
the

potentialconnecting
segm

ent
C

12
=

P
21
�

P
12 ,α

2
is

the
angle

betw
eenC

12
and

S
2 ,

T
sm

is
the

m
axim

um
angle

al-
low

ed
for

the
connection.

N
ext

in
order

to
select

the
m

ost
desired

connection,
w

e
define

a
function

G
L

to
eva

luate
the

“goodness”
ofthe

potentialconnection
:

G
L(S

1 ;S
2 )
=

co
s(α

1 )co
s(α

2 )
(1
+

co
s(α

1 )co
s(α

2 )log(M
2 ))

(w
D

1
+
(1
�

w
)D

2 )

w
here

D
1

is
the

length
of

theC
12

and
D

2
is

the
dista

nce
from

the
P

22
to

the
feature

segm
entL,M

2
is

the
edge

m
ag-

nitude
ofedge

segm
entS2 ,w

is
the

w
eight

ofD
1

taken
as

a
constant

in
our

experim
ents.

T
he

rationale
behind

this
defi-

nition
is

that
w

e
alw

ays
favor

a
connection

that
contributes

to
a

sm
ooth

path
running

alongL,form
ed

by
segm

ents
w

ith
strong

edge
m

agnitude.

S
2

S
1

P
22

P
21

P
12

P
11

α
1

α
2

L

D
2

F
igure

13:L
in

k
tw

o
e
d
ge

seg
m

e
n
ts

T
hus

based
onG

L,w
e

find,for
the

tw
o

ends
ofeach

edge

c

T

h
e

E
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L
e
e,

G
u

a
n
d

T
h
a
lm

a
n
n

/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

segm
ent,

its
best

connection
that

m
axim

izes
G

L
am

ong
all

ofits
neighboringe

d
ge

seg
m

e
n
ts.N

ow
w

e
are

ready
to

build
the

path.
S

tarting
from

each
edge

segm
ent,

w
e

connect
it

to
its

tw
o

best
connections

com
puted

by
G

L
to

form
a

par-
tialpath.

F
or

thee
d
ge

seg
m

e
n
tssitting

on
the

head
and

tail
of

this
partialpath,

w
e

connect
their

open
ends

to
their

re-
spective

best
connections.

T
his

procedure
is

repeated
until

there
is

no
further

connection
possible.

S
o

a
path
P

consists
of

a
sequence

ofed
ge

seg
m

e
n
ts

Si ,i
=

1;2;:::;N
.

N
ow

w
e

need
another

evaluation
function

to
assess

the
“goodness”

of
a

path.W
e

define
a

functionG
P

as:

G
P
(P
)
=

Σ
M

i =
(w

1 D
T

1
+

w
2 D

T
2
+

w
3 Σ

D
i (1

+
sin(α

i
;1 )

+
sin(α

i
;2 )))

w
here

Σ
M

i
is

the
sum

m
ation

of
the

edge
m

agnitudes,
D

T
1

is
the

distance
betw

een
the

path
ends

to
the

ends
of

the
feature

segm
ent,

andDT
2

is
the

average
distance

from
the

pixe
ls

on
the

path
to

the
fe

a
ture

segm
e

nt.
D

i ,α
i
;1

and
α

i
;2

correspond
toD

1 ,α
1

andα
2

in
F

igure
13,respectively.

w
1 ;w

2 ;w
3

are
the

w
eights

of
each

m
easurem

ent
(here

w
e

take
the

value
0.2,

0.2
and

0.8
respectively).

A
m

ong
all

the
paths

found,
the

oneP
�

m
axim

izing
G

P
is

selected,
i.e.

P
�

=
a
rg

m
axP

(G
P
(P
)).W

e
show

a
few

exam
ples

in
F

igure
14.

3.6.
F

ine
skin

m
odification

w
ith

silhouette
inform

ation

A
fter

the
skeleton

adjustm
ent

and
rough

skin
m

odification
in

the
previous

sections,
the

skin
parts

have
been

adjusted
into

proper
orientation

and
rough

size.N
ow

w
e

discuss
how

the
im

age
silhouettes

are
used

to
further

m
odify

the
body

so
thatthe

finalbody
w

illproduce
the

sam
e

silhouettes
as

those
extracted

from
the

im
ages.

To
build

the
2D

-3D
association,

w
e

back
project

the
2D

into
3D

space.
T

he
silhouettes

from
the

front
or

back
view

are
m

apped
onto

theX
Y

plane
and

also
the

side
view

is
m

apped
onto

theZ
Y

plane.
F

or
each

viewv,
every

sliceS
i

has
tw

o
points,V

vi1
andV

vi2
on

the
occluding

slice.T
hese

tw
o

points
correspond

to
tw

o
pixels

on
the

silhouette.
D

enote
these

tw
o

corresponding
pixels

as
P

vj1
and

P
vj2 .G

enerally
the

num
ber

ofpixels
is

m
uch

largerthan
the

num
ber

ofslices,so
w

e
use

the
follow

ing
form

ula
to

selectthe
proper

pixelpair:

P
vjk
=

P
v1
+
(M

C
i �

M
C

1 )=(M
C

K
�

M
C

1 )(P
vN
�

P
v1 )

w
herek

=
1;2,andP

v1
andP

vN
are

the
firstand

lastpixelon
the

silhouette,M
C

i ;i
=

1;2;:::;K
is

the
m

ass
center

of
slice

i.
A

ll
the

parts
except

the
arm

s
have

silhouettes
from

tw
o

view
s,i.e.front/back

and
side

view
s.T

he
arm

s
only

have
sil-

houettes
extracted

from
the

front/back
view

.
N

ow
the

prob-
lem

is
reduced

to
how

to
m

odify
the

m
odelslice

given
2

or
4

data
points

thatare
associated

to
points

on
the

slice.W
e

first
apply

a
globaltranslation

to
allthe

points
on

the
slice

so
that

the
m

ass
center

of
the

slice
coincides

w
ith

the
m

idpoint
of

the
tw

o
back-projected

pixels.
T

hen
w

e
do

a
globalscaling

F
igure

14:Im
age

s
w

ith
su

p
e
r-im

p
o
se

d
silh

o
u
e
tte

to
the

slice.T
he

scaling
factor

is
estim

ated
as

the
ratio

ofthe
distance

betw
een

the
tw

o
associated

pixels
and

thatbetw
een

the
tw

o
points.T

he
silhouette

from
front/back

im
age

is
used

to
scale

the
slice

onX
Y

plane
and

that
from

side
view

is
used

to
scale

inZ
Y

plane.
In

order
to

ensure
the

tw
o

points
V

vi1
andV

vi2
thatsiton

the
occluding

slice
to

produce
the

pix-
els

sam
e

as
the

tw
o

associated
pixels

P
vi1

and
P

vi2 ,w
e

apply
a

translationT
i
;m

to
each

pointV
i
;m

ofthe
slice

as
follow

s:

T
i
;m
=

w
(P

vi1
�

V
vi1 )
+
(1
�

w
)(P

vi2
�

V
vi2 )

w
here

w
=

A
rcL

(V
i
;m
;V

vi2 )=A
rcL

(V
vi1 ;V

vi2 ),
m

=
1;2;:::;N

i ;N
i

is
the

num
ber

of
points

on
sliceS

i ,
and

A
rcL

(:)
is

a
function

com
puting

the
arc

length
of

the
slice

curve.
T

his
m

akes
sure

the
m

odified
slice

w
illgenerate

the
exactly

sam
e

im
age

pixelpoints
under

the
sam

e
projection

w
hile

keeping
the

curve
sm

oothness.
S

pecialcare
is

needed
for

the
shoulder-upper

arm
s

joining.
T

he
generic

body
has

slices
thatare

used
to

sm
oothly

transitthe
shoulder

to
upper

arm
(see

F
igure

10
(d)).H

ow
ever

there
is

actually
no

explicit
corresponding

inform
ation

in
the

im
age.

F
ortunately,

w
e

can
rely

on
the

association
of

the
upper

arm
w

ith
the

torso
to

adjustthese
few

slices.F
irstofall,the

orientation
and

the

c

T

h
e

E
urographics

A
sso

ciation
and

B
lackw

ellP
ublishers
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L
e
e,G

u
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n
d

T
h
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n
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/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

size
in

X
Y

plane
of

these
slices

are
adjusted

by
m

aking
use

ofthe
silhouette

generated
by

the
m

id
d
le

sh
o
u
ld

e
r

p
o
in

tand
the

estim
ateda

rm
p
itp

o
in

t.S
econdly,w

e
have

to
enforce

the
upper

arm
to

be
seam

ed
to

the
arm

hole,w
hich

is
associated

w
ith

the
torso.

In
such

a
w

ay,
w

e
can

estim
ate

a
rough

scaling
inY

Z
plane

since
the

torso
has

been
m

odified
by

its
side

view
silhouettes.

3.7.
Texture

m
apping

W
e

use
only

the
front

and
back

view
s

for
texture

m
apping

since
the

tw
o

view
s

are
enough

to
cover

the
w

hole
body

ex-
ceptfor

the
head.T

he
head

texture
m

apping
is

done
w

ith
the

frontand
the

side
view

s
as

show
n

in
the

section
3.2.

F
or

the
texture

m
apping,

w
e

have
to

give
texture

coordi-
nates

to
points

on
skin

envelope.S
ince

there
are

tw
o

im
ages

used,w
e

have
to

m
ake

a
partition

ofthe
skin

envelope
poly-

gons,eitherto
the

frontview
orto

the
back

view
by

checking
the

cross
productofthe

vertex
norm

alw
ith

the
view

ing
vec-

tor.
If

the
point

belongs
to

a
front

(back)
view

polygon
(i.e.

visible
to

front/back
view

point),w
e

define
the

pointas
hav-

ing
front

(back)
view

.
If

the
vertex

belongs
to

both
a

front
view

polygon
and

a
back

view
polygon,w

e
define

the
vertex

as
having

front+
back

view
.S

ince
the

vertex
w

ith
front+

back
view

is
located

on
the

boundary
ofthe

frontand
side

view
s,

w
e

set
tw

o
texture

coordinates,
one

in
the

front
view

im
age

and
the

other
in

the
back

view
im

age.F
or

the
other

vertices,
itis

stra
ightforw

a
rd

to
se

tthe
texture

coordinate
e

ithe
r

in
the

frontview
im

age
or

in
the

back
view

im
age.

To
get

the
texture

coordinates,
w

e
use

a
projection

onto
the

X
Y

plane
in

the
im

age
space.H

ere
w

e
have

to
pay

atten-
tion

since
there

are
tw

o
bodies

either
from

the
front

and
the

side
view

s
orthe

back
and

side
view

s.W
e

follow
the

process
such

as:

1.
deform

the
body

w
ith

the
back

and
side

view
s;

2.
project

back/front+
back

view
points

onto
the

back
view

im
age

plane
to

getthe
texture

coordinates;
3.

deform
the

body
w

ith
the

frontand
side

view
s;

4.
project

front/front+
back

view
points

onto
the

front
view

im
age

plane
to

getthe
texture

coordinates.

T
hen

the
finalindividualized

body
has

the
proper

texture
m

apping
on

both
the

frontview
and

the
back

view
.H

ow
ever

there
are

stillsom
e

problem
s

on
the

boundaries
as

show
n

in
the

leftside
im

ages
in

F
igure

15.
T

here
are

m
ainly

tw
o

rea-
sons

causing
this

problem
.F

irst,due
to

the
size

ofpolygons
on

the
virtualbody,w

hich
is

m
uch

bigger
than

the
pixelsize

of
im

ages,
the

projected
boundaries

of
the

triangles
on

the
frontaland

back
view

boundary
do

notm
atch

to
the

detected
boundaries

based
on

pixel
size.

In
addition

due
to

the
lim

-
ited

digitization
resolution

ofthe
cam

era,the
pixelcolors

on
the

boundary
of

foreground
and

background
are

usually
the

sm
eared

com
bination

ofthe
boundary

and
foreground

color.
F

urtherm
ore

the
noisy

effect
of

the
texture

is
m

agnified
by

the
3D

triangles
on

the
boundaries.

S
econdly

although
the

tw
o

im
ages

used
for

texture
m

apping
are

usually
taken

un-
der

sam
e

illum
ination

condition,
they

are
not

necessarily
to

have
the

sam
e

visualintensities
or

colors.
S

o
w

hen
they

are
m

apped
onto

the
3D

body,
the

difference
in

the
color

and
intensity

can
be

easily
perceived.

In
order

to
rem

ove
the

firstcause
by

digitization
process,

w
e

m
odify

the
pixelcolors

w
ithin

the
neighborhood

ofeach
edge

pixel.S
ince

from
the

previous
edge

detection
process-

ing,
w

e
have

already
know

n
w

hich
side

of
the

boundary
is

background,
w

e
search

along
the

perpendicular
direction

to
the

edge
for

a
foreground

pixeland
take

its
color

as
the

color
for

the
edge

neighborhood
pixels.A

s
resultshow

s,this
sim

-
ple

processing
rem

oves
the

noisy
effect

of
the

digitization
process.

N
ext,

w
e

need
to

sm
ooth

the
frontaland

back
texture

to
rem

ove
the

difference
betw

een
the

tw
o

im
ages.

F
rom

the
feature

points
given

in
the

previous
processing,

w
e

can
rec-

ognize
sem

antically
the

various
body

parts,
hence

establish
the

part
correspondences

betw
een

the
tw

o
im

ages.
W

e
fur-

ther
find

the
pixel

correspondence
according

to
the

bound-
ary

lengths.W
ithin

the
neighborhood

ofthe
tw

o
pixels

from
frontal

and
back

view
im

ages
respectively,

w
e

use
a

linear
blending.

L
etC

F
and

C
B

are
edge

pixels
in

correspondence
from

the
frontaland

back
view

im
ages

respectively.T
hen

for
any

pixelp
F

and
p

B
in

the
linear

neighborhood
oflengthLε

defined
to

be
perpendicular

to
the

localboundary
at

C
F

and
C

B
respectively,

w
e

com
pute

its
color

using
the

follow
ing

blending
function:

F
b
ld(p

F
)
=

α
F1

F
(p

F
)
+
(1:0

�
α

F1
)B
(p

B
)

B
b
ld(p

B
)
=

α
B1 F

(p
F
)
+
(1:0

�
α

B1
)B
(p

B
)

w
here

α
F1
=

0:5(1:0
+

d
(C

F
;p

F
)=L

ε ),
α

B1
=

0:5(1:0
+

d
(C

B
;p

B
)=L

ε ),
F
(:)

and
B
(:)

denote
the

original
color

of
the

originalp
F

and
p

B
w

hile
F

b
ld(:)

and
B

b
ld(:)

denote
the

blended
color

for
the

pixels
under

consideration.

F
igure

15
show

s
the

texture
m

apping
results

before
and

after
texture

blending.

F
igure

15:T
h
e

e
ffe

cto
ftextu

re
b
le

n
d
in

g

4.
C

onnection
betw

een
body

and
face

and
results

W
e

processed
face

cloning
and

body
cloning

separately.
E

ven
though

the
size

of
the

face
is

m
uch

sm
aller,

w
e

have

c

T

h
e

E
urographics

A
sso

ciation
and

B
lackw

ellP
ublishers

2000.



L
e
e,

G
u

a
n
d

T
h
a
lm

a
n
n

/A
n
im

a
ta

b
le

V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
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F
igure

16:F
in

a
lH

-A
n
im

1
.1

b
o
d
ie

s
w

ith
d
e
ta

ile
d

in
d
ivid

u
-

a
lize

d
fa

ce
s

co
n
n
e
cte

d
to

th
e

b
o
d
ie

s.T
h
ey

a
re

m
o
d
ifie

d
fro

m
o
n
e

ge
n
e
ric

m
o
d
e
l

to
keep

a
detailed

structure
and

high
resolution

for
a

face
since

w
e

often
zoom

in
the

face
to

see
facialanim

ation
and

com
m

unication.S
o

w
e

use
separated

im
ages

forface
cloning

and
body

cloning
and

these
tw

o
cloning

m
ethods

use
differ-

enttexture
m

apping
schem

es.T
he

body
texture

com
es

from
the

front
and

back
view

w
hile

the
face

texture
com

es
from

the
front

and
side

view
due

to
the

sphere
like

shape,
w

hich
needs

a
side

view
for

proper
texture

for
ear

parts.
W

hen
w

e
have

a
face

and
a

body
reconstructed

separately,
w

e
have

to
connectthem

properly
to

m
ake

a
sm

ooth
envelope

for
a

per-
fectly

sm
oothed

body.
W

e
check

the
face

size
and

location
of

the
face

on
the

front
and

side
view

body
im

ages
using

feature
points

as
show

n
in

F
igure

7.T
hen

sim
ple

translation
and

scaling
locate

the
individualized

face
on

the
individual-

ized
body.

W
e

use
an

autom
atic

sticking
betw

een
them

by
finding

the
nearestpoints

on
the

neck
and

the
head

to
ensure

the
connection.

F
igure

17:A
n
im

a
tio

n
in

a
virtu

a
le

nviro
n
m

e
n
t

T
he

finalbodies
are

show
n

in
F

igure
16*

w
ith

the
input

im
ages

in
F

igure
14.

S
ince

the
generic

body
had

H
-A

nim
1.1

structure,the
individualized

bodies
keep

the
sam

e
struc-

ture
in

V
R

M
L

H
-A

nim
1.1

form
at,

w
hich

m
eans

w
e

can
anim

ate
the

bodies
im

m
ediately.

T
he

final
bodies

are
ex-

ported
into

V
R

M
L

form
at

and
can

be
loaded

in
public

w
eb

brow
sers.F

igure
17

show
s

an
anim

ation
exam

ple
in

a
virtual

environm
ent 4.

S
ince

w
e

are
using

seam
less

skin
structure

for
a

real-tim
e

anim
ation,the

skin
and

textures
are

sm
oothly

connected
during

anim
ation.

5.
C

onclusion

In
this

paper,w
e

introduce
a

m
odel-based

approach
to

photo-
realistic

anim
atable

virtualhum
an

cloning
from

severalpic-
tures.

T
he

m
ethod

takes
as

input
tw

o
photos

of
the

face
of

the
subject

and
three

photos
of

her/his
body.

Tw
o

differ-
entcloning

m
ethods

are
em

ployed
to

face
and

body
respec-

tively.
T

he
efficient

and
robust

face
cloning

m
ethod

show
s

the
processes

of
m

odifying
a

generic
head

for
shape

acqui-
sition

and
producing

texture
im

ages
by

com
bining

orthogo-
nalim

age
pair

sm
oothly.

A
n

H
-A

nim
1.1

com
pliant

generic
body

is
taken

to
serve

as
our

reference
m

odel
for

a
body.

U
nlike

other
existing

system
s,

w
hich

require
special

envi-
ronm

ent
to

obtain
input

data,
w

e
seek

the
solution

through
a

friendly
user

interface
for

an
accurate

localization
of

fea-
ture

points,
w

hich
are

used
both

for
autom

atic
edge

extrac-
tion

and
for

m
odifying

the
generic

body
into

individualized
ones.

A
sim

ple
but

effective
heuristics-based

boundary
ex-

traction
algorithm

is
proposed

to
autom

atically
extract

the
body

silhouette
from

the
im

ages.T
hen

to
avoid

the
possible

overlapping
for

skin
parts,

w
e

introduce
a

tw
o-step

m
odifi-

cation,
first

rough
m

atching
just

w
ith

feature
points

infor-
m

ation
and

then
fine

m
atching

w
ith

detected
edge

inform
a-

tion.
T

he
body

texture
m

apping
is

processed
using

tw
o

im
-

ages.
M

oreover,
w

e
connect

the
individualized

head
to

the

c

T

h
e
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b
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V
irtu

a
lH

u
m

a
n
s

fro
m

P
h
o
tog

ra
p
h
s

individualized
body

to
form

a
com

plete
anim

atable
hum

an
m

odel.A
s

a
result,w

e
are

able
to

anim
ate

the
cloned

hum
an

m
odels

in
virtual

environm
ents.

T
his

m
ethod

show
s

better
cloning

of
the

w
hole

body
in

term
s

of
both

reconstruction
and

anim
ation.

T
he

robustness
and

practical
usefulness

of
the

face
reconstruction

m
ethod

is
proved

on
several

public
dem

onstrations
such

as
O

R
B

IT
’98

in
B

asel(C
H

),C
E

B
IT

’99
in

H
annover

(D
E

),
S

M
A

U
’99

in
M

ilano
(IT

),
and

T
E

L
E

-
C

O
M

’99
in

G
eneva

(C
H

).In
these

events,hundreds
ofpeo-

ple
(A

sian/C
aucasian/A

frica,
fem

ale/m
ale,

young/old)
w

ere
cloned

and
anim

ated
in

a
virtualw

orld
in

around
5

m
inutes.

T
he

w
hole

body
reconstruction

also
takes

sim
ilar

tim
e.

T
he

autom
atic

reconstruction
of3D

clothes
from

the
sam

e
photo

inputas
w

e
use

here
is

the
ongoing

research
topic.
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A
rchaeological V

isualisation
 T

he need for realism

•
C

om
puter G

raphics allow
 virtual

environm
ents to be “constructed” on a

com
puter in a straightforw

ard m
anner

•
C

om
puter 

reconstructions 
can 

be 
easily

m
isleading

•
R

ealism
 is essential  if w

e are to provide an
insight into how

 these sites m
ay have

appeared

R
ealistic flam

e

oil+w
ater

oil

0.734  0.263  0.001
0.744  0.253  0.003

oil+salt

0.715  0.266  0.019
Spectral readings of different fuel types



D
ifferent fuel types

M
odern lighting

T
allow

 candle

O
live oil

W
ith salt

W
ith w

ater

C
ap B

lanc



C
apturing the data at C

ap B
lanc

From
 depth m

ap to 3D
 m

odel

T
op scan

B
ottom

 scan



R
econstructing C

ap B
lanc

R
ealistic L

ighting

M
odern lighting

A
nim

al tallow
 candle



V
isual A

daptation

Ferw
erda et al, 1996

•
M

edia participation

–
accurate flam

e and sm
oke

•
T

he need for realism

–
laser scanning, psychophysics

•
C

om
plexity of environm

ents

–
parallel processing, visual perception

•
M

ulti-disciplinary nature

–
archaeology, psychology, engineering, art history

•
M

ulti-sensory

–
acoustic rendering

H
eritage sites offer significant challenges to com

puter graphics
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Autonomous 
Virtual Humans and Crowds 

for Cultural Heritage 
Virtual Environments

Daniel Thalmann

Why autonomous Virtual Humans and Crowds 
in Cultural Heritage Virtual Environments?

• Because old cities were inhabited
• Because nobody wants to animate the details 

of animation of the inhabitants
• Problems to solve: individual behaviors, 

collective behaviors, interaction with objects   

Autonomous Virtual Humans

• Autonomous: 

• Have own goals, rules
• react to environment
• make decisions based on perception 

systems, memory and reasoning.
• communicates with other virtual 

humans and real humans

Our starting structure

ACTION

EMOTIONPERCEPTION

BEHAVIOR

behavioral loop (on time)
initialize animation environment 
while (not terminated) {

update scene 
for each actor
realize perception of  environment
select actions based on sensorial                  
input, actual state, specific behavior

for each actor
execute selected actions }

Action
Actions may be at several degrees of complexity. 

• actor may simply evolve in environment or may 
interact with environment or even communicate 
with other actors. 

e.g.: navigation,  ball games. 

But, action is based on motion
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Motion Control

γ

α

β

A

B

direct kinematics

inverse kinematics

joint angles limb position/orientation

Kinematics

Dynamics

Motion capture

Walking

Grasping

Human Crowd Simulation
• Goal: Simulate in a realistic way the 

human crowd motion in specific 
environments.

Human Crowd Simulation
• Crowd behavior based on group behaviors

Crowd behavior

Groups specification

GB GB GB GB

Emergent behaviors

Individual

Behaviors

Group Behaviors

• Seek goal
• Flocking motion
• Collision avoidance
• Formation to a goal
• Following leaders
• Dispersion/Agregation

Acceleration Techniques
for rendering

• Culling (visibility, occlusion)

• Levels of detail (geometry, animation)

• Image-based rendering (HW layers, impostors) 

LOD: Human model
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Impostors
What are they?

• Textured plane(s) 
that rotate(s) to face 
the camera

• Texture is preferably 
dynamically 
generated

• Can be recursive (e.g. 
hands)

Impostors
Texture Generation

• Takes place in a hidden 
buffer

• Cashes in on hardware 
acceleration

• Uses an orthographic 
camera whose viewing 
frustum is set once for all

The Multiplane Impostor

• Virtual human divided into 17 parts: 
waist, torso, neck, head, upper arms, 
lower arms, upper legs, lower legs, 
hands and feet. 

• Each body part associated with a 
quadrilateral, which is placed in the 
scene so that it faces the viewer. 

• Textures for each body part are 
generated dynamically in an off-
screen buffer and copied to texture 
memory.

Example

Geometric
Object Model

+
Modelling of 
its Interaction 

Features
=

Smart Object

BEHAVIOUR open_drawer_1
UserGoto ref_position
CheckVar open1 false
UserDoGest gest1 LeftHand
SetVar open1 true    
DoCmd open1  

END
BEHAVIOUR open_drawer_2
...

Smart Objects

Geometric 
Parameters

Scripted 
Plans 
(Behaviours)

Simulation in the VE

+

STATE VARIABLES
open1 false
open2 false
...
END

State 
Variables +

+
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R
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1.1 C
row

d Structure 
W

e defined a crow
d as a set of groups com

posed of virtual 
agents. O

ur m
odel distributes the crow

d behaviors to the groups 
(G

B
) and then to the individuals. Further details about this 

distribution are presented in section 1.3. 
 

         
 

  
F

igure 1: H
ierarchical structure of the m

odel. 

A
s 

show
n 

in 
F

igure 
1, 

there 
are 

tw
o 

w
ays 

of 
setting 

the 
param

eters of our m
odel: scripted and external control. Scripted 

control defines scripted behaviors of the crow
d w

hereas external 
control specifies guided behaviors.  

A
s m

entioned before, our crow
d m

odel is represented through a 
hierarchical architecture w

here the m
inor entity to be treated 

consists 
of 

groups. 
In 

our 
case, 

the 
intelligence, 

m
em

ory, 
intention and perception are focalized in the group structure. 
A

lso, each group can obtain one leader. T
his leader can be 

chosen random
ly by V

iC
row

d, defined by the user or can em
erge 

from
 the sociological rules. 

C
oncerning 

the 
crow

d 
control 

features, 
V

iC
row

d 
aim

s 
at 

providing autonom
ous, guided and program

m
ed crow

ds (T
able 

2). V
arying degrees of autonom

y can be applied depending on 
the 

com
plexity 

of 
the 

problem
. 

E
xternally 

controlled 
groups, 

<guided groups>
, no longer obey their scripted behavior, but act 

according to the external specification [18].  

A
t a low

er level, the individuals have a repertoire of basic 
behaviors that w

e call innate behaviors. A
n innate behavior is 

defined as an “inborn” w
ay to behave. E

xam
ples of individual 

innate behaviors are goal seeking behavior, the ability to follow
 

scripted or guided events/reactions, the w
ay trajectories are 

processed and collision avoided. 

W
hile 

the 
innate 

behaviors 
are 

included 
in 

the 
m

odel, 
the 

specification of scripted behaviors is done by m
eans of a script 

language (see S
ection 5). T

he groups of virtual agents w
hom

 w
e 

call <program
m

ed groups>
 apply the scripted behaviors and do 

not need user intervention during sim
ulation. U

sing the script 
language, the user can directly specify the crow

d or group 
behaviors. In the first case, the system

 autom
atically distributes 

the crow
d behaviors am

ong the existing groups.  

E
vents and reactions have been used to represent behavioral 

rules. 
T

his 
reactive 

character 
of 

the 
sim

ulation 
can 

be 
program

m
ed in the script language (scripted control) or directly 

given by an external controller (Figure 1). W
e call the groups of 

virtual 
agents 

w
ho 

apply 
the 

behavioral rules 
<autonom

ous 
groups>

. C
onsidering the levels of autonom

y presented in this 
w

ork, Figure 2 show
s the priority criteria. 

 
R

eaction 
E

xternal C
ontrol 

G
roup B

ehavior 
R

eaction 
S

cripted C
ontrol 

G
roup B

ehavior 
Innate B

ehavior 
 

F
igure 2

: T
he behavior priority. 

 
T

hese priority criteria aim
 at solving the problem

s that occur 
w

hen different types of control are applied at the sam
e tim

e to 
sam

e characters im
plying the sam

e nature of tasks. For instance, 
w

hen 
the 

external 
controller 

sends 
an 

order 
to 

go 
to 

the 
restaurant, it can not turn off the collision avoidance, or change 
the w

ay the trajectories are com
puted (innate behavior). O

n the 
other hand, external controller could explicitly change the group 
behavior “collision avoidance” to be applied to turn O

N
 or O

FF 
interactively w

ith m
ore priority than the innate behavior. 

F
igure 3: Scenes of sim

ulation of evacuation due to a panic 
situation. U

p-left and up right: before the panic situation, the 
crow

d w
alks. D

ow
n

-left and dow
n right: crow

d reacts becau
se 

an event generated w
hen the statue becom

es alive. 

A
nother exam

ple of m
ultiple controls is: if a group’s intention is 

to visit a m
useum

 (scripted group behavior), but a panic situation 

L
ow

 

H
igh 

Script 
control 
(S

cripted 
behaviors) 

Crowd 
Behavior 

G
B

 

Individual behavior 

E
vents 

and 
R

eaction

E
vents 

and 
R

eaction

G
B

 
G

B
 

E
xternal control 

(G
uided 

behaviors) 
 



occurs (event), this group can then perform
 the program

m
ed 

reaction associated w
ith the event. T

his reaction can either be 
externally specified (during the sim

ulation) or pre-program
m

ed in 
the script, e.g. exit the environm

ent. Figure 3 show
s som

e im
ages 

of a panic situation sim
ulation, w

here 100 agents react by exiting 
the m

useum
 because a statue has becom

e alive. F
urther details 

about the reactive behaviors are given in S
ection 5. 

1.2 C
row

d Inform
ation  

W
e 

deal 
w

ith 
three 

categories 
of 

inform
ation 

in 
order 

to 
characterize 

the 
crow

ds: 
know

ledge, 
beliefs 

and 
intentions. 

K
now

ledge represents the inform
ation of the virtual environm

ent, 
for exam

ple: <the real position of a chair>. B
eliefs describe the 

internal status of groups and individuals, for instance: <
group 0 

is happy>
. F

inally, intention represents the goals of the crow
d 

and groups of agents, e.g. <
group 1 goes to the bank>

. T
able 3 

describes the inform
ation existent in each one of three levels of 

entity in our m
odel: (crow

d, groups and individuals). 
 

C
R

O
W

D
 

G
R

O
U

P
S

 
IN

D
IV

ID
U

A
L

S
 

K
now

ledge 
B

eliefs 
K

now
ledge 

B
eliefs 

Intentio
ns 

B
eliefs 

Intention
s 

O
bstacles 

to avoid 
G

roup 
m

em
ory 

R
elationsh
ip w

ith 
other 

groups 

Follow
 

group or 
change of 

groups 
Interest 

points of 
the scene 
A

ctions 
points  

C
row

d 
param

et
ers 

 
G

roup 
P

erception 

G
roup 

param
et

ers 

G
oals and 

actions to 
be applied 

Status of 
dom

inatio
n   

B
e leader 

T
able 3: C

ategories of inform
ation distributed am

ong the 
entities of crow

d and dynam
ically changed during the sim

ulation 

T
he 

next 
sections 

present 
further 

details 
about 

crow
d 

inform
ation. 

1.2.1 K
now

ledge 

T
he 

crow
d 

know
ledge 

represents 
the 

inform
ation 

about 
the 

virtual environm
ent. E

xam
ples of crow

d know
ledge are locations 

of the interest points of the scene and inform
ation about the 

action 
to 

be 
applied 

in 
som

e 
locations. 

G
roup 

know
ledge 

concerns the m
em

ory of groups related to the past experiences as 
w

ell as perception related to agents and groups. 
 1.2.1.1 C

row
d O

bstacles  

T
he obstacles to be avoided by the crow

d are defined in tw
o 

w
ays. T

he first one relies on the declaration of all objects of the 
scene; the second one 

concerns the declaration of the areas 
w

here the crow
d can w

alk. T
he inform

ation can also be m
ixed, 

declaring som
e regions w

here the crow
d can w

alk w
ith som

e 
obstacles to be avoided. 

1.2.1.2 C
row

d M
otion and A

ction  

In addition to avoiding obstacles, it is possible to define crow
d 

m
otion and action. C

row
d m

otion is described using goals that 
can be: interest points (IP

 – locations w
here the crow

d m
ust pass 

through) and action points (A
P

 - locations w
here the crow

d can 
if necessary go and on arrival m

ust perfo
rm

 an action). T
hese 

points thus define the crow
d paths [18]. B

asically, the path 
follow

ed by the crow
d is specified using a set of IP

s and A
P

s 
that are associated w

ith the groups of agents. F
igures 4 and 5 

show
 IP

s and A
P

s respectively.  

A
s the agents fro

m
 the sam

e group share the sam
e list of A

P/IP 
(group’s 

goals), 
each 

tim
e 

one 
group 

arrives 
in 

a 
goal, 

w
e 

com
puted one different B

ézier curve for each individual betw
een 

the current goal and next one. T
hen, these curves are stored for 

each individual only until the end of their application (during the 
sim

ulation).  

T
he paths for the different agents from

 the sam
e group can be 

sim
ilar but are never the sam

e because they cannot occupy the 
sam

e sub-region, as show
ed in Figure 4. 

IP

IP

IP

IP

 
F

igure 4: F
am

ily of B
ézier curves to define the group paths. 

 

    

   

F
igure 5: Som

e IP
s used to drive the crow

d m
otion. 

 
F

igure 6: A
n A

P
 w

here the action is applause. 

T
he A

P
s param

eters are checked to know
 if the action to be 

applied can be used by m
ore than one agent at the sam

e tim
e or 

not. For instance, a counter (w
hich m

eans in our context, a flat 
surface in a bank or shop w

here individuals can be served) is 
considered as an individual A

P
 w

hereas a piece of art in a 
M

useum
 is considered as a shared A

P
. T

his classification is 
useful in order to coherently distribute the agents in A

P
 regions. 



1.2.1.3 G
roup K

now
ledge 

T
he m

em
ory of groups is processed only by the leader of the 

group. In fact the m
em

ory is a structure w
here the leader’s 

perceived inform
ation can be stored and processed afterw

ards 
depending on the specified behavioral rules. T

he size of the 
m

em
ory (capacity of storage) can be pre-defined for each group 

of crow
d. 

G
roup perception concerns the inform

ation about the location of 
groups/agents 

as 
w

ell 
as 

som
e 

associated 
param

eters: 
know

ledge, beliefs and intentions. In this w
ay, a group can 

perceive the internal status of another group, for instance. A
s 

w
ith m

em
ory, the perception is associated to just the leader of 

group.  

1.2.2 B
eliefs 

T
he crow

d beliefs represent the list of behaviors to be applied by 
the groups as w

ell as the em
otion. T

he crow
d beliefs are used to 

generate the group beliefs. T
hese can be shared specifications or 

be redefined. T
he individual beliefs concern internal variables 

used by the sociological m
odel in order to specify crow

d effects: 
F

or instance, <
relationship w

ith others groups>
 describes a value 

for relationships w
ith all the groups of the crow

d w
hich can 

influence the agents’ intention to change groups or not (m
ore 

details about agents’ ability to change groups in G
oal C

hanging 
behavior). T

he param
eter <

status of dom
ination>

 represents the 
individual intention to be a leader or not. T

hese tw
o param

eters 
are only used if the sim

ulation has to apply sociological effects. 

1.2.2.1 C
row

d and G
roup B

ehaviors  

H
igh-level 

behaviors 
are 

specified 
in 

order 
to 

characterize 
crow

ds. 
T

hese 
behaviors 

can 
be 

program
m

ed 
in 

the 
script 

language or directly inform
ed using guided control (Fig. 1). T

he 
list above presents the eight group behaviors actually existent in 
V

iC
row

d. 
 1. F

locking:  
G

roup ability to w
alk together in a structured 

group m
ovem

ent w
here agents from

 the sam
e group w

alk at the 
sam

e 
speed 

tow
ards 

the 
sam

e 
goals 

[18]. 
T

his 
behavior 

is 
responsible for flocking form

ation presented in som
e group 

m
otions in the 

real w
orld, e.g. flock of birds. In our case, w

e 
defined four rules to m

odel the flocking form
ation.  

1. 
the agents from

 the sam
e group share the sam

e list of 
goals; 

2. 
they w

alk at sim
ilar speeds; 

3. 
they follow

 the paths generated as show
ed in section 3.2.1; 

4. 
one agent can w

ait for another on arrival at a goal w
hen 

another agent from
 the sam

e group is m
issing. 

C
onsequently, the agents from

 the sam
e group w

alk together. 
W

e considered it as an im
portant characteristic of our m

odel, 
because in real life people w

alk in
 groups. T

o decide w
hether one 

agent m
ust w

ait or not for another (rule 4), it is necessary to 
evaluate if all the agents from

 the sam
e group arrived on a 

specific goal. If not, the agents w
ho have arrived m

ust w
ait. 

 

2. F
ollow

ing:  
G

roup 
ability 

to 
follow

 
a 

group 
or 

an 
individual m

otion. In this case w
e have defined the assum

ption 
of group goals w

hich can be perm
anent or tem

porary. L
et be 

G
roup A, a group w

hich follow
s 

G
roup B. If the follow

ing 
m

otion is perm
anent, G

roup A adopts the goals inform
ation of 

G
roup 

B
 

until 
the 

end 
of 

sim
ulation. 

If 
this 

behavior 
is 

tem
porary, G

roup A shares the list of goals of 
G

roup B at 
som

e periods of the sim
ulation but in a random

ly defined 
m

anner.  

3. G
oal C

hanging: A
gents 

can 
have 

the 
intention 

to 
change 

groups, consequently assum
ing the goals of its new

 group. It 
can occur only w

hen the sociological effects are applied [17]. 
B

asically, 
individuals 

have 
a 

m
ore 

com
plex 

structure 
of 

param
eters including: i) a value for the relationship w

ith all 
groups (value betw

een 0 and 1) and ii) a value for its dom
ination 

status, w
hich describes how

 m
uch the considered agent is able 

to dom
inate the others (leadership ability).  If the relationship 

w
ith other groups is better than the current group, individuals 

can change groups. A
lso, if the individual presents a high value 

for leadership ability, he/she can becom
e the new

 leader of the 
group, w

hich can change the group behavior too. 
 

4. A
ttraction: 

G
roups 

of 
agents 

are 
attracted 

around 
an 

attraction point. U
sing a graphical interface, the user draw

s bi-
dim

ensional 
regions 

or 
selects 

specific 
positions 

w
here 

the 
crow

d should be positioned at a specific tim
e. In association w

ith 
this com

m
and, a <

look_at>
 behavior can be added in order to 

determ
ine the required orientation for each agent. Figure 7 show

s 
the 

O
pen 

Inventor 
interface 

through 
w

hich 
the 

regions 
are 

specified w
here the crow

d should be located, as w
ell as the 

attraction point defined by the <
look_at>

 com
m

and.  
 

           
F

ig. 7
: B

lue boxes representing the regions w
here the crow

d 
should be located in and the attraction point is the place w

here 
the crow

d m
ust look at. 

       
 

F
ig. 8: T

he crow
d positioned inside the regions looking at the 

attraction point. 



R
epulsion 

A
rea 

R
epulsion 

A
rea 

T
o distribute the crow

d over bi-dim
ensional regions, w

e apply a 
sim

ple 
spatial distribution m

ethod to define the sub-regions 
w

here the agents are placed (Fig. 8). In addition, this distribution 
considers the required crow

d density to be sim
ulated (high or 

low
 density) depending on the num

ber of agents. A
fterw

ards, the 
agents are able to w

alk to their goal avoiding collision w
ith the 

others. 
 5. R

epulsion: 
G

roup ability to be repulsed from
 a specific 

location 
or 

region. 
T

he 
opposite 

of 
attraction 

behavior, 
the 

repulsion behavior relies on the generation of crow
d goals 

outside the area to be expulsed. C
onsequently, the agents stay 

outside the area to be avoided and take their next intentions 
(goals) representing avoid the repulsed area. A

t the end of 
repulsion behavior, the agents are again free to w

alk in all defined 
areas. Fig. 9 show

s tw
o im

ages of a repulsion sim
ulation. 

            
 

F
ig. 9: A

gents are repulsed from
 a specific location 

 6. Split: 
 

T
his behavior concerns the subdivision of a 

group to generate one or m
ore groups (Figs. 10 and 11). T

his 
behavior 

concerns 
the 

random
ly

 generation of intentions to 
create new

 groups. T
he num

ber of agents to be transferred to the 
new

 group is random
 as w

ell as the list of agents. T
he opposite 

idea of this behavior (addition of one or m
ore groups) can be 

program
m

ed using follow
ing behavior. 

F
ig. 10: A

 group form
ed by 12 agents has the sam

e intention 
and w

alk in the sam
e direction. 

F
ig. 11: T

he group of F
ig. 10 split into tw

o different groups 
w

ith different intentions. 

7. Space A
daptability: 

G
roup 

ability 
to 

occupy 
all 

the 
w

alking space. The com
puted trajectory betw

een IP
s and/or 

A
Ps 

is 
represented 

by 
a 

B
ézier 

curve. 
T

he 
inform

ation 
considered com

puting the curve is the region w
here the IP

/A
P

’s 
are located and divided in sub-regions using a sim

ple spatial 
distribution m

ethod as a function of the required density of 
people. 

A
daptability 

behavior 
considers 

the 
full 

region 
to 

distribute the trajectories. If the agents do not adapt them
selves 

to occupy all the space (w
ithout adaptability behavior), the 

region distributed is sm
aller and localized close to the goals’ 

location. For exam
ple in Figure 12, there are tw

o sim
ulations; the 

first one represents a group w
ith adaptability behavior and the 

second one, w
ithout it. 

           F
ig. 12: (up) A

ll the space inform
ation is used to distribute the 

B
ézier curves. 11) (dow

n) A
 sm

aller part around the goals’ 
location (black circles) is used in order to determ

ine the 
trajectories. 

F
ig. 13: (left) A

gents w
alking in all associated region. (right) 

agen
ts w

alk
in

g in
 su

b-region close to the goal (w
hite circles) 

 8. Safe-W
andering: 

W
e have used a procedural m

ethod 
in order to evaluate and avoid collision contacts w

ith agents and 
objects. O

ur approach is based on the directions changes. T
he 

agents can predict the collision event (know
ing the position of 

next 
virtual 

hum
ans 

or 
obstacles) 

through 
sim

ple 
geom

etric 
com

puting (intersection of tw
o lines). It can therefore avoid the 

collision by changing its directions through its angular velocity 
changes.  
 A

fter a specific period of tim
e, the virtual hum

an returns to its 
last angular velocity (w

hich w
as stored in the data structures), 

and returns to its previous direction. 
 Fig. 14 show

s an im
age of the collision detection m

ethod w
here 

agents avoiding collision w
ith other agents and obstacles  

   



F
ig. 14: G

roups avoidin
g collision

 w
ith

 ob
stacles. 

1.2.2.2 E
m

otional Status 

T
he em

otion property represents the subjective clim
ate to be 

sim
ulated, e.g., “sad”, “calm

”, “regular”, “happy”, or “explosive” 
(here 

“explosive” 
m

eans 
an 

em
otional 

status 
happier 

than 
happy). T

hese are pre-defined em
otional param

eters, w
hich can 

be changed by the user in order to w
ork w

ith other list of nam
es. 

D
epending on this overall definition, the groups are created 

according to the follow
ing param

eters: w
ay of w

alking, w
alking 

speed and range of basic actions. T
he correspondence betw

een 
the nam

es recently cited (sad, calm
, etc) and the param

eters (e.g., 
w

ay of w
alking) is m

ade through a norm
alized value [0;1].  

U
sing the V

iC
row

d script language (see Section 4), one can 
specify how

 the em
otions should be distributed am

ong groups, 
as show

n in L
isting 1. W

hen events and reactions are specified, 
the em

otional status can also be used to define a condition 
(section 5) to trigger an event. 

   C
R

O
W

D
_E

M
O

T
IO

N
 

    P
A

R
T

Y
    

PE
R

C
 80 E

X
PL

O
SIV

E
 

L
isting 1: Script language to specify crow

d em
otion. 

L
isting 1 show

s a crow
d of w

hich 80 percent of the people have 
the em

otional status <
explosive>

. T
he other 20 percent w

ill be 
generated in a random

 w
ay. Y

et, the em
otional status for specific 

groups can also be redefined. 
For exam

ple, it is possible to 
sim

ulate a <
happy>

 crow
d w

ith one or several <
sad>

 groups. In 
the sam

e w
ay, the em

otion can be changed as a function of 
triggered events and reactions. F

igures 15 and 16 show
 som

e 
postures and w

ays of w
alking [4][5] taken on 

by the crow
d 

according to their em
otion. 

F
ig. 15: D

ifferent postures as a consequence of various 
em

otions. 
       

      
F

ig. 16: D
ifferent w

ays of w
alking as a result of various 

em
otions. 

1.2.2.3 Individual B
eliefs 

A
s m

entioned before, w
e consider the individual agents m

ore 
sim

ple than the groups of agents. W
hile the groups contain 

goals, 
em

otions, 
beliefs, 

know
ledge 

and 
intentions, 

the 
individuals are just able to w

alk w
hereas avoid collision w

ith 
obstacles and other agents. H

ow
ever, w

hen the sociological 
effects are applied, it’s possible for the individuals to have a 
m

ore com
plex structure of param

eters including: i) goal-changing 
behavior, group behavior (see Section 1.2.2.1); ii) a value for the 
relationship w

ith all groups (value betw
een 0 and 1) and iii) a 

value 
for 

its 
dom

ination 
status 

describing 
how

 
m

uch 
the 

considered agent is able to dom
inate the others (leadership 

ability).  

1.2.3 Intentions 

T
he crow

d does not have intentions (see T
able 3), unless the 

group 
intentions 

are 
not 

specified. 
In 

this 
case, the crow

d 
know

ledge 
is 

used 
to 

generate 
crow

d 
intentions, 

w
hich 

afterw
ards are used to generate group intentions in a random

 
w

ay. For exam
ple, the crow

d know
ledge can define som

e interest 
points (IP

s) and action points (A
P

s). If the group intention is not 
defined, V

iC
row

d com
putes for each group a list of IPs and A

Ps 
to be follow

ed. T
he individual intention determ

ines if the agent 
w

ill 
follow

 
its 

group’s 
specification 

or 
change 

groups, 
for 

exam
ple exiting G

roup
i  and joining G

roup
j . T

he other individual 
intention is dependent of the <

dom
ination value>

 (individual 
belief) specified for each agent. If this value (betw

een 0 and 1) is 
the highest of its group, this agent can becam

e the new
 leader. 

1.2.4 
Inter-R

elationship 
betw

een 
the 

V
arious 

C
ategories of Inform

ation 

T
he three types of inform

ation distributed in the m
ulti-layered 

architecture can present som
e inter-dependence. T

he know
ledge 

represents the inform
ation com

ing from
 the virtual environm

ent 
and this can be used together w

ith 
beliefs in order to apply 

different intentions. For exam
ple if a group has the intention to 

<
go to the bank>

 and the agents from
 this group have the belief 

to <
follow

 the group>
, they are able to go to the bank if the 

crow
d know

ledge contains the inform
ation about <

w
here is the 

bank>
. Figure 17 show

s the general graph of internal dependence 
betw

een the various levels of inform
ation. T

he know
ledge cannot 

be changed except if it is m
ade through an external control during 

the sim
ulation. T

he beliefs and intentions are dependent on one 
another, and also dependent on know

ledge. 
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