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Abstract
Image completion techniques aim to complete selected regions of an image in a natural looking manner with little
or no user interaction. Video Completion, the space-time equivalent of the image completion problem, inherits
and extends both the difficulties and the solutions of the original 2D problem, but also imposes new ones - mainly
temporal coherency and space complexity (videos contain significantly more information than images). Data-
driven approaches to completion have been established as a favored choice, especially when large regions have
to be filled. In this report we present the current state-of-the-art in data-driven video completion techniques. For
unacquainted researchers, we aim to provide a broad yet easy to follow introduction to the subject and early
guidance to the challenges ahead. For a versed reader, we offer a comprehensive review of the contemporary
techniques, sectioned out by their approaches to key aspects of the problem.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—I.4.4 [Image Processing and Computer Vision]: Restoration—I.4.9 [Image Processing and Computer
Vision]: Applications—

1. Introduction

Digital image restoration and manipulation have been per-
formed by artists using basic editing tools since the dawn
of digital imaging. One of the most useful operations on im-
ages is called image completion or inpainting. This operation
fills regions of an image that have been marked as missing
or invalid. The objective of image completion is to achieve
a seamless and natural looking fill of the unknown region,
usually referred to as a “hole”. In some cases, it may be de-
sired that the filled content be as close as possible to some
ground truth which has been damaged or concealed; in other
cases, the goal is to conceal some part of the original im-
age. In both cases, the conducted alteration is desired to be
unnoticeable by an unsuspecting viewer. With modern com-
pletion algorithms, in many cases these fixes can be done
completely automatically (after the damaged area has been
marked).

Similar to image completion, video completion aims to fill
missing or removed regions in a video in a seamless manner.
Video completion poses more challenges than image com-
pletion both because of the larger size of videos and be-
cause the missing part can extend to more than one video
frame and demands temporal coherency as well as spatial
coherency. The main purpose of this state-of-the-art report

is to map the key challenging aspects in video completion
methods and to review the existing body of work by exam-
ining these challenges.

To fill all but the smallest of hole regions in an image,
it is necessary to synthesize content for the missing areas.
A common approach is to use data from different image re-
gions called “exemplars”. These could be taken from known
regions of the same image, or from other images. The in-
formation around the hole must be taken into account when
searching for exemplars used to complete the hole if a seam-
less result is to be achieved. Other considerations include the
preservation of geometrical structures and texture inside the
completed area. The methods used to search for good ex-
emplars and the methods used to fuse the information from
these exemplars to fill the hole, comprise the key differences
between different works in this field.

While the completion of video is similar in many senses to
image completion, the solutions for image completion can-
not be directly applied to video completion. In video, there
is much more data available for completion; exemplars for
completion can be drawn from different spatial and tempo-
ral regions outside of the hole. However, the solution also
becomes more complex. Significantly more data may be
missing, and coherency must be kept both spatially (in ev-
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ery frame individually) and temporally (among consecutive
frames) for the video to appear natural. In all but the simplest
cases, applying successful image completion algorithms to
video by simply performing the completion on each frame
separately will result in temporal incoherencies.

In addition to its usefulness as a general video editing
tool, the need for video completion naturally arises in a large
variety of real-life applications. These include: restoration
of damaged vintage films through the completion of dam-
aged areas and line scratches ( [JBBB99, THS∗11]); post-
production object removal for the television and film indus-
tries - this need often arises in cases such as public sets
where unwanted beings or objects can accidentally enter the
set during shooting or in cases when technical personnel or
equipment are necessary in the scene for directorial needs
( [KCR05]); removing logos or watermarks from videos in
broadcasting ( [YWK05]). Video completion is also a use-
ful tool for other applications which inherently leave behind
unknown areas after performing various types of video pro-
cessing tasks on videos. Digital video stabilization is one
such example; after stabilization, the outskirts of the video
exhibit unknown regions which must be filled or cropped
( [MOG∗06, WSI07]).

In contrast to image completion methods that can already
operate successfully on many types of inputs, video comple-
tion methods are far less mature. Most of the tasks involving
video completion are performed manually using video edit-
ing software. Hence, such tasks may take hours or days to
complete. Therefore, even a semi-automatic tool that would
relieve some of the manual labor can be of great benefit to
video-editing professionals. The popularity of image com-
pletion tools in photo-editing software can provide an indi-
cation to the usefulness of good video completion tools.

1.1. Overview

We have used two main aspects to classify and describe the
video completion literature.

Exemplar granularity and shape. The granularity of com-
pletion determines how much information is completed in an
atomic pass (iteration) of the method. Granularity can range
from single pixel inpainting (where each pixel can be re-
ceived from a different source), through inpainting of small
or medium size patches and up to completion of larger seg-
ments and even entire objects. The shape of exemplars can
be regular as in pixels or block-patches, or irregular as in
segments with irregular boundaries, or whole objects.

Local vs. global techniques. Most data-driven methods
perform completion by optimizing for the best exemplar
sources either locally or globally. Local (or greedy) meth-
ods include methods which incrementally complete missing
regions in space-time; they choose a region for completion

and then find a best candidate match for that region, con-
sidering only how good source candidates match the known
part of the target region at that point in the completion pro-
cess. Global methods work by optimally choosing many
inter-overlapping source patches together (or at least in con-
sideration of one another), usually in an effort to minimize
some global energy functional. In these methods, the deci-
sion which source exemplar is adequate to complete a cer-
tain area takes into account more information than only the
known pixels which a copied source will overlap, optimiz-
ing for spatial or spatio-temporal coherency of a larger area
at once. The optimization functions for the second type of
methods are typically far more complex but such solutions
are less prone to concentrated error regions which are preva-
lent among greedy algorithms.

We organize this review as follows. First, we provide
some background regarding image inpainting and other re-
lated fields in Section 2. We discuss various constraints of
the video inpainting problem in Section 3 and then follow
our classification of the various works by the exemplar type
in Sections 4, 5 and 6, where approaches working in patch,
segment and object granularities are presented. Section 4 is
more lengthy and partitioned as the majority of methods use
patch granularity. Section 7 describes warp-driven comple-
tion methods. Section 8 discusses the problem of assessing
completion outputs; Section 9 identifies some of the current
challenges in the field and offers a concluding discussion.

2. Background

There are several image processing operations that are cru-
cial to the understanding of many works in the field of video
completion. We provide an overview of some here, with an
emphasis on texture synthesis and image completion meth-
ods as many video completion methods are based on earlier
works in these fields. We also briefly discuss common termi-
nology and notations.

2.1. Terminology

Early on, the term inpainting was used to describe the act of
filling and repairing scratches and other small defects in im-
ages and the term completion to denote the filling of larger
holes. This distinction, however, was not rigorously kept and
the terms are now used interchangeably. Other terms such as
image or video interpolation, error concealment, repairing
and falsifying are also sometimes used to describe the prob-
lem in different contexts. The missing region of the image is
many times termed the hole or target region. A binary mask
video (usually given as an input to the algorithm) is used to
indicate the pixels included in the missing region. Figure 1
illustrates the main notations of [CPT04] which have been
adopted in many image and video completion texts:

• I - The image to be completed
• Ω - The hole region to be filled
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• δΩ - The boundary of the hole region
• Φ - The source area, the known part of the image or video

used to obtain exemplars for completion. Typically Φ =
I−Ω

• Ψp - The target patch, centered at pixel p which is to be
completed

• Ψq - A candidate source patch, centered at pixel q which
is to be used for completion

Figure 1: Visualization of the notations of [CPT04].

Variational image inpainting. In variational image in-
painting, the focus of the completion process is on the cor-
rect continuation of geometrical features into the hole re-
gion. These algorithms usually perform diffusion of the data
surrounding the hole, rather than use exemplars for com-
pletion. Because of this, they are usually only successful
in filling relatively narrow hole regions. In [MM98], small
missing areas in an image are filled by recovering image
level lines (boundaries of image areas where the intensity
is greater than a certain gray-scale value). Bertalmio et al.
[BSCB00] studied how professionals perform manual in-
painting. They followed these guidelines in their automatic
algorithm: preservation of structure, continuation of con-
tours that end on edge boundary and replication of correct
color inside the inpainted area. They used an iterative diffu-
sion process to gradually propagate isophotes (contours of
equal luminance in images) into the hole region. In [BBS01]
the authors use a method called Navier-Stokes, from the field
of computational fluid dynamics, to perform image inpaint-
ing by describing the inpainting problem directly as a flow
problem. A comprehensive survey on variational methods
for inpainting is given in [CS05].

Example-based texture synthesis. Example-based texture
synthesis algorithms are designed to automatically create ar-
bitrarily large output textures given a small example of a tex-
ture. The output is required to have the same statistics as the
input and avoid visual artifacts or perceivable repetitions.
Many of the works in this field chose to model the texture
statistics as a Markov Random Field (MRF). [PP93] suggest
a cluster-based kernel-estimation approach to model high-
dimensional vector statistics and implement them for tex-
ture synthesis, classification and compression. [PL95,PL98]
advocated the use of a non-causal neighborhood (unlike the
one used in [PP93]) and a top-down approach where fre-
quency components of the image are gradually introduced
from low to high frequency.

Efros and Leung [EL99] chose to approximate an MRF
generative process using non-parametric sampling. The pro-
cess is initiated from a small example of texture (the in-
put), and pixels are gradually grown around it from all sides.
For each pixel to be synthesized, its neighborhood was con-
sidered as a square window (a target patch) around it; the
patches were weighted by a 2D Gaussian for emphasizing
importance according to the distance from the center pixel
which was to be completed. The algorithm simply searched
for patches similar to the known part of the neighborhood in
the example image and formed the probability distribution
for the missing pixel according to the intensities found in
all the matching candidate source patches. The patch based
non-parametric sampling approach of [EL99] had later be-
come quite popular in the image and video completion com-
munities.

The method of [EL99] was successful but rather slow. To
improve the running time, [WL00] suggested using a scan-
line directed fill and a constant size and causal-shaped neigh-
borhood (i.e. all pixels in the neighborhood are known at
completion time). This enabled to accelerate the search using
tree-structured vector quantization. In a later work [EF01],
Efros and Freeman performed synthesis using overlapping
blocks of texture (rather than one pixel at a time). The blocks
were chosen randomly from the input texture while avoiding
blocks with large error in the overlap region. The special
treatment given to the overlap region is discussed in Sec-
tion 4.6.

While texture synthesis algorithms were successful in
generating relatively regular textures, many failed to pre-
serve complex geometrical structures. [WLKT09] gives a
good survey of texture synthesis methods.

Exemplar-based image completion. Inspired by [EL99],
Drori et al. [DCOY03] proposed one of the first exam-
ple based image completion frameworks. In a fast approx-
imation method, smooth color completion is achieved by
down sampling and up sampling the image repeatedly. This
smooth completion acts as the base for patch comparisons
for an example-based completion method.

Also inspired by [EL99], Criminisi et al. [CPT04] offered
a greedy approach in which the emphasis was put on the
order of inpainting (priority of patches). The priority is de-
termined by two terms: the confidence term, which signifies
how much of a candidate’s patch is known and what is the
confidence in the knowledge (confidence decreases as com-
pletion progresses deeper into the hole); the data term, which
prefers significant gradient energy, with isophotes directed
explicitly into the hole. Although the method gives good re-
sults on many inputs, it has some drawbacks. A few incor-
rectly selected patches will encourage later incorrect patches
that match them, curved structures are hard to handle and
visible structure repetitions can occur. Nevertheless, the sim-
ple and effective formulation of [CPT04], compelled many
researchers to follows in its footsteps.
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The high importance of accurately preserving structure
and the difficulty to do so automatically encouraged the use
of user-assisted methods. In [SYJS05], the user is first asked
to sketch object boundaries continuing into the hole, thereby
giving the algorithm a strong structure prior. Patches are syn-
thesized over the curves drawn by the user and dynamic pro-
gramming is used to find the optimal combination of patches
over the entire curve.

Many more exemplar-based image completion methods
have been developed in the past decade. Some of these meth-
ods pertain to specific video completion methods or to as-
pects of the problem and are presented briefly later in the
text.

3. Problem constraints

Most current video completion solutions are far from general
and need to make some assumptions on their inputs. In this
section we describe some of the popular assumptions and the
rational behind them.

Object movement characteristics. Accounting for arbi-
trary movement of objects in a scene could easily turn video
completion into an ill-posed problem. Therefore, hard as-
sumptions on the types of movements are often imposed on
the input. If objects only move parallel to the camera plane
and the scene is not very perspective, the motion can be ap-
proximated as pure 2D translation. In more complex situa-
tions, even rigid objects which exhibit rotations, scales and
perspective transforms can turn out to be hard to complete.
Looking for matching patches that had undergone these
transformations increases the dimensionality of the search
space. Periodic and patterned movements are easier to expect
and extrapolate than general ones, and are therefore also as-
sumed in many cases (e.g. [JTPTT04, BSHK04, JTWT06]).

Background movement. Many works in the field (e.g.
[PSB05, CZV06, PSB07]) assume that the background over
which objects are observed is completely static and only a
few objects of interest (usually termed foreground objects)
are dynamic. This allows easy separation of background and
foreground which in turn makes the completion process sim-
pler.

Camera movement. Many times, assumptions are made on
the movement of the camera. Simple movements such as a
static camera (e.g. [CZV06]) or a camera which only ex-
hibits pan motions parallel to scene (e.g. [PSB07]) are often
assumed. More complex camera movements require special
handling by the algorithm. Consequently, only few works
deal with such motions (e.g. [GKT∗12]).

4. Pixel and patch-based completion

Patch based completion methods are by far the most com-
mon data-driven techniques for completing images and

videos. A few general components can be recognized in most
patch-based approaches: the definition of a distance mea-
sure between patches, a method to search for patches, and
a method to combine the patches to fill the hole. Therefore,
after reviewing local and global approaches, we discuss var-
ious methods for patch comparison, search and stitching.

4.1. Local patch-based methods

The family of local patch-based methods finds its roots di-
rectly in patch-based texture synthesis and image completion
literature (e.g. [EL99, EF01, CPT04]).

Patwardhan et al. [PSB05] demonstrated a greedy patch-
based inpainting approach. Inspired by [CPT04], they use a
priority based method for completion order where the pri-
orities also take into account information available in other
frames and motion information. A static background and a
static camera are assumed so a foreground-background sepa-
ration can be achieved using simple optical flow. Under these
assumptions, much of the background can be filled using
information from pure temporal offsets (the information is
simply copied from nearby frames where the same region
is unclouded). For regions where data is missing through-
out the entire video, the authors follow [CPT04] to perform
stationary background inpainting. Dynamic foreground in-
painting is achieved one frame at a time; only the moving
parts in the video are searched for matching patches (patches
are searched in spatio-temporal offsets) and only the fore-
ground (moving) pixels of a source patch are copied back
to the target patch. To preserve temporal continuity, motion
channels are compared along with color values during the
source candidate search. This method is relatively fast (takes
minutes to complete a typical video) and demonstrated plau-
sible results. However, only cases where the motion is very
cyclic and parallel to camera plane are demonstrated.

This method was later extended in [PSB07] for con-
strained camera motions through the use of mosaics (see
Section 7.1). Recently, another extension of the original
work was published in [EGLM12]. Here the K-nearest
neighbors of a patch are used to jointly estimate an opti-
mal linear combination fill patch using neighbor embedding
techniques.

4.2. Global patch-based methods

Global patch-based solutions to video completion avoid lo-
cal greedy steps which may lead to unrecoverable errors
in the output. Wexler et al. [WSI04, WSI07] presented a
pioneering work, which used 3D spatio-temporal patches
(containing information from several frames) instead of 2D
patches in order to better preserve temporal coherency. A
global coherence function is defined for the completion out-
put. In order to maximize this function, each pixel must be in
agreement with all patches that contain it and those patches
must be similar to patches in the data-set (the known part of
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the video). The algorithm works in an iterative fashion; in
each iteration a nearest neighbor field (NNF) is first initial-
ized; this field includes the closest matching patch for every
target patch in the hole. The NNF’s computation is accel-
erated using a search structure. Then, each pixel in the un-
known region is initialized to the value most agreed upon by
all the patches in its spatio-temporal neighborhood; this is
done by applying mean-shift segmentation to the different
values offered by all of its containing patches, and taking a
weighted (by patch similarity) average of the values in the
highest mode. Intuitively, if the chosen neighborhood size is
5×5×5 then 125 cubic source patches can affect the values
chosen for a pixel. To prevent over-smoothing, only patches
that have a value close to the majority value will influence
the result through the weighted average. The entire process
is performed using a pyramid, starting at a very low reso-
lution, initialized with a smooth completion. Using the so-
lution of a coarser level to initialize the optimization of the
level above it gives each finer resolution level a good starting
point, making the convergence tractable.

Another contribution of [WSI07], was the use of optical-
flow-like channels together with color channels for patch
comparisons, in order to account for motion continuity. Spa-
tial and temporal derivatives (Yx,Yy,Yt ) are computed for
each pixel. u = Yt/Yx and v = Yt/Yy are used to capture
the horizontal and vertical motion components, respectively.
The two local motion components (multiplied by a weight-
ing factor) are added to the L2-norm patch comparison,
along with the RGB color channels.

Figure 2 shows an example result of [WSI07]. The method
was also used for video stabilization and image completion.
Due to its global nature, the computation times are long (typ-
ically hours) and only completion of low-resolution videos
was demonstrated. The vast majority of time is required to
compute the NNF. In [BSFG09], the method of [WSI07]
is used together with the introduced PatchMatch algorithm
in order to achieve quality image completion at interactive
speeds. Very recently, Newson et al. [NFP∗13] implemented
the video completion method of [WSI07] with a spatio-
temporal version of the PatchMatch algorithm and reported
a significant speedup in patch search times. Their article also
includes a few important implementation details, which are
missing in [WSI07].

Another example of a global completion algorithm was
presented by Cheung et al. [CFJ05], where video epitomes
are learned from an input video and then used to perform a
variety of tasks, including video completion. Epitomes are
patch-based probability models in the form of small, effi-
cient representations of larger data which still preserve a
good representation of the statistical properties of the orig-
inal data. In the work, Cheung et al. describe the process
of unsupervised learning of a video epitome from an input
video through the use of sampled spatio-temporal patches of
various sizes (see Figure 3). A generative process uses epit-

(a) Input video

(b) Video with beach parasol removed and people completed

Figure 2: Frames from a video result of [WSI07]

ome mapping probabilities to generate a random but con-
sistent quilted result from different epitome patches in the
missing area of the video. The iterative process encourages
mappings which are agreed upon by many overlapping epit-
ome patches.

Figure 3: The process of learning a video epitome from an
input video in [CFJ05].

4.3. Size of patches

The selection of patch sizes was given a lot of attention since
the inception of patch based-synthesis. In [EL99] the patch
size is left as a user-selected parameter for texture synthe-
sis, and it is indicated that it should be chosen at the scale of
the largest regular feature in the texture. It is also shown how
small neighborhoods cause the output texture to be more ran-
dom up to the point of structure corruption (see Figure 4).
On the other hand, large neighborhoods can cause over reg-
ularity in the output and sometimes artifacts due to strong
unsolvable constraints they may impose.

[WL00] had suggested a more automatic approach for
capturing large-sized structures. Instead of using a single
user-determined size, they use a fixed size neighborhood,
applied in a multi-resolution fashion. Large structures are
captured in the lower levels of the multi-resolution pyramid
whereas smaller ones are captured later when the resolu-
tion grows. Besides avoiding the need for the user to select
this parameter, this also speeds up the process, bypassing
the need to compare a large neighborhood to capture large
structures. To preserve the structures captured in the lower
resolutions, the patch comparison in higher resolutions con-
sists of a concatenated vector of higher and lower resolution
patches. In image completion, Drori et al. [DCOY03] used
a locally adaptive neighborhood size to capture structures at

c© The Eurographics Association 2014.

123



S. Ilan & A. Shamir / Data-Driven Video Completion

various scales. The adaptive size was approximated by test-
ing the absolute difference between extreme values within a
patch in a few discrete neighborhood sizes.

In video completion, because of the higher amount of vi-
sual information, it is harder for the user to approximate the
largest structure sizes as proposed in [EL99] and only few
works prefer this solution. Methods using 3D patches are
naturally more limited in the spatial size of the patches; for
example, [WSI04, WSI07] (described earlier), use a multi-
resolution approach with small 5× 5× 5 cubic neighbor-
hoods and complete one pixel at a time.

The non-global methods sometimes perform comple-
tion with relatively larger patches (e.g. [BLLC02]). In
[BSHK04], very large (24× 24) texture patches are used,
but feathering is applied to blend the patches so the effec-
tive size is smaller. Many methods compare larger neigh-
borhoods than are inpainted in the local step; [STH09] use
7× 7 patches (termed patch templates) for comparison but
only transfer the middle 3× 3 values. Transferring of large
patches during completion necessitates the use of blending
or stitching techniques to avoid artifacts (e.g. [JHM05]).
This is discussed in Section 4.6.

Figure 4: A sample input and outputs of synthesis from
[EL99], generated with growing patch neighborhood sizes.
The largest achieves the most ordered pattern.

4.4. Patch comparison

Most patch-based methods choose very simple means for
comparing patches such as using a simple Sum of Squared
Distances (SSD) of color values. LAB color space is some-
times preferred over RGB (e.g. [CPT04, STY∗06, STH09])
because of its perceptual uniformity. Some works (e.g.
[PSB05, PSB07]) follow [WSI04] (see Section 4.2) and per-
form comparisons using motion as well as color information.

Kumar et al. [KBBN05] manage to circumvent the ex-
haustive search and comparison of masked patches through
a careful decomposition and treatment of L2 norm compo-
nents. They follow [CPT04] to perform image and video in-
painting and extend the 2D priority scheme of Criminisi et
al. into 3D video volume patches. The separate terms of the
decomposed L2 norm are calculated quickly using FFT af-
ter describing them as convolution products. A similar ac-
celeration method for block shaped patches was previously
proposed by [KDM02] and Kumar et al. extend this method
to treat binary masked patches. This type of treatment is rel-
atively unseen, since most search acceleration methods are
not usable on masked or weighted patches as explained next.

Masks and weights. To avoid comparing unknown areas,
it is common to use the mask directly in the comparison
and compare only Ψp ∩Φ (the known part of the target
patch) to the source. If the foreground is separated from the
background, masked comparisons also allow inpainting of
only one layer (foreground or background) at a time (e.g.
see [PSB05]), by eliminating the background parts in fore-
ground source patches. Some methods use weights on pixels
inside the neighborhood (e.g. [BLLC02, DCOY03]), where
pixels are weighted according to the confidence in their value
or their distance from the center of the neighborhood.

The limitation of using weights (binary or scalar) is that
they prevent the use of many acceleration methods. Com-
paring the two early texture synthesis works of Efros and Le-
ung [EL99] and Wei and Levoy [WL00] illustrates this point.
Efros and Leung proceeded in a less constraining fashion
by comparing partially known patches, using masks and a
Gaussian weighted comparison. The algorithm they present
is intuitive but slow because of the need to exhaustively
search for sources for each patch and compare them with
a weighted kernel. On the other hand, Wei and Levoy avoid
the use of weighted kernels and propose a method where
all pixels in the neighborhood are valid for comparison by
assigning random values to the output texture first. The
tree-structured vector quantization technique Wei and Levoy
used for acceleration, could not have been used if weighted
patch comparisons were performed. Wei and Levoy also use
a multi-resolution pyramid scheme to accelerate their algo-
rithm; while this could also be done with masked compar-
isons, it is more problematic because masks need to be down
sampled conservatively to avoid problems at mask edges; in
practice this is rarely done.

Avoiding weighted comparisons not only speeds up the
basic patch comparison task, but also allows the use of other
acceleration methods such as dimensionality reduction (e.g.
with PCA, see [LH05]) and fast Nearest Neighbor methods
which can only handle non-weighted patch comparisons.

4.5. Searching methods

Searching for source patches usually turns out to be one of
the most computationally expensive tasks in completion al-
gorithm pipelines. To deal with this, many works use search
structures or perform the search for patches on a subset of
the original space or on a different space, smaller than the
entire original video. For example, some earlier works (e.g.
[BLLC02, STY∗06]) perform the search for source patches
only in the close spatio-temporal neighborhood of the tar-
get location. Besides speeding up the search, many search
space reduction techniques also help in improving the qual-
ity of the output. By culling out areas in which the legitimate
source patches could not reside, the probability for an error
in source patch selection is reduced. Search structures for
fast nearest neighbor queries on patches have been used in
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several works. For example, [WSI07] employed the approx-
imate nearest neighbor method of Arya et al. [AM93].

Layer separation. Different objects or regions in a scene
often exhibit motion patterns which are coherent for a single
object, but different from other objects; this is due to rela-
tive object motion or parallax (in videos where the camera
is moving). A segmentation of these distinct regions forms
disjoint layers of video which together compose the entire
video. The layers exhibit a natural (partial) ordering based on
the perceived depth occlusions between layers. A layer seg-
mentation based on motion or depth information can prove
useful for patch searching. If a patch is missing from a cer-
tain layer which represents an object or region in the video,
it is logical to restrict the search for matching sources only
to that layer.

Many works perform simple motion segmentation into
foreground and background layers, relying on the assump-
tion that the background of the scene is stationary [PSB05,
PSB07,SLCF06]. In [XGY∗11], the user manually defines a
foreground and background separation in a single frame and
Gaussian Mixture models are generated for different regions
of the foreground and background. The models are later used
for differentiating foreground and background and for limit-
ing the search space to only the most relevant GMM region
for each target patch. In [STH09], Shih et al. use a block mo-
tion estimation algorithm from video encoding ( [PM96]) in
order to achieve a multi-layer motion segmentation of the
video. Zhang et al. [ZXS05] performed layer separation of
the different moving objects in the scene using a graph-cut
based method, which also estimated the layer depth order.

Motion-guided search. Motion data can be used to aid and
guide the search for source patches. If the motion vectors in a
video are known in advance or calculated in a preprocessing
stage, the search for patches can be guided by this motion
field. Such an approach is adopted in [GBBM09], searching
only in past locations which contain data with movement
vectors directed into the target patch, and future locations
containing data with movement vectors originating from the
target patch. In [EGLM12], the locations indicated by back-
ward and forward motion vectors are used as the centers of
patch search windows. Jia et al. [JHM05] use mean shift
tracking to track moving features in the image. If a target
selected for completion is part of a trackable element in the
video, the search area for the source fragment is restricted
to the tracking windows defining the space-time route of the
tracked element. Bhat et al. [BSHK04] synthesize videos of
particle-flow-like phenomena by first asking the user to draw
an estimated flow path over the input video. The algorithm
then uses this input together with constrained optical flow to
track moving particles along the flow lines; the particles are
represented as texture patches.

In stereo content, disparity maps can guide the search for
patches in the other view in a similar way to motion vector

maps. Candidate patches can be searched in the other view
at the offset location given by the stereo disparity of known
pixels in the target patch. This technique is used in [RK11]
in order to resolve occlusions in a stereo frame.

Coherence based search. Image and video data of real life
scenes usually exhibits strong visual coherency both in spa-
tial and temporal dimensions. Such coherency is naturally
found in the source information of completion algorithms
and is also desired in a natural looking result. This fact is
utilized by exemplar-based synthesis algorithms that copy
many pixels of a patch at once (e.g. [EF01]), aiming to trans-
fer coherent parts of the input directly to the output. This
principal can also help find adequate source patches quickly;
if Ψp is a source patch matching a target patch Ψq, then it
is likely that neighboring patches of Ψp may be good candi-
dates for completion of neighboring patches of Ψq.

This coherence principal was used in [Ash01] for texture
synthesis at interactive rates. Given the offset of the previ-
ously completed target patch and its source, the coherence
search simply picks the patch with same offset to the current
target as a candidate. Bornard et al. [BLLC02] used the same
principal to perform image and video inpainting. If the co-
herence based search failed, they turned to a regular search
in a spatially restricted area around the the target. Zhang et
al. [ZXS05] use an approach which is less explicit regard-
ing relative location and simply search around the neighbor-
hood of previous source patches if their corresponding target
patches are in proximity to the currently completed patch.

Recently, a fast approximate nearest neighbor method for
image patches, called PatchMatch [BSFG09], has gained
much popularity because of its simplicity and effectiveness.
The method defines a fast nearest neighbor patch search by
exploiting image coherency and the law of large numbers.
The algorithm initializes a random nearest neighbor field
(NNF) and then alternates between propagation iterations
which exploit image coherency to propagate good matches
to neighboring patches and iterations which randomly search
for better matches. The method relies on the coherency prop-
agation of the few randomly found improvements for the
quick convergence of the process. Barnes et al. demonstrated
the effectiveness of the method in several applications in-
cluding image completion, retargeting and reshuffling.

Searching a lower dimensional space. A few methods for
video completion refrain from searching the dense 3D space
of video pixels altogether and perform searches only in lower
dimensional spaces. Some early methods (e.g. [STY∗06])
simply chose to search in space or time offsets, but not both
together. Other methods found less lenient ways to reduce
the dimensionality of the search space.

In [PSB07], a preprocessed video mosaic is used in order
to search for patches of the moving foreground layer in the
two dimensional space of the mosaic rather than the entire
foreground layer of the video (see Figure 5). The target patch
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is mapped into the mosaic and the patch in the corresponding
mosaic location is used to search for candidate sources in the
undamaged part of the mosaic. For each of the candidates
found in the mosaic, a full comparison is performed using
the original target patch and the source patch from the frame
which mapped to the relevant location in the mosaic.

Figure 5: The use of foreground mosaics for matching
source patches in [PSB07]. The target patch is mapped into
the mosaic and a candidate search is done. Found candidate
patches are then mapped back and original patches are com-
pared.

The method of [SLCF06] performs completion on XT
video volume slices one at a time. To this end, the video vol-
ume is initially rectified so that object movement is made
mostly parallel to the X plane throughout the volume. In
each XT slice, curve fitting is used to create curves follow-
ing the movement trajectory. The curves are used as guid-
ance paths for a completion method similar to the one pre-
sented in [SYJS05]. The search for patches is done along
these curves so the search space is further reduced. In order
to preserve spatial coherency in the Y direction, first and sec-
ond derivatives are considered during the optimization pro-
cess (a dynamic programming approach).

4.6. Patch stitching

To achieve a good completion result for image or video, the
completion process must control the output at the pixel level.
While many methods choose to complete one pixel at a time,
other methods choose to complete larger patches and there-
fore have to selectively decide what part of the source is
copied back to the target. One way to control this is through
layer-separation, which was discussed earlier. Some works,
especially those performing local patch optimization, focus
on how different patches are stitched together to achieve a
seamless result. Efros et al. [EF01] perform texture synthe-
sis using large square patches. To relieve the patch edge arti-
facts they perform a dynamic programming optimization in

order to find the seam of minimum error between patches
where the stitching will be least noticeable.

In video completion, Zhang et al. [ZXS05] formulate an
energy term for achieving a least noticeable seam and use a
graph cut algorithm to compute it. In [JHM05], a similar ap-
proach to patch merging is taken, but the graph-cut operates
over volumetric patches rather than 2D ones. This method
is also claimed to be faster than pixel-by-pixel completion.
When the exemplars used are segments or irregular patches,
their shapes are often selected so that their seam areas ex-
hibit minimum overlap error. This will be discussed in more
details in Section 5.

4.7. Preserving temporal coherency

One of the most important aspects of video completion is the
preservation of temporal coherency. The human eye is very
sensitive to motion discontinuities; even when each frame of
a video is completed successfully and seamlessly, the played
video may look unnatural and exhibit flickering or ghost-like
artifacts if temporal coherency is not taken into account.

Many patch based methods simply use 3D (volumet-
ric) patches when performing completion [WSI07, JHM05,
KBBN05]. 3D patches inherently capture movement in a
few consecutive frames and so good overlaps of 3D patches
should already encourage temporal coherency. Nevertheless,
some methods take extra measures to ensure temporal con-
tinuity. One such example is the addition of local motion
channels to the patch comparison ( [WSI07] - see Section
4.2). Shiratori et al. [SMTK06] compute for the known part
of the video the motion field at a preprocessing stage. They
then use 3D patches to inpaint the motion field itself, rather
than the color information. The color information is later
propagated from areas surrounding the hole using the com-
pleted motion field. The resulting motion is therefore inher-
ently smooth but the method can only deal with temporally
short holes.

In methods using 2D patch completion, there is usually a
need for more explicit temporal coherency preservation. Pat-
wardhan et al. [PSB05, PSB07] perform frame by frame in-
painting but compare patches using the same 5-channel met-
ric used by [WSI04]. In [ZXS05], temporal consistency is
maintained by warping the completion result in a reference
frame to other frames (see Section 7). Shih et al. [STH09]
also maintain temporal continuity using motion parameters,
but transfer completed content from frame to frame con-
secutively. Shen et al. [SLCF06] complete XT patches in
the video volume rather than XY patches (see description
above), thereby trading the temporal coherency issue with a
Y -axis spatial coherency issue. In [BGD∗10], Kalman filters
applied to pixel values along motion trajectories are used to
perform smoothing in the temporal domain after frame-by-
frame image inpainting has been done.
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5. Segment-based completion

Segment-based completion methods make up a small fam-
ily of methods in which exemplars are segmented from
the source with a least noticeable result seam in mind.
These methods resemble patch-based methods which use
large patches and stitching (see Section 4.6). In contrast,
in segment-based completion methods, the exemplar shapes
and sizes are determined implicitly and can be arbitrar-
ily large or small. For segment-based methods, graph cut
[BVZ01] is usually used to find an optimal seam, which de-
termines the irregular shape of the exemplars.

5.1. Local segment-based methods

Extending the ideas of [EF01] (see Section 2), [KSE∗03]
present a synthesis framework focusing on finding mini-
mally noticeable seams. By using graph cuts, the limitation
of grid-like patch synthesis imposed by the dynamic pro-
gramming framework of [EF01] is relieved. The algorithm
works iteratively, picking an offset for the source input tex-
ture (or a sub-patch of it) in the output and then finding the
optimal seam between the original and offset using graph
cut. The process is repeated even after the entire output area
has been completed; in each iteration the source segment is
pasted over an area with high seam error in the output in
order to reduce it.

Graph-cuts extend naturally to the spatio-temporal do-
main where seams become 2D surfaces. [KSE∗03] demon-
strate their algorithm on inputs ranging from very regu-
lar textures to real-life images and videos of natural phe-
nomena. On videos, they show how their framework can
facilitate looping of sequences, extending short sequences
and enlarging small ones. The effects of using tempo-
ral vs. spatio-temporal offsets of sources is demonstrated.
While temporally stationary textures (such as a waterfall)
can expect sufficiently good results with only pure temporal
translations, spatio-temporally stationary textures (e.g. small
waves) achieve better quality by using a spatio-temporal
search for sources.

5.2. Global segment-based methods

In Shift-Map image editing [PKVP09], several image edit-
ing tasks (completion, retargeting, re-arrangement and com-
position) are demonstrated under one unified segment-based
framework. The authors define a global multi-label graph-
cut based optimization, in which each label corresponds to
an offset into a known area in the scene, which will be used
as the source for a pixel in the output. Graph-cut optimizes
for continuous segments of source offsets and for low-energy
seams between adjacent areas with different source offsets.
The smoothness component of the graph cut energy term pe-
nalizes color and gradient discontinuities across the bound-
ary and the data term is used to constrain the solution ac-
cording to the specific application. In image completion the

(a) Input (b) Output (c) x
coordinate
shift map

(d) y
coordinate
shift map

Figure 6: Completion result of [PKVP09] along with shift
regions of x and y coordinates.

Figure 7: User assistance is employed in [GTK∗12] in order
to reduce the search space. The user marks the occluded ob-
ject along its entire path in an XT slice of the video volume
(left) and then in Y T sections (right) and thereby restricts
the source region of possible shifts to a region around the
occluded object.

data term is simply set to infinity for pixels in the hole and to
zero elsewhere to make sure that no hole pixels are chosen in
the synthesis. The solution can be slow so a hierarchical so-
lution approach is necessary to speed up the process. In each
level of the hierarchy, the solution of the coarser level is used
as an initial guess to the optimization of the level above it. A
completion result of the algorithm is displayed in Figure 6.

Granados et al. extended the completion method of
[PKVP09] to video in [GTK∗12]. Segments become volu-
metric and shifts are extended to space-time offsets in the
video volume. The optimization functional is weighed to
increase cost of temporal discontinuities over spatial ones.
In addition, to avoid a degenerate solution where a single
source offset is used for the entire hole and all the error
is concentrated on the boundary, pixel pairs closer to the
boundary are penalized stronger than ones further inside the
hole. User assistance helps reduce the search space by indi-
cating approximate foreground object extents quickly in XT
and Y T cross-sections of the 3D video cube (see Figure 7).
Like in [PKVP09], a pyramid scheme is used to accelerate
the solution. Relatively high-resolution outputs are demon-
strated but their computation times are high (some reach an
order of a few days).
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6. Object based methods

Object based completion methods are developed around the
notion of objects in the video. The focus in this family of
works therefore lies in the correct calculation of contin-
uous object motion. Some of the works focusing on ob-
ject completion perform completion of a single object using
sources which contain a complete copy the object (some-
times termed template) and optimize for good temporal con-
tinuity between these sources. This sometimes proves some-
what less flexible than working with smaller patches and can
result in temporal artifacts around hole edges. Other object
based methods attempt to improve motion estimation and
synthesis by using more specialized models that are geared
towards human or skeletal motion.

6.1. Template-based methods

The method of [CZV06] commences by tracking and seg-
menting humans (represented as moving blobs) using simple
background subtraction (stationary camera and static back-
ground are assumed). The segmentation process also sep-
arates multiple objects from one another and stores object
templates - short snips of object movement, into a database
for later use. Missing static background areas are inpainted
using information from temporal offsets. In places where
such information is not available, the method of [CPT04]
is used for completion. The dynamic missing parts are com-
pleted using the stored templates, by overlapping them tem-
porally. This is done using dynamic programming which
minimizes the overlap cost, thereby preserving temporal co-
herency. The motion in the output is generally smooth but
in some cases inconsistencies can be observed around the
temporal edges of the hole. The removal of shadows in the
segmentation stage is also noticeable in the result.

The authors improve the work in [VcSCZ09] by treating
the frames where objects are partially occluded separately
and matching object templates to the partial objects before
applying the dynamic programming optimization. The static
camera assumption is also relaxed and parallel-to-scene mo-
tions are allowed.

6.2. Explicit human modeling

In [LLS∗11], Ling et al. propose a contour-based method
for occluded object completion. Their method proceeds as
follows: first, the moving object in the video is analyzed
and postures of the object are extracted for later use. Pos-
tures go through a key-posture selection phase where rep-
resentative postures are selected, saved and labeled. In the
next step, virtual contours are constructed. These will later
be used to guide the posture-based completion. To facili-
tate their construction, the XT spatio-temporal slices of the
video are separately completed (using [CPT04]) after warp-
ing the frames to make the motion purely horizontal. This is
reminiscent in nature to the processing done in [SLCF06],

discussed earlier. The completed 2D slices are then com-
bined to form the virtual contours for the missing regions.
Using local shape matching descriptors, postures from the
database created earlier are matched to the virtual contours.
Postures are represented as strings and string matching is
used to match database postures to postures detected using
virtual contours. If matching fails, the algorithm can synthe-
size new posture sequences by combining postures from the
database using a skeletal analysis process.

The work of Shih et al. [STTZ08], focuses on layer-based
re-composition of videos. Motion interpolation based on
patch-driven synthesis is used to alter the speed and loca-
tion of motion layers extracted in preprocessing. The authors
extract stick figures from the moving object layers. Stick fig-
ures in missing areas are then matched from other examples
in the video or interpolated from other stick figures. The
completed stick figures guide the motion interpolation by
copying source patches using the prior knowledge inherent
to the model (i.e. source patches are taken from correct rel-
ative location on stick figure). The initial patches completed
using the stick figure knowledge guide a patch-based com-
pletion algorithm for the rest of the missing pixels. Edited
and interpolated video motion layers are fused seamlessly
using graph-cuts.

In [WLL07], human motions are estimated using simple
feature points marked manually on the human body. Motion
state vectors are computed for undamaged frames according
to these descriptors and motion state prediction is done ac-
cording to a simple cyclic motion model. Graph cut is used
to merge the undamaged frames corresponding to the pre-
dicted motion states.

7. Warp-driven completion methods

In many cases, completion is desired for videos with a
moving camera. In such cases, transformations which con-
sider the camera motion are sometimes required to correctly
transfer background source information in one frame to tar-
get information in another. Inter-frame warping or back-
ground mosaicing can be effectively used in order to over-
come changes in camera position, rotation and scale between
source and target. In addition, warping can be an effective
tool for transferring patch data when the objects themselves
had undergone perspective, scale or other transformations
between source and target frames.

In the work of Jia et al. [JTPTT04], two separate strategies
are employed in order to perform video completion of fore-
ground and static background. Some camera movements are
allowed in the scene: zooming, rotation about a point and
panning. To facilitate this, the background is modeled us-
ing several layers (achieved through coarse segmentation by
the user and mean shift tracking). Background completion
starts by constructing mosaics for each of the layers in a
pre-chosen reference frame. Homographies to the reference
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(a) Sampled
movel

(b) Damaged
movel

(c) Repaired
movel

(d) Movel is wrapped and normalized (e) Movel volumes are aligned using a 4×4
homography

Figure 8: Movel sampling and alignment in [JTPTT04].

frame are then calculated for the different layers in other
frames and blended at the seam areas between layers. Holes
left in the mosaics are filled using image repairing ( [JT03])
and the completed layer mosaics can be projected back to
any video frame using the homographies.

The moving foreground completion assumes cyclic mo-
tions and spatio-temporal object samples termed movels,
are sampled along a single cycle of motion (such as a full
step of a walking person). Damaged movels (ones that in-
clude holes) are completed using sample movels in a two-
phase process which includes sampling and alignment. In
the sampling phase, movels go through three steps of pre-
processing. Movel wrapping alters the first and last frames
of a movel so it can be wrapped (cycled) without tempo-
ral flickers. Movel regularization computes a smooth trajec-
tory (of movel frame centroids) for the damaged and sam-
ple movels. In damaged movels, this step also recovers a
smooth trajectory for the missing frames. Movel normal-
ization translates the sample and damaged movel centroids
to the image center in each frame in order to simplify the
alignment search (see Figure 8). In the alignment phase,
sample movels are aligned with damaged movels using a
spatio-temporal (4× 4) homography. The volume homog-
raphy is found using a Levenberg-Marquardt optimization,
and is used to warp the sample movel to the damaged movel;
the latter is then repaired using the former. Finally, repaired
frames are de-normalized (offseted back to original frame
positions) and matting is used to fuse foreground and back-
ground inpainted results together in order to obtain the final
video result. Figure 12 displays a frame completed using the
method.

Granados et al. [GKT∗12], focus on completing the back-
ground in videos taken with a free moving camera which ex-
hibits much movement. Their completion process requires
specifying two masks: the desired part of the moving fore-
ground and the part to remove. The algorithm proceeds in
three general steps. In the first step, frame pairs are aligned to
each other. Sparse feature matching is done to establish point
pairs and the RANSAC algorithm is used to prune for con-
sistency and obtain the fundamental matrix of the two frames
and establish a homography. The outliers from the previous
RANSAC step are then used again iteratively to find more
homographies with lesser support. A graph cut optimization
is done to find the best homography for each pixel region.

Figure 9: Background completion in a frame is composited
from different source frames (signified by different colors)
using a graph-cut optimization in the method of [GKT∗12].

In the second step graph-cuts are used again to composite
source regions from different frames for completing the hole
region in a target frame; Figure 9 gives a visualization of
source frame composition. Distance transform is used to pe-
nalize misalignments at the boundary of the hole stronger
than inside and avoid a degenerate “copied” solution. In the
last step, illumination differences are resolved using Poisson
blending [PGB03] and a special regularizer is introduced to
eliminate differences in the temporal domain.

In [ZXS05], a motion model is used to find motion of
layers between frames. A compensated reference frame (in-
cluding multiple layers) is created by warping layers in other
frames to it, according to their motion parameters. Remain-
ing hidden areas are completed using a patch-based scheme.
After completing all of the layers in a single frame, the mo-
tion data is used to project the synthesized layers to all other
frames according to their motion parameters. This helps pre-
serve motion consistency.

7.1. Mosaics

Mosaics of image sequences ( [SS97, Dav98]) are compos-
ites of frames captured at different overlapping viewpoints
of a scene. The frames are warped and stitched together cor-
rectly to display a larger consistent panorama of the scene.

Mosaics are intended to build a complete background of a
scene using overlapping images of the scene taken from var-
ious viewpoints; this makes mosaics a great tool for the com-
pletion of missing background. As long as the missing back-
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(a) Foreground mosaic (b) Rectified
foreground mosaic

Figure 10: Foreground mosaics in [SLCF06] are used for
rectification of the foreground volume. Point sets on head
and feet are used to estimate lines parallel to the world’s
ground plane. Vanishing points are found and used to obtain
a rectifying transformation.

ground area can be seen in some other frame of the video,
the result mosaic will contain the necessary background in-
formation. This approach has been used in several works
(e.g. [PSB07, LLS∗11]) for separately completing the back-
ground layer. The background is usually treated separately
from the foreground, and the avoidance of foreground infor-
mation in mosaicing also helps avoid problems due to large
parallax ( [SS97]). In [JTPTT04, JTWT06], the background
mosaics are built separately for different background layers
as explained earlier in this section. In [PSB07] (discussed
earlier), foreground and optical flow mosaics are used in ad-
dition to background mosaics. In [SLCF06], foreground mo-
saics are used to guide the rectification of video frames, so
that character movement in the video becomes purely hori-
zontal (see Figure 10). In [KS12], a similar foreground mo-
saic equalization procedure is used in order to achieve scale-
robust inpainting. In [LC10], completion of dynamic back-
ground is achieved using a linear dynamic system model for
dynamic texture analysis and synthesis. In moving camera
cases, a background mosaic is built and the formed corre-
spondence maps are used for the training of the model.

8. Output quality assessment

In the case of small hole inpainting, algorithm output qual-
ity can sometimes be tested against an original undamaged
version of the image; this is rarely the case in exemplar
based image and video inpainting where large portions are
removed and completed results are not necessarily expected
to adhere with a ground truth. This makes the assessment of
output quality an inherent problem. Even when comparing
results using a single overlap error measure, a smaller error
can still result in a less plausible synthesized output. The
quality of completion outputs is therefore usually left to the
subjective judgment of human beings. Consequently, only a
few works in the field went beyond publishing video outputs
(sometimes along with comparisons to other methods).

In [HE07], Hays and Efros conducted a user study to as-
sess and compare the performance of their method. In the
study, subjects were shown images in one of three categories.

Untouched images, images completed using [HE07] and im-
ages completed using [CPT04]. The subjects were asked to
designate photos as real or fake. Through the user study,
Hays and Efros quantifiably showed their method to give
superior results compared to [CPT04]. The issue of assess-
ing completion quality is addressed differently in [Mah10],
where an experiment using eye-tracking is conducted in or-
der to suggest quality of completion outputs by observing
human gaze patterns in the completed region and outside of
it. The experiment shows how completion artifacts influence
gaze of viewers which tend to concentrate on observable or
suspected artifacts.

In [KKDK12], the authors try to predict the quality of
image completion in different regions of an image auto-
matically in order to crop low-quality inpainted areas of
panorama edges. They run a user study in which they ask
to mark completed image blocks as good or bad completion
results. Pixels in the blocks are associated with source re-
gions restricted to them and a descriptor which encompasses
visual measures of these source regions is calculated for each
pixel. Using these descriptors along with the user input from
the study, a function which predicts the quality of comple-
tion is learned.

9. Discussion

At present time, it seems that state-of-the-art methods for
video completion still fall short of becoming practical video-
editing tools. Most examples deal only with low resolution,
small holes or impose other types of limiting constraints on
the input. Further advancements in the field are hence neces-
sary to tackle this hard problem. There are several important
challenges to overcome and also some territory which has
been left relatively unexplored. We identify some of these
challenging and unexplored aspects below.

Solution scalability. Most current video completion algo-
rithms operate on limited resolution, limited length videos.
Even if the area to be completed is temporally short, allow-
ing long sequences or even multiple video sources as in-
put could benefit the completion process. Of course, such
a growth in the source data would necessitate much more
efficient ways to query video data such as intelligent low
level descriptors and indexing methods. Working on high-
resolution videos is also important for any practical video
completion tool. Since methods are struggling with long
computation times even for low and medium resolution
videos, it would make sense to strive for multi-resolution
methods which can show relatively quick low resolution pre-
views, before taking the time to render a completed high res-
olution output.

High-level models. Most current methods have no means to
resolve semantic ambiguities in the scene during the comple-
tion process. It seems that at least some of these ambiguities
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could be reconciled if more high-level knowledge models
were used in the completion process. Until now, only hu-
man motion completion seemed to have received such spe-
cialized treatment. Knowledge of scene geometry can help
properly complete disoccluded regions of a scene correctly.
High-level analysis of objects in and around the hole regions
might help prevent completion results which include crude
semantic discontinuities in space or time. Figure 11 shows
an example of such a result.

(a) Original image (b) Frame after scene
completion

Figure 11: An otherwise successful and interesting image
completion result of [HE07] is hindered by the introduction
of only the lower part of a pedestrian into the scene (in cir-
cled area).

User-aided methods. Even though only little work has
been done towards user-aided algorithms in video, it seems
plausible that semi-automatic video completion techniques
that rely more on human assistance may help alleviate
some of the current challenges in the field. Specifically, it
would seam logical to give users motion guidance control
by allowing them to specify how structure in non-occluded
frames should temporally propagate into a space-time region
marked for completion. Also, user interactions such as re-
striction of source regions for the completion of a certain
missing region could be helpful in improving both quality
and speed of algorithms. Unfortunately, since current video
completion methods do not work at interactive rates, the
user’s ability to conveniently intervene in the completion
process is limited.

Solution speeds. Many successful video completion meth-
ods take hours, sometimes even days, to complete a single
video sequence of several seconds. Such long computation
times render methods unusable for most applications. Even
quicker methods working on the order of minutes are prob-
lematic as they still cannot allow interactive editing with
instant adjustments and reiteration. Automatic image com-
pletion methods entered the mainstream only when they be-
came quick enough to perform completions within seconds.
The same should be expected for video. To this end, algorith-
mic advances such as fast patch search algorithms tailored
for video are an important goal.

Shadows, reflections and indirect lighting. Problems
caused by shadows, reflections and indirect lighting have

been avoided in much of the video completion literature. In
scenes with a significant amount of direct lighting, shadows
of objects cannot be avoided. This poses two challenges; the
shadows or reflections of removed objects must also be re-
moved; necessary shadows or reflections in hole areas must
be synthesized in the completion process. An example of
missing reflection is displayed in Figure 12. Removing mov-
ing shadows (especially soft ones), in a videos can prove
quite difficult because they are hard to discriminate correctly
using binary masks, while pieces of outer penumbra which
are left untreated will cause ghost-like artifacts. Correct re-
flections can also be very difficult to restore, especially in
non-flat surfaces.

(a) Original frame (b) Frame after video
completion

Figure 12: A completed frame from [JTWT06]. The result
video is missing reflections and shadows over the glossy sur-
face floor.

9.1. Conclusion

Data-driven completion methods have received much atten-
tion in the past decade. The usefulness of these methods,
especially in completing large missing areas in images and
video has been well established. While image completion
has received plenty of attention from the research commu-
nity, resulting in the recent development of fast and robust
methods that have also found much practical use, the prob-
lem of video completion is not as mature. The additional
time dimension in video completion, makes the video ver-
sion of the problem both more difficult to solve plausibly
and harder to compute. Nevertheless, we believe that the
huge potential of editing tools that could be developed with
the evolution of robust video completion methods is a strong
driving force for research. Hopefully, this survey of the sub-
ject will help spread the knowledge regarding the current
state-of-the-art and drive new research efforts in the field.
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