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Abstract
Augmented Reality (AR) has become a popular technology in museums, and many venues now provide AR applications inside
gallery spaces. To improve museum tour experiences, we have developed an embodied agent AR guide system that aims to
explain multi-section detailed information hidden in the painting. In this paper, we investigate the effect of different types of
guiding interfaces that use this type of embodied agent when explaining large scale artwork. Our interfaces include two types of
guiding positions: inside and outside the artwork area, and two types of agent movements: teleporting and flying. To test these
interfaces, we conducted a within-subjects experiment to test Inside-Teleport, Inside-Flying, Outside-Teleport, and Outside-
Flying with 28 participants. Results indicated that although the Inside-Flying interface often obstructed the painting, most of
the participants preferred this type since it was perceived as natural and helped users find corresponding art details more easily.

CCS Concepts
• Human-centered computing → HCI design and evaluation methods; • Computing methodologies → Mixed / augmented
reality ;

1. Introduction

Museums and historical sites are places for leisure that also de-
liver both knowledge and entertainment to wide range of people.
Typically, many museums have a tour guide for showing a group
of visitors around while providing supplemental information about
exhibits. Human guides have the ability to attract visitors by match-
ing their presentation style to the current actions or intentions of
visitors. By joining a tour with a guide, a visitor can both gain
knowledge and be entertained. However, with the limited num-
ber of guides coupled with labor costs, museums cannot always
provide a one-on-one customized experience to every visitor who
comes to the museum. To help address this problem, audio and AR
guided applications have become an alternative means to enhance
the museum experience and also provide in-depth information of
the exhibit to the visitor. While the audio guide provides only a
description, AR guide applications have a more interactive compo-
nent. These kinds of AR applications such as Blippar [AM11] and
Layar [MLF09] are usually easy to create and maintain. Though
Blippar and Layar typically only run on smartphones or tablet, they
do provide one-to-one interactions in which users can explore an
exhibition at their own pace.

In this paper, we introduce a wearable AR guide system that
makes use of an embodied agent as a virtual guide who points out
and explains each part of a painting to a visitor. Although much
research about the embodied agents exists [CSHO14, AKYT00,

BS04], it has not been focused on using an embodied agent as a
companion guide for real world use. In this sense, our virtual guide
acts in the same manner as a human guide, for example by stand-
ing next to an exhibit while describing its contents and maintaining
eye contact with the visitor. Moreover, in addition to implementing
both verbal and non-verbal communication interfaces, we also in-
clude a virtual representation of the embodied agent. This virtual
existence enables many functions that are not possible for a hu-
man guide, such as showing another virtual image, flying around to
reach a high position, or using teleporting functionality to reduce
travel time to other real world spaces. Since such virtual functions
have not yet been studied in the context of real world situations, we
conducted a user study to evaluate the following Research Ques-
tions (RQ):

• RQ 1: Do users mind if the embodied agent position inside the
painting overlaps some of the art?

• RQ 2: Does teleporting help reduce total guiding time?
• RQ 3: Are there any differences in memory retention between

each method of guidance?

The goal of this study is to explore which virtual guide movement
and positioning interface users prefer and to explore whether dif-
ferent interfaces affect the user’s tour experience and memory re-
tention. We expect that our AR agent guidance system will help the
user concentrate and remember information while shortening the
time used for exploring information in the painting.
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2. Related work

2.1. Augmented reality system for a museum

The study of AR mobile applications in museums started more than
a decade ago. For example, Miyashita et al. [MMT∗08] developed
an AR Magiclens system and found some issues such as small text
size that depends on the camera’s distance to the artwork and an
AR with a black color background on the screen because of a dark
environment. Some visitors also commented that it was difficult to
switch their attention between an AR monitor and the real artwork
while holding the monitor with both hands.

While a hand-held based AR system requires the user to hold it
up to see the AR image, smart-glasses and AR displays are good
alternative hands-free devices. Mason [Mas16] conducted a study
using a Google Glass as an AR guide application. Many partici-
pants said it was easier to see a video description and the real ob-
ject at the same time. However, some participants commented that
a text description was too long to read, and they are not unfamiliar
to read text shown in smart-glasses. He also found that the users
only watch the video for around 10 to 20 seconds out of the full 70
second length and then switched their attention to the real object in
front of them. This suggests that a user may not focus until the end
of the description if it is not interesting enough.

Vainstein et al. [VKL16] have studied the user requirements of
smart-glasses for museum visiting. Based on the results of a survey
taken from a museum, most participants are preferred to control the
AR smart-glass system using an accompanying mobile device, not
by voice, due to the quiet environment of the museum. They also
preferred a function to adjust text size, audio volume, fast forward
or pausing of media, and automatic stopping of the presentation
when the user moves away. Moreover, many of them did not prefer
the system to display text because it was not easy to read.

Since we focus on developing a system that gives an explana-
tion of each section of a large piece of artwork, neither a hand-held
AR device nor AR smart-glass with a small field of view (FOV)
would be able to overlay AR guidance covering the entire area of
the work. The user needs to move his or her AR display to see each
piece of guidance for the piece. In this situation, someone wear-
ing smart-glasses could just turn his or her head to see AR guided
information, which would be easier than raising a hand-held AR
device to a new position. To minimize the need for hand movement
but maintain the advantage of adequate tracking, we decided to de-
velop our system on a wearable display and have voice explanations
with the embodied agent guide interface.

2.2. Embodied agent

An embodied agent is usually considered a sub-field of computer
simulation, which aims to develop software that has a humanoid
or body-like appearance and verbal and nonverbal communica-
tion similar to that of a human. There are embodied agents that
are visualized in a monitor for weather reporting, that can walk
around and refer to objects in a virtual environment [NZB00], lan-
guage trainers [Mas04, MGR14], hospital companions [BAE∗15],
support for elderly individuals [RSTB15], and museum guides
[KGKW05, STA∗10]. These embodied agents were rated as effec-

tive and can often be used in place of a humans who are not avail-
able for 24 hours a day. Some embodied agents are display in AR
setting environment that a user will see the agent integrated to the
real world seamlessly by seeing through a head-mounted display,
which it helps a user in furniture arrangement [AKYT00], guide a
user in factory and demonstrate how to use a machine [VLP∗03].

Regarding comparisons of the effectiveness of embodied agents,
Bickmore et al. [BPY08] have studied on user preference between a
human and an embodied agent on a complex document explanation
task. They found that users are satisfied on an explanation from the
embodied agent than a professional human with the reason that the
agent has infinite patience and repeat a word, and will not criticize
if they don’t understand something. Also, Beun et al. [BDVW03]
have studied on effects on memory recall of the presence of an em-
bodied agent. They found that participants who listened to the em-
bodied agent’s voice had a significantly higher memory recall score
compared to others who listened to audio only. Moreover, Camp-
bell et al. [CSHO14] conducted an AR navigation task and found
that by following an embodied who leads a walking participant,
navigation was faster than following arrows placed along the way.

When considering AR guidance development, adding an embod-
ied agent to the system could bring many merits. Our embodied
agent will act as a virtual guide who talks, smiles, pays attention to
the user, and points out interesting parts inside the artwork to the
user. We expected that our embodied agent would be preferred by
the user, that the user would pay more attention to the information
being explained, and that the whole experience would be improved
with the AR guide in place.

3. Design and Technical Implementation

Our AR guide system is designed to explain all available regions
of a large painting containing multiple details by pointing out each
position of guidance and explaining the information pertaining to
that piece (region of the image) to the user. We decided to develop
this system using the Microsoft Hololens, an optical see-through
head mounted display [Cor16], which is a standalone device that
can perform real-time localization and visualize high-quality mixed
reality images. Our system uses images from the device’s forward-
facing camera to track the position of the painting itself, and also
receives button input from a Microsoft Xbox controller to trigger
the embodied agent to explain subsequent points of information.

Due to the limited field of view of the device, the size of an
embodied agent is resized to fit the display height, which prevents
cutoff of the virtual guide image viewed by the user. Also, to able
to see the agent face expression more easily, we decided to use
an embodied agent type that has a slightly larger head proportion,
the young female character model called SD-unitychan [Jap14], as
our virtual guide. We set a height of the model to 50 cm, which
fits the device display height when the user stands inside a prox-
emics based social distance [HBB∗68], around 160 cm away from
the embodied agent. This model is already rigged and has some ba-
sic facial animations provided so that we can program movement of
the hands, mouth, and eyes. Our embodied agent contains three pri-
mary functions, including avatar communication, positioning, and
movement.

c© 2019 The Author(s)
Eurographics Proceedings c© 2019 The Eurographics Association.

26



N. Techasarntikul et al. / Evaluation of Embodied Agent Positioning and Moving Interfaces for an AR Virtual Guide

Figure 1: Images of the experiment setup showing (a) the area in which the experiment took place and then the actual view through HoloLens
with (b) Outside type and (c) Inside type position interfaces.

3.1. Avatar Communication

Both verbal and non-verbal means of communication are included
in our embodied agent. A guide narrative is generated from com-
mercial text-to-speech software [AI09]. For non-verbal communi-
cation, eye contact is an important means for creating a commu-
nicative relationship [IOI∗01]. Therefore, our agent always makes
eye contact with the user by facing its body towards the position
of the user while describing the painting. This can make the user
feel that the agent is talking to him/her. Also, our embodied agent
uses an open hand gesture to point toward the explanation part and
indicate the direction of the explanation. A single left or right hand
is determined from the side closest to the position of the text. Based
on our pilot study on pointing interfaces [TRO∗19], we included a
virtual line laser to explicitly point out the position that helps the
user more quickly find the part of the painting about which the vir-
tual guide is talking.

3.2. Avatar Positioning

When the user is wearing a HoloLens, a virtual graphic that is seen
by the user is only in the area of 30-degrees horizontal and 17-
degrees vertical in front of the head position, which does not cover
all of the area seen by the user’s eyes. If we put the SD-unitychan
embodied agent on the floor, the users might not see the agent un-
less they looked downwards. Therefore, we decided to allow our
embodied agent to float in the air so that the user can see the agent
in their normal view. Since the embodied agent is floating freely
in the air, it can overlap a painting while describing. To study if a
painting overlapping has a negative effect on a guiding or not, we
created 2 guiding position interfaces: position inside and position
outside. Using the position outside interface, the embodied agent
does not occlude the area of the painting by stays at one border of
the painting at the same height of the explained segment. we cal-
culated the agent position at both left and right border and select
the side that closest to the explaining position. In contrast, the em-
bodied agent with the position inside interface occludes some area
of the painting but stays next to the explained segment. We assume
that the users who pay attention to the virtual guide would prefer
to have the embodied agent stay inside their view while listening to
the talk.

3.3. Avatar Movement

When the embodied agent starts talking about the new subsection
of the painting, a new position will be applied. To move the vir-
tual guide from the current position to the new position, we pro-
vided 2 movement interfaces, teleporting and flying. The teleport
interface moves the embodied agent to a new position immediately
so that the user doesn’t have to to wait for the agent to reach the
new position and start explaining a new item. In contrast, the fly-
ing interface gradually moves the agent as a straight-line path to
the new position, which takes time if the agent needs to move from
one side of the artwork to another. It takes 2-3 seconds for the em-
bodied agent to fly from one side of the painting to the other. By
combining avatar positioning and movement, we have 4 guiding
interfaces, which include: Outside-Flying (OF), Outside-Teleport
(OT), Inside-Flying (IF), and Inside-Teleport (IT) to be used by our
embodied agent guide.

The embodied agent guide with the OF interface does not oc-
clude the painting while describing the corresponding piece of in-
formation in the painting. However, when the agent flies to the other
side of the painting, it occludes the painting and the user must wait
for the movement to be finished before listening to the next nar-
ration. The embodied agent guide with the OT interface does not
occlude the painting while guiding a participant. When it needs
to move to another location in the painting, it will disappear from
its current position and appear at the new position. The user can
turn his or her head and quickly find the new positions of the agent
and explanation. The embodied agent guide with the IF or IT inter-
face floats nearby the description while occluding other parts of the
painting. With the IF interface, the agent will fly from its current
position to the next position, which takes longer when compared to
the IT type.

4. Evaluation

4.1. Experiment setup

The painting we used for testing is "The Netherlandish Proverbs,"
by Pieter Bruegel the Elder in 1559 [Wik09]. The painting is in the
public domain, meaning it is free to use. We printed this image at
200 by 140 cm and hung it on a wall 100 cm above the floor. To
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Figure 2: The painting and detailed positions for explanation that were used in our evaluation of the system.

facilitate viewing, we provided a 250 by 260 cm free walk area in
front of the painting as shown in Figure 1.

We then prepared 16 different subsections of the image, with sets
of four sections grouped together to test the four guiding interfaces
(OF, OT, IF, IT), the orders of which were balanced to alleviate
learning effects. The guiding started in the same order, from the
first trial to the forth trial, and in the same order in each trial from
the most left circle to the most right circle as depicted by the direc-
tional arrow in Figure 2. An explanation for each part saying a loca-
tion of that part in the painting, the image characteristic to look at,
and the meaning of that image. The explanation audio ranged from
11 to 17 seconds, with an average of 14.38 seconds. One example
of an explanation is "At the right side of the painting, you will see
a man who is catching an eel on its slippery tail. This is called to
hold an eel by the tail, which means to undertake a difficult task."
Before the explanation start, the embodied agent will move to the
position near the describing part with the selected positioning and
movement interface. After the avatar reaches the determined posi-
tion, it will point to the direction of an image and start talking.

In our experiment, we recruited 28 participants (13 female, 15
male, mean age of 21, SD of 1.61) to help evaluate the effectiveness
of the guiding interfaces. Participants were mostly students, and
came from various departments, studying in the Schools of Lan-
guage, Letter, Human Sciences, Health Sciences, Biosciences, Law,
Economics, Sciences, Engineering, and Engineering Sciences. The
ratio of sciences and non-sciences students was 11:17. We paid
them with a bookstore card valued at 500 yen (around 5 USD) for
participating in the 20 minute experiment.

4.2. Procedure

First, we explained the experiment procedure, including a descrip-
tion of how to use the AR guide system to each participant. we also
informed that there would be a test after the experiment and asked
him/her sign a consent form. We then started up the application and
let the participant stand 230 cm away from the center of the paint-
ing. At this position, the participant could see the overlaid graphics
in a corresponding physical area of 130 * 70 cm.

Then we let him/her wear the HoloLens and confirm that he/she
sees the embodied agent at the left corner of the painting which is
a standby position. Next, we informed the participant that the ex-
periment will start when he/she presses a button and he/she is free
to move around the designated viewing area. The times when the

user triggered explanations and standing positions in the environ-
ment were recorded during the experiment. The experiment started
with demographic questions. Then, the virtual agent guided the 4
segments of the image. The participant had to press a button on
a wireless controller to trigger the virtual guide to proceed to the
next location. After participants finished listening to all four expla-
nations present in the painting, they had to complete a subjective
score related to each of the guiding interfaces. Items were scoured
on a Likert scale for the following statements:

1. The virtual guide obstructed the area of explanation.
2. the laser pointer obstructed the area of explanation.
3. A position of the virtual guide was proper.
4. It was easy to find the area of explanation.
5. This interface looked natural.
6. This interface help me concentrate on the description.
7. This interface help me concentrate on the area of the explana-

tion.

The guidance and subjective questionnaire were repeated four
times for the four interfaces, selected randomly. Finally, we let
the participant select one of his/her preferred guiding interfaces
(from the four, OF OT IF and IT). Note that both the demographic
questions and subjective questionnaire were embedded inside the
HoloLens application so that the participant did not need to take
off the device and put on again in the middle of the experiment.

When the participant finished the experiment and questionnaire,
we then asked him/her to complete a memory test on a computer.
The test consisted of an image of the painting and 16 text-boxes
with a different phase place around the image. Each phase was
referred to during the explanation dialogue corresponding to the
meaning of part in each area. The participant was then asked to
draw an arrow from each phrase to its corresponding position. For
an example, he/she has to draw an arrow from a phase "To under-
take a difficult task" to the position that related to the phase which
is an image of a man who is catching an eel on the right side of the
painting. Participants are allowed to take time as much they need
or give up anytime. After that, we interview each one about the
guide impression, why he/she prefer the selected positioning and
movement interface, and how much he/she can do the test.

4.3. Experiment Results

We evaluated the effects of each interface on both objective and
subjective measures. The objective measures included the time that
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Figure 3: Average time that the participant used for experience each
guiding interface including Outside-Flying (OF), Outside-Teleport
(OT), Inside-Flying (IF), and Inside-Teleport (IT).

Figure 4: Average number of correct participant answers when they
experienced each guiding interface.

participants spent on experiencing the AR guide system with each
interface and a score from a memory recall test conducted after
the participant used all 4 interfaces. We use a repeated measure
Analysis of Variance (ANOVA) test [Gir92], following with a post-
hoc analysis using pairwise t-tests [Efr69] with Holm’s adjustment
[Hol79] to analyze the objective measures.

We collected subjective measures by asking the participant to
rate each interface regarding obstructiveness, appropriate position,
ease of finding the corresponding explanation, naturalness, and as-
sistance to concentration using 5-point Likert scale [AS07]. We
used a non-parametric repeated measures Friedman test [SFT96],
following with a post-hoc analysis using Wilcoxon signed-rank
test [Woo07] with Holm’s adjustment method. We indicate a sig-
nificance level of p < 0.001, p < 0.01, and p < 0.05 using asterisks
***, **, and *, respectively, between each set of bars in our results
plots and figures.

4.3.1. Time Used

The time for each guiding interface that each participant used to
navigate the 4 parts (from the left to right side of the painting)
is shown in Figure 3. Outside-Flying (OF) took the longest time,
with an average of 66.04 seconds, followed by Inside-Flying (IF) at
64.29 seconds, Outside-Teleport (OT) at 62.58 seconds, and Inside-
Teleport (IT) at 62.53 seconds. We first conducted an ANOVA
and found a significant difference between interfaces, (F = 5.99,
p < 0.001). We then conducted a post-hoc analysis and found that

Figure 5: Subjective ratings for each interface regarding obstruc-
tiveness to the real painting.

mean time spent was significantly shorter with OT than with OF
(p < 0.0025), and IT also required less time than OF (p < 0.0025).

4.3.2. Memory Recall

The number of correct matches between painting locations and de-
scriptions varied from person to person. The average score for each
group of descriptions and the difference of each interface are shown
in Figure 4. When guiding with OT interface, participants answered
the test corrected 58%, 54% with OF interface, 53% with IF inter-
face, and 50% with IT interface. We conducted the ANOVA test but
no significant difference was found between interfaces, (F = 0.297,
p = 0.827).

4.3.3. Obstructiveness

In addition to objective measurements, the results of obstructive-
ness to the painting for the virtual guide and laser pointer for each
interface are shown in Figure 5. With respect to obstruction, results
showed that 28.57% of participants rated agree and 71.43% rated
disagree on IT interface, whereas 14.29% rated agree and 78.57%
rated disagree for the IF interface. None of them rated agree that
the virtual guide with OF and OT interfaces were obstructive.

Regarding whether the laser pointer obstructed the area of expla-
nation, 17.86% of participants rated agree and 82.14% rated dis-
agree on OT interface. Both OF and IT interfaces 10.71% of par-
ticipants rated agree and 85.71% rated disagree. For the IF inter-
face, 3.57% of them rated agree and 85.71% rated disagree, while
10.71% rated neutral.

We ran a Friedman test and found a significant difference be-
tween methods for the virtual guide obstructiveness, χ

2(3) =
27.046, p < 0.001. The post-hoc analysis result reveals the same
level of significance (p < 0.5) between IF and OF, IF and OT,
IT and OT, and IT and OF. However, no significant differences
were found for the laser pointer obstructiveness, χ

2(3) = 6.252,
p = 0.09.
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Figure 6: Subjective ratings for each interface regarding interface
position, discovered position and naturalness including Outside-
Flying (OF), Outside-Teleport (OT), Inside-Flying (IF), and Inside-
Teleport (IT).

4.3.4. Interface Position, Ease of Finding, and Naturalness

Subjective results regarding appropriate position, ease of finding
the explanation position, and naturalness of each interface are
shown in Figure 6. Regarding a position of the virtual guide was
proper or not, 60.71% of participants were agree and 21.43% were
disagree on IF interface. With OF interface 57.14% of them were
agree and 28.57% were disagree. With IT interface 50% of them
were agree and 39.28% were disagree. While the same 39.28% of
participants shared agree and not agree with OT interface.

Regarding the area of explanation was easy to find or not,
89.28% of participants were agree, while 7.14% of them were not
with the IF interface. For the OF interface, 60.71% rated agree and
25% rated disagree. For the IT interface, the number of the partic-
ipants rated agree and disagree are similar at 42.85% agreed and
39.28% disagreed. While 25% rated agree and 64.28% rated dis-
agree to the OT interface.

Regarding the interface looked natural or not, 75% of partici-
pants rated agree and 7.14% rated disagree to the IF interface. With
OF interface 67.86% of them rated agree and 10.71% rated dis-
agree. While with the OT interface, both agree and disagree were
rated equally 42.86% from the participants. For the IT interface,
42.86% agreed and 32.14% disagreed.

We ran a Friedman test and found significant differences on
ease of finding and naturalness of each guiding interface with
χ

2(3) = 28.913, p < 0.001, and χ
2(3) = 14.325, p < 0.01, respec-

Figure 7: Subjective ratings for each interface regarding concen-
trate on the explanations and area in concern.

tively. How ever no significant difference found on the virtual guide
position (χ2(3) = 3.824, p = 0.281).

The post-hoc analysis revealed significant differences in the rat-
ing of ease of finding, and OT had a lower score compared to OF
(p < 0.01) and IF (p < 0.001). Also, the IF interface has a higher
score compared to IT (p < 0.01). Together with the naturalness
rating result, we found the same level p < 0.05 of significant dif-
ferences between OT and OF, OT and IF, and between IF and IT
interface.

4.3.5. Concentration

Results of concentration on the content description and area of ex-
planation effected by each interface are shown in Figure 7. Re-
garding concentration on the content description, 89.28% of partic-
ipants were agree and 3.57% were disagree with the OF interface.
For the IF interface 82.14% of them were agree and 7.14% of them
were disagree. There are 75% of participants who agreed with OT
and IT interfaces. While 14.28% and 7.14% disagree on OT and IT,
respectively.

Regarding concentration on the area of explanation, 89.28% of
participants agreed with IF interface none of them disagreed. For
the OF interface, 78.57% agreed and 10.71% disagreed. For the
OT interface, 67.85% agreed and 17.86% disagreed. For the IT in-
terface, 64.28% agreed and 10.71% disagreed.

We ran a Friedman test and found a significant difference on
area of explanation concentration (χ2(3) = 11.751, p < 0.01),
but no significant effect on the content description concentration
(χ2(3) = 5.2241, p = 0.156). The post-hoc analysis revealed sig-
nificant effects on aiding concentration of the explanation area be-
tween IF and IT (p < 0.01) and between IF and OT (p < 0.05).

4.3.6. Interface Ratings

We asked the participants to choose the interface that they prefer
most at the end of all questionnaires. Twelve participants (42.86%)
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preferred IF interface, eleven (39.29%) preferred OF interface,
three (10.71%) preferred IT and only two (7.14%) preferred the
OT interface. Results shown in Figure 8 correspond to the previous
subjective rating results that the most voted, IF and OF interface
had many positive significant difference in several areas.

4.4. Discussion

In the evaluation, when the embodied agent guiding overlay the
painting (IF and IT interfaces), Although, a few participants agreed
that the virtual guide obstructed the area of explanation, most par-
ticipants disagreed to it. Therefore this evidence supports some part
of RQ 1, with the hypothesis that users do not mind if the embodied
agent’s position overlaps the painting.

Regarding the average time used by each interface, both teleport
interfaces (IT and OT) have a lower average time used. Therefore,
we accept RQ 2 that the teleport type moving interface helped re-
duce guidance time. However, these types of interfaces got many
negative subjective ratings. Based on the interview, some partici-
pants mentioned that when the guide disappears, they didn’t know
where the guide would reappear. Also, they had to find the virtual
guide position again most of the time when using the teleport type
interfaces because there are no hints as to where the new position
of the embodied agent would appear. The result from the question-
naires also confirmed that the teleport interfaces are not proper in
position nor help the user find the area in context, and they do not
look natural. We suggest that although the virtual guide is able to
teleport in the real world, this is not a preferred interface for most
of the participants. Therefore we should avoid using it or create
a moving path or destination information for the agent so that the
user will not lose the guide’s position as the guidance progresses.

Although IF interface was rated that help the participant con-
centrate on both content description and area of explanation, but
scores from the test results indicated that no guiding interface out-
performed any other with respect to memory retention. Therefore,
we reject RQ 3 that the different type of position and movement
interface of the virtual guide does not affect memory recall of the
image-related content. Based on the interview, many participants
told us that there are too many items introduced so they can not
remember them all. In many time they only remember either the
image or the phase. Also, some participants said that they just en-
joy the guide system but did not interested in the painting, so they
did not try to remember the contents. Some participants mentioned
that they did not like the outside position interfaces because they
had to trace the virtual guide pointing to the image, while the in-
side position interfaces made it easier to find the part of the image
because the virtual guide and the target position were in the same
view.

By observing participants movement during the experiment, we
found that participants who preferred IF and IT interfaces mostly
stood around their starting position. There was only one partici-
pant who preferred IF interface that walk around the designated
area. Six of eleven of participants who preferred OF interface and
one from two of OT interface walked around the area, while half
of the remaining participants stood around the start position. This
indicates that if the virtual guide moves for a small distance (e.g.

Figure 8: Plot showing the number of participants that ranked
a particular method as the most preferred including Outside-
Flying (OF), Outside-Teleport (OT), Inside-Flying (IF), and Inside-
Teleport (IT).

inside the painting area) the user will not move much from his/her
standing position. However, if the virtual agent moves for a certain
distance (e.g. from the left to right side), the user tends to follow
that movement.

5. Conclusion

In this paper, we proposed an AR guidance system for multi-section
visual information using an embodied agent. We also implemented
two positional interfaces and two moving interfaces for our virtual
guide. We developed the system that tracks the location of a large
piece of art and locates the position of regions interest, after which
we provide guidance to the corresponding location. Our system in-
cluded an embodied agent that moves and points toward the posi-
tion, describes where and at what to look, and explains information
for a specific part of the image.

Base on results from a user study, most of the participants pre-
ferred the Inside-Flying type, with the Outside-Flying pulling a
close second since the flying interface was easier to track the posi-
tion of a virtual guide than the teleport interface. Many participants
were not concerned that the virtual guide obstructed the art when
it stays in front of the painting as long as it does not occlude the
part at which the user is looking. We found that the virtual guide
that guides by moving inside the area of the painting helped par-
ticipants find the position in the description immediately without
having to trace the laser from the virtual guide’s hand to the area
in the description. This inside positioning interface also helped the
user concentrate on a particular area of the painting. Regarding out-
side positioning interface, movement to another far positions of the
virtual guide affected the user’s movement.

In future studies, we will explore guiding interfaces for areas
with obstacles such as other visitors to provide a dynamic guide
system that automatically avoids or adapts its position based on its
location and the order of descriptions.
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