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Abstract

We summarise and reflect upon our experience in evaluating a guided exploratory visualization system. Our system
guides users in their exploration of multidimensional datasets to pertinent views of their data, where the notion of
pertinence is defined by automatic indicators, such as the amount of visual patterns in the view, and subjective user
feedback obtained during their interaction with the tool. To evaluate this type of system, we argue for deploying
a collection of validation methods that are: user-centered, observing the utility and effectiveness of the system
for the end-user; and algorithm-centered, analysing the computational behaviour of the system. We report on
observations and lessons learnt from working with expert users both for the design and the evaluation of our

system.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]: User

Interfaces—User-centered design

1. Introduction

Exploratory visualization is a dynamic process of discovery
that is relatively unpredictable due to the absence of a-priori
knowledge of what the user is searching for [Gri96]. The
focus in this case is on organising, testing, developing con-
cepts, looking for trends, and defining hypothesis [Gri96].
When the search space is large, as is often the case for multi-
dimensional data sets, the task of exploring and finding inter-
esting patterns in data becomes tedious. Automatic dimen-
sion reduction techniques, such as PCA and MDS, reduce
the search space, but are often difficult to understand, or
require the specification of objective criteria to filter views
before user exploration. Other techniques (e.g. [BLBC12])
guide the user to the most promising areas of the search
space based on information learned during the exploration.
This seems more adapted to the free nature of exploration.

In our previous work on guided exploratory visualiza-
tion [CTBL12, TBBL13, BCTBLI13], we tried to address
the problem of helping users efficiently explore multidimen-
sional datasets characterised by a large number of projec-
tions. We proposed a framework for Evolutionary Visual Ex-
ploration (EVE) that combines visual analytics with stochas-
tic optimisation by means of an interactive evolutionary al-
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gorithm (Fig. 1). Our goal was to guide users to interesting
projections, where the notion of “interesting” is defined by
automatic indicators, such as the amount of visual patterns in
a two-dimensional scatterplot, and by subjective user feed-
back obtained during their interaction with the system.
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Figure 1: The Evolutionary Visual Exploration framework:
data dimensions are fed into an evolutionary loop in order
to progressively evolve new interesting views to the user.

2. On Evaluating Exploratory Visualization Systems

Similar to EVE systems, Dis-Function [BLBC12] allows
users to interact with a visualization to guide machine learn-
ing and explore alternative structures in the data. Since their
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focus was on algorithm performance, they evaluated their
tool with non-expert participants using a simplified task and
a generic dataset. Recently, Shao et al. [SBS™14] provided
users with a sketch-based interface to input visual patterns of
interest as they explored, but did not evaluate their system.
User evaluations of exploratory systems, including guided
ones, is challenging as exploratory tasks are fuzzy in nature,
and expert users who can validate and perform these tasks
are hard to recruit [Pla04, SMM12]. Moreover, case studies
with experts are time consuming [Car08] and results may not
be replicable and generalisable [Pla04]. Thus, rather than a
single approach, Carpendale [Car08] recommends to take a
variety of evaluative methodologies that together may start
to approach the kind of answers sought. This indeed, was our
intention when we designed case studies and experiments for
our guided system as described in the next section.

3. Evaluation of an EVE System

To fully evaluate EVE, we felt that a collection of validation
methods are needed, both user-centered, observing the utility
and effectiveness of the system for end-users, and algorithm-
centered, analysing the algorithmic behavior of the system.
To this end we conducted (a) an observational study with five
domain experts analysing their own data, and (b) a controlled
study with twelve participants exploring synthetic data in or-
der to examine in detail how users leverage the system and
how the system evolves to match their needs.

3.1. User-Centered Evaluation

To assess the usability and utility of EVE, we tried to answer
these three questions: (Q1) is our tool understandable and
can it be learnt; (Q2) are experts able to confirm known in-
sight in their data; and (Q3) are they able to discover new in-
sight and generate new hypotheses. We designed three tasks:
(T1) a game-task (similar to the task in section 3.2) with
varying levels of difficulty to assess participants abilities to
operate the tool; (T2) we asked participants to show in the
tool what they already know about their data; and (T3) to
explore their data in light of a hypothesis or research ques-
tion they already had. This sequence of tasks assured that ex-
perts became familiar with the tool, and understood how to
concretely leverage it by looking for known facts, before ac-
tually looking for new insights. Our evaluation approach sits
between an observational study and an insight-based evalu-
ation such as the one proposed by Saraiya et al. [SNDO5].

3.2. Algorithm-Centered Evaluation

We also conducted a controlled experiment to determine
(Q4) whether the algorithm learns from user interactions and
adapts to their change of focus. The task was designed as a
game; a 5D dataset was synthesised with an embedded curvi-
linear relationship between two dimensions and noise for the
rest of the dimensions. Participants were asked to quickly
find a data projection that shows a derived visual pattern.
We logged user interactions with the tool and the state of the

system at each algorithm iteration. For the algorithmic anal-
ysis, we used both statistical and visualization techniques.

4. Discussion and Conclusions

We conducted qualitative and quantitative studies to evalu-
ate EVE which helped us validate our framework of guided
visual exploration. Our observational study led to interest-
ing findings such as the ability of our tool to support experts
in better formulating their research questions and building
new hypotheses. For insight evaluation studies such as ours,
reproducing the actual findings across subjects is not possi-
ble as each expert comes with their own dataset and ques-
tions. However, reproducing testing methodologies and cod-
ing for the analysis is. Although we run multiple field stud-
ies with experts from different domains, with sessions that
were internally very different, the high level tasks, their or-
der and the insight based coding were common. Training ex-
pert users on simple specific tasks that are not necessarily
“theirs” also seemed to help experts become confident with
the system, but of course comes at a time cost. While our
quantitative study, allowed us to accurately describe the re-
lationship between user behaviour and algorithm’s response.
Here the task was pre-defined and the data synthesised.

Guided visualization systems such as EVE fall under the
wider arena of knowledge-assisted visualization [CH10] and
mixed-initiative systems [Hor99]. In such cases, where the
system is learning, it is crucial that users understand what the
system is proposing or why changes are happening. Thus,
when evaluating such systems with users, we need to specif-
ically test if the automatic state changes and their prove-
nance are understood. Research from the field of mixed-
initiative systems describes a set of design principles that
tries to address systematic problems with the use of auto-
matic services within direct manipulation interfaces. These
principles include considering uncertainty about a user’s
goal, transparency, and considering the status of users’ at-
tention [Hor99]. We can be inspired by the extensive expe-
rience and past work from HCI, to also consider how user
behaviour can in turn adapt to fit our systems [MMPPOO].

During the design, development and evaluation of EVE,
we worked with domain experts at different levels. For the
observational study, we worked with data experts from vari-
ous disciplines which allowed us to asses the usefulness, us-
ability and effectiveness of our system in different contexts.
In particular, we largely benefited from having one domain-
expert as part of the design and evaluation team. This expert
explored multidimensional datasets as part of her daily work,
using both algorithmic and visual tools. Involving end-users
in the design team is a long-time tradition in the field of HCI
as part of the user-centered design methodology. This is a
recommendation we should consider more, both as a design
and as a system validation approach. While HCI researchers
acknowledge the challenges of forming partnerships with
domain experts, their past experience (e.g. [CWKI10]) can
inform our community on how to proceed.
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