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“Attention is all you need” , Waswani et al. 2007



The Denoising Process
with Attention Layers

”A bear kicking 

a soccer ball”

. .  .

𝑧 𝑧



Denoising
network



Denoising Diffusion Models
Learning to generate by denoising

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising

Forward diffusion process (fixed)

Data Noise

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015 Ho et al.,
Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
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Diffusion Models
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Diffusion Models
UNet
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The UNet Layer
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Cross-attention
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The UNet Layer
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The Self-Attention

U-Net 
Features
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Attention Maps
𝐻 𝑊 𝐻 𝑊

 𝑄𝐾 𝑉

Represents where the model “looks” in the
image for each spatial position in Q

𝑄: semantic meaning of each spatial location

𝐾: allow model to weight different parts of the 
image for a specific query position 

𝑉: define the information used for determining 
the feature values of each query position

Residual Connection



The Self-Attention Attention Maps
𝐻 𝑊 𝐻 𝑊

Queries
𝐻 𝑊 𝐶

Keys
𝐻 𝑊 𝐶

A query on the leg of the bear ”attends” 
to keys located on the leg of the bear!

Each query defines to a 
𝐻 𝑊 attention map!



The Self-Attention
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Self-Segmentation
Localizing Object-level Shape Variations [Patashnik et al., ICCV 2023]



Self-Attention Maps

Plug-and-Play [Tumanyan et al., CVPR 2023]

Are these PCA on the self-attention ? On what exactly the QK  maps?



Self-Segmentation

ℎ𝑤

cluster

“a cat is 
wearing 
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There is a lot of semantics in the 
self attention features!!! 
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Segments labeling

“a cat is wearing 
sunglasses”

cat sunglasses

score: 0.65 score: 0.19



Segments labeling

“a cat is wearing 
sunglasses”

1-cat, 4-sunglasses



Self-Segmentation Results



Self-Segmentation Results



Cross-Image Attention

Cross-Image Attention for Zero-Shot Appearance Transfer
Yuval Alaluf* , Daniel Garibi*, Or Patashnik, Hadar Averbuch Elor ,
Daniel Cohen-Or



Motivation



The Roles of the Queries, Keys, and Values

Self-attention maps, 
which focus on 

semantically similar 
regions in the image.



What If we Swapped the Queries, Keys, and Values 
Between Different Images?
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The Roles of the Queries, Keys, and 
Values

Taking the queries from 
the structure image and 

the keys from the 
appearance image gives 

semantic 
correspondences 
between objects!



The Cross-Image Attention
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The Cross-Image Attention
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The Cross-Image Attention

Structure Appearance Output



Appearance Transfer Results



Appearance Transfer Results



Appearance Transfer Results
Sagrada FamíliaEiffel Tower



Appearance Transfer Results



Appearance Transfer Results





StyleAlign
(link)



Text-to-Image Generation



Text-to-Image Generation with StyleAligned



Shared attention during the diffusion process  



Shared Attention Layer



Shared Attention Layer



Shared Attention Layer



Shared Attention Layer



Shared Attention Layer



Style Aligned generation of Synthetic Images



Style Aligned generation of Synthetic Images



Style Aligned generation of Synthetic Images



Style Aligned generation from an Input Image



Style Aligned generation from an Input Image



StyleAligned with other methods



ControlNet + StyleAligned



ControlNet + StyleAligned



ControlNet + StyleAligned



Textual Inversion+Dreambooth



+ StyleAligned



W.O AdaIN



DreamBooth + StyleAligned



MultiDiffusion + StyleAligned



MultiDiffusion + StyleAligned



MultiDiffusion in Multi Styles

Left Reference Right Reference 



MultiDiffusion in Multi Styles



Left Reference Right Reference 




