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Summary 
The generalization of speech technology availability notably in simple mobility scenarios, such as searching the 

Internet using the user´s voice or “voice search”, has increased user awareness of the usefulness of this human-

computer interaction modality. In this paper, we present a mobile voice search client that accepts a generic spo-

ken query and presents the search engine’s result page using European Portuguese.   
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1. INTRODUCTION 
With the dissemination of speech technology, namely in 

mobile devices such as smartphones, the demand for 

voice enabled features has significantly increased. To-

day´s users require not only the ability of using voice in-

structions in their mobility experience, but also of search-

ing generic topics in a “hands-free” fashion [1]. 

Usability evaluation studies, such as reported in Teixeira 

et al. [2], suggest that speech is the easiest and most natu-

ral modality of human-computer interaction. Speech is 

also the preferred modality when interacting with mobile 

devices, especially when faced with “on-the-go” situa-

tions, like for example when driving that make it tempo-

rary difficult to all, the use of other interaction modalities 

like touch. Taking these requirements into consideration, 

we have developed a Voice Search client for Windows 

Phone devices that accepts a generic spoken query using 

European Portuguese Language that is then recognized by 

a cloud-based system using the Microsoft Public Speech 

platform. The resulting text string is then feed into Mi-

crosoft´s Bing search technology, thus producing the re-

quired Bing result that was requested using the user´s 

voice. In this paper, we describe our language model 

(LM) training process, since it is one of the key compo-

nents of a Speech Recognition technology. A LM which 

assigns probabilities to sequence of n words and predicts 

the next word in a speech sentence. 

2. TEXT CORPUS FOR LANGUAGEM 

MODELING     
A Language Model should be calculated from text data 

that is similar to the domain where it is applied to. In our 

case, we would require large amounts of correctly tran-

scribed spoken web queries to build a consistent language 

model. Since there was no data available that represents 

spoken web search queries for European Portuguese, we 

needed to sample users’ written queries from a search 

engine. Therefore, we sampled five months of actual que-

ries from Microsoft Bing logs for the Portuguese market 

to create the text corpus for language model training. It 

has been proven that mixing data sources from different 

search query logs can improve the quality of Voice 

Search systems [3]. 

3. SPEECH CORPORA FOR SPEECH 

RECOGNITION TESTING 
The most frequent web queries of the training set where 

identified and where later used to build our test corpus of 

spoken search queries. Using an internal platform for the 

collection of speech data through mobile devices, we col-

lected almost 2,5 hours (about 29,785 word tokens) of 

pure read speech from 83 speakers, that were eliciting 

such most frequent web queries. Note that written queries 

sampled from search engines often contain incorrect 

spellings of words. In order to use these queries, we re-

quired a pre-processing step in which we clean the train-

ing data by applying a set of rules to it. 

4. LANGUAGE MODEL TRAINING 
To train a language model, we need to normalize the data 

in a pre-processing step followed by the training or lan-

guage model building phase.  

4.1 Pre-Processing 
It is the goal of this pre-processing stage to normalize the 

data so that the same queries and the same notions are 

expressed in the same way. For instance, the conversion 

of queries to lower-case, the correction of misspell words 
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or the removal of unknown character, are enforced at this 

stage. 

4.2 Language Model Building 
The training stage uses the normalized training corpus 

and builds the language model. The first step counts the 

unigrams (occurrence of each word in the set) in the nor-

malized training set and builds a vocabulary file. Each 

word in such file has its phonetic transcription available 

in an existing Lexicon, or such transcription is calculated 

by an available Letter To Sound algorithm.  The availa-

bility of a phonetic transcription of each word in the vo-

cabulary file is required for speech recognition to be suc-

cessful. With the pre-processed vocabulary list, we are 

able to compute bigram and trigram counts. Those counts 

are used to build a language model, in which probabilities 

are assigned to each n-gram sequence. 

5. VOICE SEARCH SYSTEM 
In order to use the trained language models in a real-

world scenario, we have developed a mobile client appli-

cation that allows a user to submit general web queries to 

a search engine on a mobile device, using the European 

Portuguese language. The system can be divided in a cli-

ent-side, with graphical user interfaces, and a cloud-based 

server-side, with the speech recognition services 

5.1 Graphical User Interface 
Since the mobile application was developed for Windows 

Phone, both the user interface, interactive experience and 

feedback were made similar to the user interface natively 

available in Windows Phone for other languages (Figure 

1). This way, the usage of our application should require 

little to none learning when used by current Windows 

Phone users. The spoken query is captured by the mobile 

device and sent to the speech recognition services. Once 

received the recognized query, the client performs a web 

search on Bing for the received query, displaying the re-

sults much like when doing a text web search. 

 

Figure 1 - User performing a voice search query in 

our system. 

5.2 Speech recognition services 
The Speech-Recognition services are deployed in a public 

the cloud backend infrastructure, allowing for higher 

scalability and availability of the platform. The backend 

provides a REST-based API, built on ASP.Net Web API 

technology, running on the Windows Azure cloud plat-

form. This gives the possibility of using specially de-

signed language models. Since these language models 

have significant processing and memory requirements to 

be used, we leveraged the use of the cloud to minimize 

loading and recognition time, by adopting such strategies 

as keeping a pool of pre-instantiated instances for more 

resource intensive language models, which can be re-used 

between requests. Resorting to this architecture allows us 

to offer this set of services, not only for this application, 

but also for future applications, with minimal engineering 

effort. Additionally, the server is able to collect and store 

(with due user consent) users’ spoken queries (utteranc-

es), from multiple clients, providing a feedback loop 

where the collected text data can be used to re-train our 

language models and the retrieved spoken data, can be 

also used to re-train our acoustic models, using un-

transcribed data techniques. 

6. CONCLUSION AND FUTURE WORK 
In this work, we presented a Voice Search client-server 

system that accepts generic spoken queries in Portuguese. 

As we acquire more data and learn users’ intentions, we 

can update the system with better and more reliable com-

ponents, since the queries performed by users can be used 

to train more robust language and acoustic models. Future 

improvements of the system on language modelling, will 

use larger amounts of training data and perform im-

provements on the normalization rules to further increase 

its precision. Expanding this feature to more languages 

available in the Microsoft Public Speech Platform 

(http://www.microsoft.com/pt-pt/mldc/downloads.aspx),  

is also in our plans. 
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