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Abstract

With rising data sizes and growing complexity, the results of modern numerical simulations are increasingly dif-
ficult to understand. Thus, using Virtual Reality methodology for an interactive analysis of such data gains more
and more importance. However, interaction within virtual environments comes at the cost of real-time constraints,
which are difficult to meet. Using a hybrid visualization environment consisting of a high-performance computing
(HPC) system connected to a graphics workstation (or multiple rendering nodes) we propose a workload distri-
bution which significantly increases interactivity during the data analysis process. Based on a novel model of the
exploration process, we introduce an additional step into the conventional visualization pipeline before mapping
the whole process onto system components. This incorporates the respective benefits of high-performance com-
puting and GPU-based computation into a single visualization framework. Basically, by coupling an HPC-based
extraction of a region-of-interest to GPU-based flow visualization, an interactive analysis of large datasets is made
possible. Taking interactive particle tracing and volume rendering as examples, we show the applicability of our
approach to an interactive exploration of datasets exceeding the memory limits of a single workstation.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Virtual Reality, I.3.6
[Computer Graphics]: Interaction Techniques, I.6.6 [Simulation and Modeling]: Simulation Output Analysis

1. Introduction
Due to large data sizes and their inherent complexity, the re-
sults of modern numerical simulations are difficult to under-
stand. Thus, scientific visualization is vital for an in-depth
comprehension of computational fluid dynamics (CFD) data.
Especially the use of Virtual Reality (VR) methodology for
an interactive exploration is gaining more and more impor-
tance, as it significantly facilitates the analysis of complex,
three- to four-dimensional flow phenomena (cf. Figure 1).
Nevertheless, dealing with immersive virtual environments
creates real-time constraints, which have to be observed in
order to maintain the usability of a given VR system.

While short response times are desirable for any visualiza-
tion system, they become a vital requirement in the context
of virtual environments, up to the need for full interactivity,
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Figure 1: Interactive exploration of the air flow in New Or-
leans inside an immersive virtual environment.

i.e. direct visual feedback to user input. However, for data
of reasonable size, a fully interactive exploration is typically
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impossible with a single workstation, let alone a visualiza-
tion system driving an immersive display. This holds true
especially for time-varying datasets, which tend to exceed
memory capabilities of modern workstations quite quickly.

In order to still use the potential of VR for an interactive
exploration of large datasets, we propose a paradigm shift re-
garding the usage of HPC systems for supporting interactive
exploration of flow data. After an analysis of the exploration
process and available hardware resources, the visualization
pipeline is refined and visualization tasks are distributed to
the components of a given visualization system. Besides a
better workload distribution, this accounts for the increas-
ing computational power of workstations through multi-core
CPUs or programmable graphics processing units (GPUs).

Using interactive particle tracing as an example, we dem-
onstrate the effectiveness of our approach for an intuitive ex-
ploration of large datasets. Staying within appropriate inter-
activity and low-latency constraints allows for a direct in-
teraction and analysis of the given data inside an immersive
virtual environment. Furthermore, the applicability of this
approach is shown by additional visualization methods, e.g.
direct volume rendering.

The remainder of this paper is structured as follows: After
an outline of related work in section 2, section 3 describes
contemporary visualization systems, followed by an analy-
sis of the interactive exploration process in section 4. Conse-
quences of this analysis regarding the visualization pipeline
are given in section 5. A detailed description of our approach
and its implementation are provided in section 6, including
exemplary application for interactive particle tracing and di-
rect volume visualization. Results are presented in section 7,
and section 8 draws some conclusions and gives an outlook
at future work.

2. Related Work

Contemporary descriptions of the data flow within the vi-
sualization pipeline are fairly complete [UJK∗89, SML06].
Nevertheless, additional information like computational
complexity, data sizes and/or execution frequency, which
are necessary for making optimal use of available com-
puting resources (especially in an interactive context), are
missing. This situation is quite similar regarding the explo-
ration process. The addition of human factors by embed-
ding a computer-assisted analysis into a complete data ex-
ploration process [SBM92] or by defining response time re-
quirements [BJ96] is only marginally helpful for determin-
ing corresponding design consequences. The same applies
to recent research considering human factors, which deals
mainly with perceptional issues [TM04]. Current models for
the exploration process are targeted at recording, analyzing,
and reproducing data analysis sessions [JKMG02]. How-
ever, they consider and document the progression through
a visualization process, rather than computational tasks and

their cost. While these works provide valuable insight into
the user’s participation in the exploration process, they tend
to omit issues concerning waiting time and latency com-
pletely – with the exception of [BJ96].

VR methodology has been adopted and successfully em-
ployed for the exploration of flow fields in the past [BL91].
However, processing simulation results of reasonable size
interactively is still non-trivial. The typical approach to deal-
ing with large-scale data is employing remote (parallel) com-
puting systems for generating graphical primitives for vi-
sualization objects like cut planes or streamlines, which
are then displayed interactively on a dedicated visualization
front-end [BGY92, RFL∗98, GHW∗04]. This comes at the
cost of increased latency, as every user-initiated parameter
change results in a query being sent to the remote system,
where the computation is executed before the corresponding
results are transmitted back to the visualization front-end in
order to be displayed. While the total computation time is re-
duced in comparison to an execution on the front-end alone,
network latency and bandwidth limitations typically prevent
direct visual feedback to the user.

An alternative is the parallel generation of image data us-
ing computing clusters, followed by pixel data transmission,
accumulation and display. While this approach is quite suc-
cessful for direct volume rendering of large data [SMW∗05]
and/or large polygonal models [HHN∗02, RR06] in com-
parison to direct rendering on a single visualization host, it
is rather problematic for being employed in an immersive
virtual environment. Bandwidth limitations impede remote
(stereo) image generation for multiple display screens, and
network latency results in relatively high response times to
user movement causing loss of responsiveness and poten-
tially inducing cyber-sickness.

With the advent of flexible and powerful graphics pro-
cessing units (GPUs), a lot of effort has been spent on us-
ing them as a resource for general purpose computing –
an overview can be found in [OLG∗07]. Most important
in the context of our work are applications within the field
of scientific visualization, like interactive particle tracing
[KKKW05, SBK06b], volume rendering [EKE01, KKH02,
KW03] or isosurface construction [Pas04, KSE04]. While
they typically have to get by with the limited memory re-
sources of the graphics card or its host, they provide use-
ful methods for processing data locally on the visualization
front-end and, thus, valuable components for the full visual-
ization system.

3. Hybrid Visualization Environments

Today’s visualization environments comprise a more com-
plex infrastructure than just a single desktop workstation.
They often consist of a visualization front-end, i.e. a dedi-
cated graphics workstation equipped with powerful graphics
hardware, which is loosely coupled to some HPC system –
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Figure 2: Components and main data flow in a hybrid visu-
alization environment.

similar to the system, where the data to be analyzed has been
generated on. Then again, the HPC back-end is connected
to some file system, allowing for the persistent storage of
large simulation data. With the advent of multi-core proces-
sors and/or programmable GPUs, the front-end can be con-
sidered as containing another small-scale parallel computa-
tional resource (see Figure 2). The same applies if additional
acceleration modules are available, like the IBM Cell BE or
the ClearSpeed Advance Accelerator. In the case of a sys-
tem driving an immersive virtual environment, the front-end
itself might be implemented as a distributed system compris-
ing several rendering nodes, as well.

When comparing the capabilities and limitations of the
components of such a system, it becomes clear, that the
HPC system seems to provide all the necessary features for
dealing with large datasets, i.e. high computational power
and storage capacity. However, as it is effectively decoupled
from the visualization front-end, the connecting network be-
comes a major bottleneck. Bandwidth and latency issues pre-
vent using this power for direct feedback to the user. In ad-
dition, the highly parallel nature of such a system creates
additional issues in terms of parameter distribution and re-
sult accumulation. On the other hand, while the visualiza-
tion front-end itself possesses relatively limited capabilities,
it can generate immediate feedback to user input, as it pro-
vides the user interface and (through the graphics subsys-
tem) image generation. Recent work has demonstrated that
programmable graphics hardware yields a high-performance
computing resource in its own respect, too. However, com-
pared to the host system or even HPC systems, memory ca-
pabilities are quite restricted.

In order to make optimal use of such a hybrid (and highly
heterogeneous) visualization environment, the capabilities
and limitations of its components have to be considered.

4. The Exploration Process
Contemporary visualization systems still need user input for
optimally communicating the results of fluid flow compu-
tations. This is typically an iterative process with the user
repeatedly specifying the parameterization of single visu-

LF
Choose Dataset

Define Region-of-
Interest (ROI)

Select Visualizaton 
Method

Set / Modify 
Parameterization

Finish

Start

MF

HF

CNT

Evaluate

Navigate

Figure 3: The exploration process – arrow thickness indi-
cates transition frequency. Subtasks can be classified as low-
frequency (LF), medium-frequency (MF), high-frequency
(HF), and continuous (Cnt).

alization objects until the desired result is achieved. Thus,
high interactivity is of prime importance for the acceptance
of such a system, i.e. short response times and a quick com-
putation and depiction of results. This applies even more so
to VR-based data exploration environments as high latency
is not just a major inconvenience but actually renders such a
system unusable.

A standard procedure for employing scientific visualiza-
tion to gain insight into the results of a simulation run con-
sists of the following steps. At first, the dataset to be ana-
lyzed is selected, followed by optionally choosing a subseg-
ment of this data. Then, the user chooses a promising vi-
sualization method with a suitable initial parameterization
from a catalog of available techniques. Upon display of the
corresponding results, he starts searching for an ideal visu-
alization according to the current context or problem. This
comprises several iterations consisting of adjusting the pa-
rameterization, followed by waiting for the results to be dis-
played, and evaluating these results. As an example, when
interactively moving a cut plane through the flow domain,
the corresponding data is evaluated as soon as it is presented.
The movement stops, when a satisfying result is achieved or
a more detailed evaluation is in order. During the whole pro-
cess, the user constantly navigates within the dataset. When
the visualization technique is applied successfully or if sat-
isfactory results are not to be expected, the user might select
a different visualization technique, another data segment or
even a completely different dataset in order to further deepen
his understanding. Note that the execution frequency rises
with every step of this process – in more detail (cf. Figure
3):

• Dataset selection. Typically, this is done only once. Se-
lecting a new dataset is considered an initiation of an en-
tirely different exploration session.

• Selection of a segment to be examined in more detail. This
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Figure 4: Visualization pipeline for interactive particle tracing with components labeled according to execution frequency.

applies if the data domain is very large, the depicted pro-
cess is very complex, or the user is primarily interested in
a subset of the simulation data. As such a segment is typi-
cally being analyzed until it is sufficiently understood, this
operation is carried out quite infrequently, as well.

• Selection of a visualization method / visualization ob-
ject. Selecting a different tool or creating a new instance
thereof might occur quite frequently, i.e. whenever a vi-
sualization method has been applied successfully or does
not seem to provide the expected insights.

• (Re-)Parameterization of a visualization object is per-
formed with quite a high frequency. It depends primarily
on the system’s response times and, thus, the complexity
of the parameterization, the data, and/or the visualization
method, as well as the size of the search space.

• Result evaluation. As soon as the results of a re-param-
eterization are displayed, the user analyzes and evaluates
them. This happens with at least the same frequency as
the re-parameterization as it is directly dependent on its
results.

• Navigation. During the whole exploration process, the
user is continuously navigating within or around the
dataset, either actively with an input device or passively
via a head tracker inside a virtual environment.

Obviously, a minimum response time is desirable for all
operations involved, but its importance rises with its fre-
quency. As an example, a response time of several seconds
is tolerable for operations, which are carried out every few
minutes, while it is unacceptable for high frequency opera-
tions, because they accumulate quite quickly, causing wait-
ing times of several minutes and, thus, resulting in a signifi-
cant prolongation of the exploration process.

5. The Visualization Pipeline
When using a rather simplified visualization pipeline con-
sisting of filtering, mapping, and rendering, it is difficult to
make optimal use of available computational resources of a
visualization environment as described in section 3. Thus,
we refine the visualization pipeline by breaking up the filter-
ing step into different subtasks based on the exploration pro-
cess as presented in section 4. Depending on the visualiza-
tion task at hand, elements of the visualization pipeline are
labeled according to their execution frequency (see Figure

4). This information is then used to distribute subtasks onto
the visualization system components. As a result, operations,
which are computationally very expensive and/or which pro-
cess large amounts of data are performed on the HPC back-
end. On the other hand, operations performed frequently or
depending on direct feedback, are executed locally on the
visualization front-end, allowing for low response times and
high-frequency iterations.

In most cases this requires limiting the amount of data to
be processed on the front-end. In accordance with the explo-
ration process model, this can be achieved by limiting local
extractions to a user-defined region-of-interest and defining
a memory budget to be spent on approximating this data. As
an example, specifying a Cartesian grid (i.e., position, size
and resolution) and interpolating the full dataset accordingly
yield the data for a local analysis. If the user wants to ex-
amine another, typically smaller part in more detail, the grid
is adjusted appropriately and interpolated upon, again. With
decreasing grid size, approximation quality improves and in-
terpolation error decreases.

6. Interactive Exploration in a Virtual Environment

Based on the models from the previous sections, we have im-
plemented a flow exploration system in order to show the va-
lidity of this approach. It provides an interactive analysis of
large flow datasets inside an immersive virtual environment,
thus allowing for utilizing VR methods for gaining insight
into flow data of reasonable size. Employing interactive par-
ticle tracing and direct volume rendering for visualization,
it uses a two-step approach to interactive exploration. In the
first step, the user specifies a region-of-interest (ROI), which
is then resampled into a Cartesian grid on the HPC back-
end, before it is transmitted to the front-end for an interactive
analysis in the second step (see Figure 5). Executing the cor-
responding operations locally on the visualization front-end
allows for low-latency feedback for parameter modifications
and navigation.

If the ROI itself is modified, e.g. for closer inspection of
a segment of the region currently under investigation, the
new specification is again sent to the back-end and its result
transmitted to the front-end. Typically, the ROI is iteratively
scaled down during this process. Maintaining a constant res-
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Figure 5: Analysis of a user-defined region-of-interest (left) via particle tracing (middle) and volume rendering (right).

olution of the corresponding Cartesian grid results in a con-
tinuous reduction of the interpolation error during the on-
going analysis. This procedure fits the common exploration
process quite well, as it provides a rough overview over the
complete dataset at the beginning with increasing precision
towards its end.

VR-based interaction techniques play a major role in fa-
cilitating the exploration process. In this case, the ROI is
modified using input devices with 6 degrees-of-freedom
(DOF). Depending on the employed visualization method,
the same applies to its parameterization. In addition, im-
mersive imagery is provided through constant head track-
ing. Control and data flow within the visualization system
are shown in Figure 6.

6.1. The HPC Back-End
The back-end is responsible for providing data to be inter-
actively analyzed on the front-end. Its high computational
power and typically superior connection to mass storage are
ideal qualifications for this task. A loose coupling to the vi-
sualization system, however, is of lesser importance only, as
the relative rarity of this operation does not require highly
interactive feedback.

Upon startup, the currently active dataset is loaded into
memory in order to speed up access times. If the whole
dataset does not fit into memory, caching and pre-fetching
strategies are to be employed [GHW∗04]. Upon ROI defini-
tion by the user, the corresponding Cartesian grid is used for
interpolating the full dataset and the results are sent back to
the visualization front-end. The interpolation process con-
sists of locating the containing cell for every point in the
Cartesian grid and interpolating the attributes of the points
forming the cell in the original grid.

Using tetrahedral grids as initial data structure, cell search
is performed similar to the approach in [SBK06b]. This two-
phase approach locates a point close to the query position
via a kd-tree in the broad phase and finds the containing cell
with a short tetrahedral walk in the narrow phase. Depend-
ing on the grid structure, this method might fail if the closest

point is near a boundary cell potentially causing an early ter-
mination of the tetrahedral walk. We alleviate this problem
by restarting the tetrahedral walk at additional cells corre-
sponding to points encountered during the kd-tree search.
While this approach increases the success rate for problem-
atic cases, it results in prolonged search times for points,
which lie outside the original grid. However, this approach
is still significantly faster than the implementation from the
Visualization ToolKit (VTK) [SML06], which we used for
comparison.

HPC cluster capabilities are utilized through a hybrid par-
allelization approach. Mapping time steps to cluster nodes
via MPI allows for efficient parallelization even on dis-
tributed memory systems. Within a single cluster node,
thread-level parallelization with OpenMP reduces wait times
even more by capitalizing on multi-core systems. The same
applies if the whole HPC cluster consists of a shared mem-
ory system. However, in this case optimized MPI implemen-
tations using shared memory communication allow for more
efficient communication between cluster nodes.

6.2. Interactive Particle Tracing
Once data for the ROI is transmitted to the front-end, inter-
active particle tracing is used as a local visualization method
for intuitive exploration thereof. Two options are offered for
controlling the insertion of new particles into the flow do-
main: direct injection and automated seeders. With direct in-
jection, a 6-DOF input device is used for directly pointing
to the position where particles are to be injected. Pulling the
trigger releases new particles into the flow field, where they
are directly advected and depicted accordingly.

Alternatively, the user can freely position seeder entities
inside the flow field. Depending on its mode of operation,
a seeder continuously releases particles into the flow field.
By configuring particle count per injection and waiting time
between two successive injection operations, a variety of ef-
fects can be created. In addition, several options are offered
for the shape of the seeder. As examples, Figure 1 shows
direct seeding via the input device, while Figure 7 shows a
selection of box seeders and a line seeder.
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Figure 6: Data and control flow within a hybrid visualization environment including immersive VR technology.

In order to achieve real-time feedback even for large num-
bers of particles, particle tracing and rendering are per-
formed entirely within the graphics subsystem. As is typ-
ical for general purpose computations on GPUs, the flow
field and particle population are stored as textures in graph-
ics memory. In the case of a time-varying flow field, multi-
ple textures are allocated and used as a ring buffer for stor-
ing the time steps which are currently required for flow field
interpolation for particle integration. Particle information is
stored in two textures which are alternately used as source
and destination for the integration process. For integrating
particle movement through the flow field, numerical integra-
tion schemes of varying precision are implemented in a pixel
shader. The user can choose between an Euler integrator and
3rd or 4th order Runge-Kutta integrators. For rendering, a
billboard-based approach is used, which allows for gener-
ating all necessary geometry within the graphics system, as
well. This includes instantaneous particles as well as particle
tracers [SBK06a] (see Figure 7).

Figure 7: Flow visualization with interactively seeded in-
stantaneous particles (top) and particle tracers (bottom).

6.3. Volume Rendering
As an alternative to interactive particle tracing, direct vol-
ume rendering is offered as a means for analyzing the con-
tents of the current ROI. Besides navigation, the user can
interactively modify the transfer function for increasing in-
sight into the given data. In contrast to the interaction ap-
proaches presented above, we do not rely on 6-DOF input
devices here. Instead, parameter manipulation is performed
through an Ultra-Mobile PC, which is connected to the visu-
alization front-end via WLAN. This allows for considerably
more precision during the manipulation of numerical param-
eters.

6.4. Error Feedback
The resampling of the original flow field into a Cartesian
grid introduces some interpolation error. In order to allow
for a quality estimation of the displayed visualization re-
sults, appropriate feedback is provided to the user in the form
of the mean square error of the vector field. Optionally, the
local error is stored as a scalar field on the Cartesian grid.
This allows for modifying particle color and/or transparency
according to local error, e.g. particle opacity is reduced for
higher error values, thus hinting at the reduced reliability of
the corresponding data. Alternatively, the error field is dis-
played via volume rendering, informing the user of the spa-
tial error distribution (see Figure 8).

7. Results
We have implemented and tested our approach on a visual-
ization system consisting of a visualization front-end com-
prising 11 Linux PCs driving a 5-sided immersive projec-
tion system. The master node is equipped with dual Intel
Xeon processors at 3.06 GHz, the rendering nodes contain
Intel Pentium 4 CPUs at 2.8 GHz. Every node is equipped
with 4 GB RAM and an NVIDIA GeForce 6800 GT graph-
ics card. The master node is connected to a Sun Fire E2900
with 12 Ultra Sparc IV dual core CPUs at 1.2 GHz holding
48 GB of main memory.
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Figure 8: Interpolation error is depicted via particle color
and transparency (top) or volume rendering (bottom).

This setup allows for an interactive extraction of a user-
defined region-of-interest with subsequent local exploration.
As an example, we can extract a ROI at 1283 containing vec-
tor and scalar data from a single tetrahedral grid consisting
of 12.2 million cells using 4 threads in 1.8 seconds. Increas-
ing the number of threads to 8 reduces the required time
to 0.9 seconds. This applies to the point location scheme
without the second pass for search failures. Adding a sec-
ond pass as described in section 6.1 increases the processing
time for 4 threads to 3.1 seconds. All in all, including byte
order swapping, serialization and transmission over a non-
dedicated 100 Mbit/s network results in a total waiting time
of about 6 seconds. For time-varying data, multiple proces-
sors are used for working on several time steps in parallel,
thus amplifying the benefits of parallelization. Depending on
time step count and dimensions of the ROI, waiting times
between 5 and 30 seconds occur for the tested datasets.

Once the data is transmitted to the front-end, GPU-based
particle tracing is used for an interactive exploration of the
data at hand. Even when using a 4th order integrator for
over 65,000 particles, interactive frame rates can easily be
maintained, thus allowing for comfortable interaction within
the virtual environment. When accepting reduced rendering
quality for particle data, over one million particles can be
computed and displayed interactively. In contrast to conven-
tional visualization methods via line-based approaches (e.g.,
streamlines and path lines), interactive particle tracing yields
a considerably better insight into the dynamics of a given
flow field, as mapping fluid speed onto particle movement is
much more intuitive than mapping it to colors.

When testing our approach for the exploration of large
datasets, the achieved results went in line with our initial as-
sumptions, i.e. users spent significant amounts of time for
the interactive analysis of local flow phenomena. A modi-
fication of the ROI occurred only upon focus shift or focus
concentration. As the resulting waiting times were rather in-

frequent, they were tolerable even when lasting up to sev-
eral seconds. The majority of time was spent seeding par-
ticles and evaluating the currently displayed particle move-
ment while moving around within the dataset.

For direct volume rendering, pixel load is still problem-
atic. As we employ a rather brute-force slicing approach
based on 3D textures, a screen resolution of up to 1600x1200
creates some issues. While a data segment can be explored
interactively for a limited projected size, frame rates drop to
critical regions when the current ROI is strongly enlarged.
However, employing more efficient volume rendering tech-
niques as presented in [KW03] should alleviate this problem.

8. Conclusions and Future Work
Based on a novel model of the interactive exploration pro-
cess and an analysis of contemporary visualization systems,
we have extended the visualization pipeline by introduc-
ing an explicit, user-defined region-of-interest. A frequency
analysis of the computational tasks at hand allows for map-
ping them onto system components with a focus on interac-
tivity and low latency, i.e. low-frequency tasks are executed
on the remote visualization back-end while high-frequency
tasks are executed locally on the front-end. An exemplary
implementation provided very satisfying results by offering
an interactive and very intuitive exploration of even large
flow data using interactive particle tracing. To the best of
our knowledge, ours is the first solution incorporating high-
performance computing and GPU-based flow exploration
into a single visualization framework. Compared to previous
approaches, this improves interactivity during the analysis of
large datasets significantly.

While our approach is targeted at interactive visualization
in immersive virtual environments, it can also be applied to
desktop-based visualization systems. However, user interac-
tion tends to suffer from applying a 2D interface to the ex-
ploration of 3D to 4D data.

The next steps include an extension of our approach to-
wards additional exploration methods, e.g. an interactive po-
sitioning of cut planes inside a resampled ROI and concur-
rent calculation of a precise solution on the back-end. In
order to improve ROI extraction response times for time-
varying data, a time step prioritization scheme similar to
[WHS∗06] will be incorporated. In addition, we will experi-
ment with streaming approaches in order to support virtually
infinite time sequences.

Although there are still some issues to be addressed, the
presented approach shows promising results and acts as a
beneficial starting point for further research.
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