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Abstract

Large mobile operators have to quickly react to mobile network failures to ensure service continuity and this task is a complex
one, due to the continuous and very fast evolution of mobile networks: from 2G to 3G and onto LTE, each significant mile-
stone in the mobile technology has increased the complexity of networks and services management. Failures must be promptly
analyzed and sorted according to different prioritizing objectives, in order to devise suitable fix plans able to mitigate failures
impact in terms of money loss or damaged reputation. This paper presents a visual analytics solution for supporting the fail-
ure management activities of TIM (Telecom Italia Group), the biggest Italian provider of telecommunications services with over
30M active mobile subscribers. The proposed system has been developed collaboratively by University of Rome “La Sapienza”,
Polytechnic of Turin, and TIM, analyzing the operators’ requirements and viable optimization strategies for prioritizing inter-
ventions that rely on statistical data on mobile cells occupation, in order to identify the impact of failures in term of end users’

connectivity.
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1. Introduction

Maintenance of mobile networks is a challenging activity: failures
must be promptly analyzed and sorted according to different prior-
itizing objectives, in order to reduce their impact in terms of money
loss or damaged reputation. This paper presents a visual analytics
solution developed for supporting the decision making processes
of the TIM (Telecom Italia Group) operators in charge of detecting
and fixing the mobile network failures. The main goal of the system
is to provide means for exploring the actual and past states of fail-
ures and to monitor and prioritizing interventions based on impact
measures. Actual solutions only dealt with technical failure char-
acteristics (e.g., their severity) and fail to prioritize them in a prof-
itable way (e.g., minimizing the number of customers that experi-
ment disservices due to known failures). The paper contributes in
supporting failure management by introducing optimization strate-
gies for prioritizing interventions that rely on statistical data on mo-
bile cell occupation. The system allows for getting an overview of
cells geographical distribution (about 200.000 cells spread across
the whole Italy), their presences values (i.e., the number of con-
nected users), failures distribution and severity, according to dif-
ferent fixing strategies. The paper is structured as follows: Section
2 discusses the TIM scenario, Section 3 describes related propos-
als, Section 4 presents the implemented prototype, and Section 5
concludes the paper.
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2. The TIM Scenario

As a national mobile operator, covering almost 100% of the Ital-
ian population and facing strong competition, TIM has to face a
continuous and very fast evolution of its operations. From 2G to
3G and onto LTE, each significant milestone in the mobile tech-
nology has increased the complexity of network and service man-
agement. This paper refers to service assurance within the Radio
Access Technologies (BTS, nodeB, eNodeB) and proposes a solu-
tion to network failures management during the everyday work of
service and network operators. At this level, the massive amount
of network elements and the variety of multi-vendor infrastructure
equipments create a lot of metrics that could generate alarms such
as call drops, resource congestion, access failure; the practical re-
sult is that operators are flooded with alarms and they have to deal
with them with the following main goals: operators need to have
a geographic overview of the number of cells, user presences, and
alarms together with a filterable list of alarms, prioritized according
to different objective functions, with the main objective of making
decisions on how to cope with the current active alarms, planning
and prioritizing interventions. The traditional work-flow relies on
alarm classification and filtering based on severity metrics (e.g. crit-
ical, major, minor), but even the most experienced operator can still
find it difficult to know where to start when there are many active
alarms that may have different impact on the customer experience.
A novel visual analytics solution, linking alarms with traffic data is
a key point to improve the efficacy of the whole process.
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3. Related Work

The application of visual analytics [KKEM10] [KBB*10] to spatio-
temporal data is a well established field of research [AAD*10]
[ABM*07] [AMM™07], with several contributions based on tiles
[CSK*13] [WF09]. Naboulsi et al. [NFRS16] propose a survey on
large mobile traffic analysis: with respect to their classification our
solution is positioned in the category Network Analysis and subcat-
egories Aggregate Access Network Traffic (for the presences data)
and Networking Solutions (for the fixing strategies).

Less solutions coped with mobile data: among the major con-
tributions, Van Den Elzen et al. [VDEBH*13] propose a multi-
coordinated views environment for traffic analysis, while Angelini
etal. [ACF*16] cope with economic decision making support based
on mobile data analysis. GANTT-based representations have been
used in network analysis (see, e.g., [HHH13] [XGHO06]); however,
many of these solutions only allow static inspection, partial inter-
activity, and only focus on temporal aspects, while our interactive
solution provides prioritizing strategies and the continuous moni-
toring of the changes.

For what concerns failures and maintenance analysis, visual ana-
lytics proposals range from software maintenance [TEV10] to sys-
tem maintenance [HSK™10] [JMO™*16] in different domains; Ma-
trosov et al. [MHK™15] propose a visual analytics system for ex-
ploring key trade-off for London’s water supply; differently from
our approach, the work uses mostly analytical representations,
and focuses more on correlation among different dimensions than
spatio-temporal analysis. Janetzko et al. [JSMK14] explore visual
methods for anomaly detection, considering only the temporal as-
pects, while Motamedi et al. [MHA14] propose for the same topic
only simple 3d spatial representations.

Finally, regarding automatic planning computation supported by
visual inspection and exploration, several approaches exist; among
them, Adrienko et al. [AABOS] support evacuation planning con-
sidering presences in disaster affected areas, while Kollat et al.
[KRM11] use optimization for better network monitoring design:
yet again, none of them copes with network failures in mobile com-
munications.

4. The Visual Analytics System

The proposed system is based on a multi-coordinated views
paradigm and an overview is presented in figure 1: it is composed of
3 main environments, the geographical analysis environment (A),
the temporal analysis environment (B), and the analysis control
panel (C). The visual encodings, agreed with TIM operators, re-
flect the way users deal with the problem: geo-localization of cells
and presences and a GANTT like visualization, a visualization the
users are familiar with for scheduling interventions.

4.1. The Geographical analysis environment

The main goal of the system is to allow for exploring the actual
and past states of failure and monitoring and prioritizing interven-
tions based on the impact a failure has in terms of the number of
customers that experiment disservices (see, Section 4.4). The first
challenge to overcome was how to visually represent data: TIM

cells cardinality is in the range of 200.000 and representing them
with a simple plot was discarded as option (requirements asked for
a Web based implementation). The design choice was driven by the
requirement of being able to identify the zone from which the fail-
ure alert was raised and to tie it with characteristics regarding the
territory, like the number of cells or the number of presences. Given
these requirements, the geographical analysis environment (labeled
as A in Figure 1) has been implemented using square tiles of vari-
able size (side of the square ranging from 0.5 to 32 km); each tile is
representing the underlying cells and the tile color encodes either
the number of cells or the number of presences, allowing for high-
light similar areas. Failure markers are superimposed on the map
with blue dots. This approach reduced the cardinality to manage
from 200.000 elements to around 20.000 at worse, as reported in
Table 1, making the application suitable for a Web based implemen-
tation. The geographical analysis environment can be customized

Tile size (in Km) | #Number of tiles
32x32 | 469
8x8 | 4727
4x4 | 9990
2x2 | 14119
1x1 | 18365
0.5x0.5 | 21117

Table 1: Effect of tile size on the number of rendered tiles

by removing the geographic layer, changing the color-scale (with
color blind support) and the opacity of the tiles, searching for par-
ticular places through a quick-search function, and using normal
and semantic zoom (see, e.g., [PDS*13]): the system allows to
change the size of the tile map along preset dimensions; at the same
time a normal zoom function is supported to focus the analysis on
more specific areas. The two zoom functionalities can be linked by
selecting “auto”, with the system automatically resizing the tiles
based on the actual zoom level. Finally, the system allows to fil-
ter data by technology (2G, 3G, LTE) using small multiples maps,
and by statistical properties from the menu on the right. In partic-
ular it is possible to select the value associated with the tile map
(presences or number of cells) and to select subsets of tiles based
on uniform intervals (right filter) or box-plot intervals (left filter).
The geographical environment supports the operator in exploring
the actual state of the network, relating failure alerts to network
characteristics (number of cells and presences).

4.2. Temporal analysis environment

Failures are not only characterized by their spatial distribution, but
even by temporal aspects; for this reason the system supports a co-
ordinated failures analysis environment based on a temporal repre-
sentation. Failures are characterized by several dimensions; among
others, the most important are their severity (critical, major, minor),
affected technology (2G, 3G, 4G), status (open, solved) and starting
and ending time of the relative alert. By existing design, data col-
lection happens every fifteen minutes. This constraint, paired with
the requirements of being able to identify still open alerts and to pri-
oritize the interventions, led the design choice of a "GANTT-like"
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Figure 1: Overview of the visual analytics system for failures analysis that includes three main views: the geographical analysis environ-
ment (A), for identification of zones with failures, the temporal analysis environment (B), for estimating the failures impact and prioritize
interventions, and the analysis control panel (C), to parametrize the analysis.

temporal visualization ( see Figure 1 B). Failures are reported verti-
cally, sorted by a criteria discussed in Section 4.4; X axis reports the
96 time-frames, each of 15 minutes, that compose a single day (re-
porting only 24 hours is dictated by historical data analysis show-
ing that the large majority of failures are fixed within 24 hours).
Each failure is represented by an horizontal bar whose length rep-
resents the distance between alert detection time and the time in-
stant in which the impact on the service, depending on the affected
cell, would be maximum if the failure is not fixed; in other words,
the length encodes the amount of time available for fixing the fail-
ure without incurring the worst damage. When this time interval is
under 2 hours the bar will be colored in red with blinking effect,
otherwise it will be colored in blue. When a failure is solved, the
corresponding bar will be colored in green. If a failure is not solved
in time, the system will automatically compute the next maximum
impact time and will reorder the failure accordingly. To keep track
that a particular failure has already produced a maximum negative
impact, an orange marker will be drawn on the bar at the time in
which the impact occurred. This view allows to monitor the actual
failures state and to inspect the proposed fixing order according to
the chosen criteria, and to browse past failures to evaluate how good
the fixing strategy worked, or how many failures were not fixed in
time, or which was the impact of these failures on the quality of
service. The potential impact and the resulting fixing strategy are
modeled using the analytical component described in section 4.4.

4.3. Coordination and parametrization

Geographical and failure environments are coordinated: the opera-
tor can either filter the failures selecting subsets of tiles in the geo-
graphical environment, or select failures in the failure environment,
having them highlighted in the geographical view. This coordina-
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tion allows for comprehensive spatio-temporal explorations start-
ing from the more relevant operator’s perspective (geographical vs
prioritized failure list). Filtering the failures (using the severity, ge-
ographical zone, type of connectivity, etc..) or the selection of the
fixing strategy (taking into consideration time, impact, and cover-
age), is possible through the analysis control panel (see Figure 1 C).
All together they let to visually explore the incidence of actual fail-
ures on the relevant characteristics (e.g., impacted presences, im-
pacted areas) and the temporal dimension, like temporal distances
from disservice peaks, and ordering of failures to support different
fixing strategies. As an example of practical use, the operator can
inspect the list of alerts sorted by the remaining time to the disser-
vice peaks (alerts that have little time for being fixed) comparing
it to the alerts sorted by impact on users (alerts that, if not fixed,
will produce a disservice on a large number of users). Such data,
together with the geographic location of alerts allow the operator
to devise a fix schedule.

4.4. The Analytical Component

The main goal of the TIM operators is to monitor the current list
of failures, quickly identifying the more relevant ones to priori-
tize interventions. Together with the users we have designed and
implemented different fixing strategies that rely on statistical data
about the number of cellular phones (i.e., presences) connected to
a cell ¢ within the time frames of 15 minutes ¢ of every day. In
particular, for each cell a 7 elements vector is maintained, one el-
ement week-day that contains 96 values (we have 96 fifteen min-
utes intervals per day) representing the weekly average of presences
for each time interval in that day. We denote this statistical infor-
mation with PR(c,quarter;,wd), while MaxPR(c,wd) returns the
maximum presences for the day. We use the term maximum peak
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at time ¢ of cell ¢, to denote the time interval in the next 24 hours
that exhibits the maximum number of connections. Using such an
information the system prioritizes the active failures according to
different strategies, described in the following.

e Time distance from the maximum peak. The system sorts all the
failures according to time distance from the maximum peak. The
idea is to prioritize interventions to fix failures that in a short time
are going to impair a cell during its maximum usage.

o Affected presences. Maximum peaks are local maximums; if the
goal is to minimize the impact on presences, disregarding the
time, failures are sorted on the number of presences correspond-
ing to the maximum peaks. In this way operators can focus on
the failures that, within the next 24 hours, will produce the max-
imum impact.

e Time and presences. It is easy to spot situations in which local
maximums will lead the second strategy to fail (e.g., the oper-
ator is focusing on a failure that will have a very high impact
on presences in 10 hours, while three other failures will produce
a greater cumulated impact in 3 hours). To deal with this issue,
a third strategy has been defined, using a customizable function
f(time, presences) that combines both time and daily peak pres-
ences:

__ p1*maxNumberO f Presences

ti s s,C) = 1
f(time, presences,c) p2 xtimeToMaxPeak + 15 1

and allows for tuning their relevance with two coefficients, p;
and p», ranging in (0, 1].

e Local recovery capability. This strategy is under development
and is the most challenging strategy required by the operators;
it tries to forecast the recovery capability of the cellular net-
work using working cells close to the failure point. Each cell
has a nominal range that is affected by the topography (flat land,
mountain, city), technology (2G, 3G, 4G), elevation and, for the
sake of simplicity, that is represented by the radius of the cov-
ered area, r(c) = f(topographyc,technologye,elevation.). We
compute the residual presences, RS(c,quarter,wd), as:

RS(c,q,wd) —ZmaxPR(ai,Wd) — PR(a;,q,wd) 2)
i

where Distance(a;,c) < r(c). The formula estimates the capabil-
ity of the cells close to ¢ to bear the ¢ presences that cannot be
accommodated due to the failure. According to the TIM opera-
tors this is a very relevant strategy: it allows to postpone the fix
of cells that have a low RS and a critical maximum peak because
the impact on customers is mitigated by the surrounding cells.

4.5. Evaluation

TIM operators used the system depicted on Figure 1 in an infor-
mal test environment, comparing it with the previously used solu-
tion, constituted by an environment that lists the failures in order
of arrival and reports as a table their various characteristics. From
the comparison they appreciated the easier way of coping with the
monitoring aspects and get interested in enriching both the geo-
graphical environment (with values derived from failures) and the
analytical engine (suggesting improvements regarding the histor-
ical analysis and subsequent failures sorting criteria). They were

even able, by using our system, to spot areas of the covered territory
where the data collection was acting strangely (e.g. not reporting
the total number of expected cells) and correcting their data col-
lection system. On the other hand, they underlined difficulties on
exploring and reading data presented on the analysis control panel,
Figure 1 C, highlighting the need for a better visual communication
of control parameters. Additionally, they asked specifically to add
mechanism for easily projecting the user knowledge in the system
(e.g., the capability to search for specific territorial entities, like
cities, or regions).
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Figure 2: Redesigned control panel, allowing for quicker compre-
hension of the actual parametrization and filtering capabilities

5. Conclusion & Future Work

The paper presented a visual analytics solution for supporting the
failure management activities of TIM, solution that has been devel-
oped analyzing the TIM operators’ requirements and implementing
optimization strategies for prioritizing interventions. Starting from
the evaluation results, we are redesigning the control panel on the
right side. The main goal of the operation is to respect the require-
ments of clarity, precision, and efficiency, working with affordance
to offer to users an intuitive way to interact with parameters and
memorize information, see Figure 2. Moreover, we plan to allow
users to interact with the optimization strategies tweaking the for-
mulas parameters, like the cell nominal range (they were skepti-
cal about having the possibility of defining optimization functions
from scratch). Moreover we are expanding the system capabilities
toward classification of similar failures based on suitable similar-
ity metrics and we are collecting statistics about the effectiveness
of fixing activities in order to take them into account in the fixing
strategy computation.
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