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Figure 1: The Virtual Reality workspace (left) and two Mathematics Input interfaces: a Keyboard-like (KBD) interface (center), and a
Drag-and-drop (DND) interface (right)

Abstract
Virtual Reality (VR) enables new ways of learning by providing an interactive environment to learn through failure and by
allowing new interaction methods engaging the users’ bodies. Literature from productive failure and embodied cognition
shows that these two aspects are particularly important for mathematics education. However, very little research has been
looking into how to input mathematical expressions in VR. This gap impairs the learning process as it prevents the learners
from connecting the VR mathematical objects with their formal representations. In this paper, we bridge this gap by presenting
two interaction techniques for mathematics input in VR: a Keyboard-like method and a Drag-and-drop method. We report the
results of our quantitative user study in terms of usability, ease of learning, low overhead, task load, and motion sickness.

CCS Concepts
• Human-centered computing → Interaction techniques; Empirical studies in HCI; User studies; Text input; Virtual reality;

1. Introduction

Modern technologies enable new ways of learning mathematics.
Virtual Reality (VR) in particular, has a strong potential as it lets
students learn through failure without requiring an immediate un-
derstanding of abstract concepts [Bri90]. Moreover, VR supports
embodied interaction. Bringing bodies back at the core of the digi-
tal learning experience is a crucial aspect of education that is often
left aside in traditional practices [MP14, ANWP∗20, Spi21]. Em-
bodied interaction allows to convey notions that students cannot
yet describe with words or formal symbol systems [Rot01]. Addi-
tionally, involving the bodies of the users can alleviate cognitive
load, enabling them to focus their cognitive resources on solving
the problem at hand [TSB17].

Supporting the theory, empirical studies on VR educational ap-
plications report an increased interest in the topic being taught
among participants [KSW00, SSE18]. However, although mathe-
matical education in VR was well-received by students, a major
obstacle to its wide-spread adoption is a lack of standard conven-
tions for mathematical input. This is unfortunate as it prevents the
students from actively reconnecting their VR mathematical objects
with their corresponding formal representations.

We delve into this topic by implementing and evaluating two
types of interaction to input mathematical expressions, namely
a) a keyboard-like interaction, and b) a drag-and-drop interac-
tion, both represented in Figure 1. In order to increase the sense
of embodiment felt in VR [KGS12], both interaction methods re-
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quire the users to interact with their environment to input symbols
and expressions. Additionally, the second interaction provides a
mnemonic mapping between the act of reaching for a certain el-
ement and the idea of bringing it into the expression. We evalu-
ated our interaction techniques with a quantitative user study, fo-
cusing on performance, usability, motion sickness, and task load.
We combine this analysis with participants’ observations and pro-
vide a qualitative interpretation of the results.

2. Related Work

Previous research investigated how to input text in VR [DA19]. Spe-
icher et al. offer six different methods for text entry in VR: head
pointing, controller pointing, controller tapping, freehand, and dis-
crete and continuous cursor [SFZK18]. Their research shows that
the controller pointing method, that is, pointing at the characters
with handheld controllers, outperformed other methods in terms of
performance. Moreover, this method was the only method scoring
above average in terms of usability. Although slightly more phys-
ically demanding, this method was also judged less frustrating by
the users.

However, these input methods were evaluated on natural lan-
guages, and thus, linear text. Mathematical expressions, however,
are bi-dimensional. Therefore, results from text input literature can-
not be directly translated to mathematical expressions. Different
approaches to mathematics input already exist. For example, LATEX
is a well-known system able to render complex mathematical ex-
pressions [LaT21]. However, LATEX requires users to learn a spe-
cific syntax and have prior knowledge about the structure of math-
ematical expressions. This overhead increases the cognitive cost of
the system [KS98] and is detrimental in our educational context.
Additionally, the input is distinct from the final output, which con-
strains the users to imagine the final output [SF14], and can lead to
delayed error detection [KS98].

Windows, Icons, Menus, and Pointers (WIMP) and Drag-and-
drop interfaces address this issue by replacing the complex syntax
with clickable buttons, and displaying the final output in the user’s
workspace. Memorizing the position of symbols in potentially large
menus, however, still causes cognitive overhead [SF14].

Handwriting-based interfaces bypass these constraints. Hand-
writing input methods are faster, more accurate, and more en-
joyable that keyboard-based methods [AYK05, SNA01, LLM∗08].
However, handwriting methods rely on tracking precision. This is
no issue for a stylus-based interfaces, but becomes problematic in
VR as the input is constrained by the tracking of the hands or the
controllers. Some more precise solutions exist [Sen21], but are still
expensive and cumbersome.

Finally, Anthony et al. evaluated speech-based input methods for
mathematical expressions [AYK05]. However, speech alone can be
ambiguous: for example, "x over y + 4" could stand for either x

y+4
or x

y +4. Moreover, using speech as an input in an educational con-
text is not recommended as it can impair communication with their
peers or their teacher.

To our knowledge, the problem on mathematics input in VR has
not yet been explored. In this project, we offer a first perspective on
this issue, from an educational standpoint.

Figure 2: The keyboard (top) and drag-and-drop (bottom) inter-
faces

3. Method and Implementation

For this work, we focus on high-school materials. This means that
in order to align with our educational perspective, our interaction
techniques follow two core principles:

Ease of learning: Users, independently of their experience with
mathematics or VR, are able to input complex expressions no
later than a few minutes after their first exposition to the system.

Low overhead: Our system does not impair the learning process
with an overly cumbersome input method. Entering expressions
takes as little time and cognitive load as possible.

3.1. Interaction techniques and Interface

In a first phase, we designed various prototypes for math in-
put in VR, each making usage of proprioception to varying de-
grees, as recommended by Mine et al. [MBS97]. We focused on
controller-based methods as these are available on all VR devices.
We selected two prototypes fulfilling our two core principles: a) a
Keyboard-like (KBD) interaction, and b) a Drag-and-drop (DND)
interaction. We implemented both approaches with the Unity game
engine [Uni21] and a Samsung Odyssey+ VR Head Mounted Dis-
play (HMD) [Sam21] (Figure 2).

For each technique, we implemented a virtual interface with pan-
els placed around the user, containing the libraries of operators and
terms available. The expression is displayed in front of the user.
Each element of the expression is surrounded by a semi-transparent
bounding box. When the cursor is located on an item, this bounding
box is highlighted by changing to a darker shade of gray.
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(a) Initial state

x

(b) Operator
Insertion
x+�

(c) Term
Insertion

x+ y

Figure 3: Element insertion. The red circle designates the cursor.
The empty squares represent place-holders.

(a) Initial state

x+1�

(b) Operator and
parent deletion
x+1

(c) Child replacement

x+1

Figure 4: Element deletion.

With the KBD interaction technique, inspired by previous re-
search on text-input in VR, the user presses operators and terms
on a virtual keyboard using the controllers to add them to the ex-
pression. Upon success, a sound is played and haptic feedback is
delivered. The user can delete elements by pressing a backspace
key, and move the cursor either with the arrow keys, or by directly
touching the desired position in the expression.

With the DND interaction technique, inspired by embodied inter-
action literature, the user presses the grip button on the controller
to grab elements, and can then simply move them and place them
at their correct position in the expression. Pressing this button in-
volves squeezing the hand as one would to grab an object, thus
creating a strong mapping between the natural gesture and the vir-
tual action. In addition, the user can point at items in the expression
and press the trigger button to delete them.

3.2. Mathematical expressions

We modeled expressions as trees with operators and terms as nodes.

The terms are represented as a string, and their insertion and
deletion are done by simple string manipulation. New operators,
however, are inserted in place of the one on which the cursor is
positioned, which is then re-positioned as the leftmost child of the
new operator (Figure 3). An operator is deleted by removing the
empty term to its right and replacing the parent with its leftmost
child (Figure 4).

The tree representation of the expression is then used to recur-
sively generate a LATEX string, rendered using the TEXDraw Unity
package [Wel21].

4. Experiment and Results

We explore two hypotheses: both approaches are easy to learn
(H1), KBD follows the low overhead principle better than DND

(H2). In order to avoid learning and fatigue effects, we conducted
a quantitative user study using a between-subject design.

4.1. Procedure and Demographics

We recruited 26 unpaid participants and assigned them randomly
to each condition: 13 participants used the KBD method, and 13
participants used the DND method.

Before using the system, users filled in a general questionnaire
and an Simulator Sickness Questionnaire (SSQ) [KLBL93]. The
general questionnaire included demographic questions, a 5-points
Likert scale self-assessment of their math knowledge [Lik32], and
a question about how often they use VR or movable controllers. The
participants profiles are summarized as follows:

• 9 (KBD = 5, DND = 4) participants identified as women, and 17
(KBD = 8, DND = 9) as men.
• 19 (KBD = 10, DND = 9) participants rated their general knowl-

edge of math as 4 or higher, 7 (KBD = 3, DND = 4) as 3 or lower.
• 7 (KBD = 3, DND = 4) participants reported using VR or movable

controllers more than once a month, 19 (KBD = 10, DND = 9) as
less often.
• KBD participants’ ages ranged from 21 to 46 (M = 28.8y,SD =

7.15y), whereas DND particpants’ ages ranged from 24 to 37
(M = 29.4y,SD = 4.25y).

The participants then started the main trial in VR. Using their
assigned interaction technique, the participants had to either copy a
mathematical expression displayed above the workspace, or change
elements of their expression to match a given one. After correctly
inputting or correcting the expression, participants moved onto the
next one until completion.

We designed the trials to last under 30 minutes in order to avoid
fatigue effect. Every user was given the same 23 expressions from
high-school mathematics and physics topics. The first ten expres-
sions (Table 2 in appendix) were considered as a warm-up and
were not taken into account for our analysis. One expression was
dismissed a posteriori due to a measurement error, leaving 12 ex-
pressions for our analysis (Table 1). The expressions to copy were
mathematically accurate. The expressions to correct were not, but
the expected final result was.

In total, the trial lasted around half an hour. Throughout the trial
we logged data regarding participants’ efficiency (time per task,
speed of input, number of superfluous corrections) as well as their
general use of the system (dominant hand usage, controller move-
ment, head rotations).

Finally, after the trial, users answered a System Usability Scale
(SUS) questionnaire [Bro96], a Raw NASA-TLX (TLX) question-
naire [Har06], and a SSQ questionnaire [KLBL93]. The results of
the latter were compared with those of the initial SSQ questionnaire.

4.2. Analysis and Results

We first looked into performance (Tables 3 and 4 in appendix). As
all users were able to input the expressions without external help
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Task Type Requested formula

1 Copy x
1
3 = 3
√

x
2 Copy x6 = o(x7)

3 Correction x6 = o
(

x7
)

4 Copy (a+b)× (a−b) = a2−b2

5 Copy y = 2x2 +27x−4
6 Correction f (x) = 2x2 +27x−4

7 Copy x0 =
−b− 2√b2−4ac

2a
8 Copy 1

1−x = 1+ x+ x2 + ...+ xn +o(xn)

9 Copy (1+2)×3 = 7
10 Copy f (x) = x

2√2
+72x2

11 Copy a2 +b2 = c2

12 Copy F = G×m1×m2
r2

Table 1: The list of tasks taken into account for the analysis

after the warm-up phase (H1). With the KBD condition, expres-
sion 9 was the quickest to input (M = 19.28s,SD = 2.80s), and ex-
pression 8 the slowest (M = 113.95s,SD = 38.33s). With the DND

condition, expression 9 was the quickest (M = 24.77s,SD = 4.24s)
and expression 8 the slowest (M = 185.54s,SD = 50.73s). We then
used independent t-tests to compare the time of completion of each
task across conditions. We found that users of the KBD condition
took significantly less time to input long expressions, namely ex-
pressions 4 (t(26) = −3.159, p = 0.004), 8 (t(26) = −3.670, p =
0.001), and 10 (t(26) =−3.301, p= 0.003), as well as the short ex-
pression 9 (t(26) =−3.742, p = 0.001). This means that, in terms
of time, H2 is verified.

Looking at the physical involvement, we observed that for ev-
ery expression but expressions 2 and 3, users of the DND condition
made significantly larger hand movements. This is congruent with
our expectations (H2). However, this difference could be reduced
by adapting the distance between the user and their workspace. Re-
garding motion sickness, there was no significant difference in the
SSQ scores across conditions (p = 0.276). The KBD method had
an average increase of 0.05 in SSQ scores, and the DND 0.12. Such
small differences imply that neither methods caused motion sick-
ness, which concurs with the users being mostly static when using
the system.

Regarding usability, KBD method scored a mean of 72.31 on
the SUS questionnaire and the DND 74.42, which is considered
"good" [BKM09]. The difference was not significant (p = 0.681),
showing that both methods were equally good in terms of usability,
despite the efficiency and physical involvement differences.

Moreover, we looked into task load and found no significant dif-
ference between the two methods (p = 0.355). The average TLX

scores were 44.32 for the KBD and 40.48 for the DND, which indi-
cates that the cognitive overhead of the system should be reduced.
There can be several reasons for this higher load. First, some partic-
ipants reported that they chose to remember the expression rather
than repeatedly looking at it during the task. This issue is specific to
our experiment tasks and should be investigated in a more ecologi-
cally valid context. Additionally, participants in the KBD condition

reported struggling to perceive the cursor highlighting. In paral-
lel, participants in the DND condition reported alignment issues of
the collision boxes. Finally, similarities between operators such as
�(�) and (�), or �−� and −�, confused some participants.

Despite these flaws, more users reported having fun while using
the DND method than with the KBD interface. One DND user even
compared placing elements at their correct position to playing a
puzzle game. Although anecdotal, these comments suggest that the
DND approach should not be discarded solely on the account of
lower efficiency.

5. Limitations and Future Work

As our system targets education, it is important that the interaction
supports our two core principles, ease of learning and low over-
head, even for math and VR novices. The low number of partici-
pants among these categories did not allow us to conduct a con-
clusive analysis, and future work should focus on detecting such
biases. We would also like to evaluate our interaction techniques
with high-school students, in the context of educational activities in
VR and in a more ecologically valid environment as soon as health
regulations allow it.

Moreover, we identified a few interface issues such as the place-
ment of the symbol panels, the cursor highlighting, and the mis-
alignment between the bounding boxes and their content. It is pos-
sible these issues affected our results. Future work should imple-
ment movable panels, stronger visual feedback, and better align-
ment of the bounding boxes.

Finally, we focused on controller-based interaction as this is the
most wide-spread form of interaction in VR. However, other ap-
proaches could be considered. For example, hand tracking tech-
nologies, either external such as Leap Motion [Ult21], or embedded
such as in the Oculus Quest HMD [Ocu21], pave the way for more
natural interaction, because, unlike controllers, they do not require
an additional abstraction layer.

6. Conclusion

We implemented and evaluated two novel methods for the input
mathematical expressions in Virtual Reality, namely a Keyboard-
like (KBD) method and a Drag-and-drop (DND) one. A quantitative
user study augmented with qualitative feedback from the partic-
ipants showed that both approaches were usable and did not in-
duce motion sickness. Although the KBD approach was less time-
consuming and less-physically demanding, users equally enjoyed
the DND approach. Our study also identified a high task load in-
dex for both methods and potential reasons responsible for these
results.
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8. Appendix

Type Requested formula Type Requested formula

Copy x+ y Copy (x−1)×2

Copy
(

1
2

)
× z Copy

(
1
2

)
= 0.5

Copy a0 = a1 = a2 Correction 1
2 = 0.5

Copy x+ y = y− x Copy 5
√

x5 = x

Correction x+ y = y+ x Copy
(

x2
)
= 2x

Table 2: The list of tasks used as a warm-up for the participants

Task Keyboard Drag and drop Statistic p-value

1 M = 41.77, SD = 15.83 M = 50.43, SD = 18.23 t(26) =−1.242 p = 0.226
2 M = 91.60, SD = 52.82 M = 90.05, SD = 51.19 t(26) = 0.073 p = 0.942
3 M = 18.15, SD = 18.91 M = 26.49, SD = 17.05 t(26) =−1.135 p = 0.268
4 M = 51.99, SD = 15.86 M = 88.28, SD = 36.50 t(26) =−3.159 p = 0.004
5 M = 54.23, SD = 33.45 M = 70.38, SD = 32.89 t(26) =−1.192 p = 0.245
6 M = 11.01, SD = 5.30 M = 22.04, SD = 22.46 t(26) =−1.656 p = 0.111
7 M = 155.02, SD = 69.13 M = 167.33, SD = 71.42 t(26) =−0.429 p = 0.672
8 M = 113.95, SD = 38.33 M = 185.54, SD = 50.73 t(26) =−3.670 p = 0.001
9 M = 19.28, SD = 2.80 M = 24.77, SD = 4.24 t(26) =−3.742 p = 0.001
10 M = 52.42, SD = 9.53 M = 87.95, SD = 36.04 t(26) =−3.301 p = 0.003
11 M = 28.12, SD = 11.57 M = 33.90, SD = 9.51 t(26) =−1.336 p = 0.194
12 M = 50.79, SD = 28.97 M = 67.14, SD = 24.78 t(26) =−1.486 p = 0.150

Table 3: Comparison across conditions of the time taken to complete a task, in seconds. The better results are written in bold when significant.

Task Keyboard Drag and drop Statistic p-value

1 M = 0.64, SD = 0.13 M = 0.92, SD = 0.14 t(26) =−4.930 p < 0.001
2 M = 1.12, SD = 0.47 M = 1.39, SD = 0.58 t(26) =−1.204 p = 0.240
3 M = 0.37, SD = 0.18 M = 0.51, SD = 0.22 t(26) =−1.841 p = 0.078
4 M = 0.81, SD = 0.20 M = 1.61, SD = 0.46 t(26) =−5.513 p < 0.001
5 M = 0.73, SD = 0.25 M = 1.29, SD = 0.39 t(26) =−4.185 p < 0.001
6 M = 0.38, SD = 0.09 M = 0.61, SD = 0.32 t(26) =−2.403 p = 0.024
7 M = 1.81, SD = 0.70 M = 2.59, SD = 0.90 t(26) =−2.367 p = 0.026
8 M = 1.51, SD = 0.53 M = 3.15, SD = 0.67 t(26) =−6.619 p < 0.001
9 M = 0.44, SD = 0.07 M = 0.70, SD = 0.10 t(26) =−7.550 p < 0.001
10 M = 0.81, SD = 0.09 M = 1.63, SD = 0.50 t(26) =−5.506 p < 0.001
11 M = 0.58, SD = 0.12 M = 0.88, SD = 0.15 t(26) =−5.564 p < 0.001
12 M = 0.81, SD = 0.26 M = 1.38, SD = 0.30 t(26) =−4.993 p < 0.001

Table 4: Comparison across conditions of the controller movement distance per task, in meters. The better results are written in bold when
significant.
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