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Abstract
Kathakali is one of the major forms of Classical Indian Dance. The dance form is distinguished by the elaborately colourful makeup, costumes and face masks. In this work, we present (a) a framework to analyze the facial expressions of the actors and (b) novel visualization techniques for the same. Due to extensive makeup, costumes and masks, the general face analysis techniques fail on Kathakali videos. We present a dataset with manually annotated Kathakali sequences for four downstream tasks, i.e. face detection, background subtraction, landmark detection and face segmentation. We rely on transfer learning and fine-tune deep learning models and present qualitative and quantitative results for these tasks. Finally, we present a novel application of style-transfer of Kathakali video onto a cartoonized face. The comprehensive framework presented in the paper paves the way for better understanding, analysis, pedagogy and visualization of Kathakali videos.

Demo output: https://github.com/pratikk-bulani/kathakali_analysis

CCS Concepts
• Applied computing → Performing arts; • Human-centered computing → Visualization;

1. Introduction
Kathakali conveys stories through performance art and is a major form of classical Indian Dance. The name derives from the words Katha means story or a traditional tale and Kali meaning performance or a play. The performer does not use verbal cues in the storytelling process. The actors use Mudras, the hand gestures to convey the dialogue of their individual character. The internal state of their character is portrayed using facial expressions or the Bhava.

In this work, we focus on detecting faces and analyzing the Bhavas or the facial expressions of the Kathakali actors. A customized computational Bhava understanding pipeline will help improve understanding of Kathakali videos and widen its coverage. It
will also allow the development of novel visualization tools for better appreciation of the dance form. Style-transfer methods will be useful for pedagogy, where an actor can transfer his performance to an animated Kathakali face. Such a framework will be even more important in these difficult COVID times, where physical teaching is difficult.

The proposed pipeline will also aid automated video editing of Kathakali dance performance (Fig. 2). An automated editing framework would be extremely beneficial for improving the appreciation and coverage of the Kathakali dance form. These detections would allow virtual camera simulations [GRG14; MKSG20]. The identification of face type would allow understanding their roles. For instance, Kathi makeup is used for arrogant and evil characters, while the Pacha makeup is used to portray kings and divine beings. With access to script, such role identification can aid automated camera selection.

The area of facial understanding has received significant attention over the last couple of decades. The three most commonly used tasks on facial analysis are (a) face detection, (b) landmark detection and (c) semantic segmentation. All three problems have seen tremendous success post the onset of convolutional neural networks. They are used in wide variety of applications like human-computer interaction, head pose estimation [GTGN19], lip-sync [CZ16; KSK*17], facial expression editing [WZLC20], virtual makeup [XDZ13] etc. However, these frameworks designed for normal faces fail on Kathakali videos because of the presence of elaborate makeup, costume and face masks (Fig. 1 illustrated how the existing state of the art face analysis pipelines fail on Kathakali videos).

In this work, we propose a novel toolbox customized for the analysis of Kathakali videos. The toolbox covers three tasks, namely: face detection, landmark detection and face segmentation. In the toolbox, we also provide a visualization tool allowing the transfer of Kathakali videos onto a cartoon face. We do not claim any architectural novelty; the goal of this work is to demonstrate that a small dataset is sufficient for fine-tuning and customizing existing face analysis methods for the given task. Overall, our paper makes the following contributions:

- We present a novel dataset with manually annotated Kathakali images. The dataset consists of 1734 images for detection, 148 images for landmark detection and 81 images for face segmentation.
- We show that, albeit small, the dataset suffices to adapt the existing normal face analysis methods onto Kathakali faces. We present qualitative and quantitative results to show the efficacy of the adapted methods.
- We adapt GauGAN [PLWZ19] for style-transfer of face segmentation’s of a given Kathakali sequence onto a Kathakali cartoonized template face. We develop a novel data pipeline for curating the paired data for training the GauGAN architecture.

2. Related Work

Kathakali actors narrate the story using Mudras (hand gestures) and Bhavas (facial-expressions). Previous explorations focused on understanding and classifying Mudras displayed by the performer [BI20]. The work of [BI20] classifies the hand gestures into the fixed set of mudras on a manually curated dataset, collected in a controlled setting. Our work focuses on the other half of the performance, namely Bhavas: the facial expressions.

Analyzing expression on human faces is a well-studied problem. Various datasets and methods have been proposed over the years for tasks like face detection, segmentation and landmark detection. We list a few widely used frameworks and toolboxes:

- **MTCNN** [ZZLQ16] uses unified cascaded CNNs for detecting face bounding boxes and localizing five landmark points on the face.
- **RetinaFace** [DGV*20] gives scale-invariant face localization of human faces via multi-task learning. It does a pixel-wise face localization and gives sparse keypoints along with the detected face. It is extremely robust even if the faces are very-small or partially-occluded.
- **MediaPipe** is an easy-to-use comprehensive toolbox that gives bounding boxes for both the face and the eyes. It also gives sparse key-points, hair-segmentation, eye-gaze detection and face-mesh on human faces accumulating various recent works. [BKV*19; TKV*19; KAGG19; AVG*20].
- **OpenFace 2.0.0** is another toolbox similar to MediaPipe, based on [BZLM18; ZCBM17; BRM13; WZB*15; BMR15]. Given a face it performs multiple tasks like face detection, landmark detection, face pose estimation, eye gaze detection and face completion.
- **HRNetV2** [SXLW19; WSC*21; CXW*20] is a library that performs different tasks namely facial landmark detection, face detection, human pose estimation, object detection, semantic and instance segmentation.
These models are trained on normal human faces and we observe that their performance do not transfer onto Kathakali faces, expectedly so, due to the domain shift. We adapt these methods on Kathakali domain, by fine-tuning human face models on the proposed dataset. We fine-tune following networks for the respective tasks:

(a) Face Detection - YOLO-V5 [Joc20]
(b) Face Segmentation - DeepLabV3+ [CZP*18]
(c) Landmark Detection - HRNetv2 [SXLW19; WSC*21]

Our work is also related to style transfer methods. We are interested in a specific form of conditional image synthesis, which is converting a semantic segmentation mask to cartoonized Kathakali faces. Our work is in tune with other seminal works [IZZE17; CK17] converting segmentation maps to a photorealistic image. We use the GauGAN [PLWZ19] model for our experiments.

3. Dataset

Kathakali is a unique dance-drama art-form that originated in the southern state of India and has mostly been unexplored by modern multimedia technology. It has been compared to other popular art forms like a ballet, a miracle play, a dance-drama, an opera and a pantomime. The actor’s makeup demarcates the type of character in this dance-drama performance. Our work focuses on the most recurring character, namely Pacha. The faces are painted green with large black markings around their eyes and eyebrows, as can be seen in figure 1. To the best of our knowledge, there has not been a prior effort towards creating such a dataset.

We propose a dataset with four different types of annotations. All 1734 images are annotated with bounding box coordinates for face detection (an example ground truth annotation is shown in Fig. 3a). The bounding box is labelled with the type of face detected namely Pacha (protagonist) or Kathi (antagonist). We collect the images from different image/video search engines like Flickr and Youtube. Our work limits to Pacha and Kathi veshams (make-up) and others like Thuadi, Minukku, Kari are not covered in the current effort.

We annotate eighty-one images containing Pacha in the dataset with face region segmentation. We annotate every image with a binary mask, giving a value zero to non-face pixels (an example ground truth annotation is shown in Fig. 3b). This annotation is similar to the segmentation of human faces in [BPD13]. This annotation can be used to train a model to extract the face region from the image. The eighty-one images used for these annotations were carefully chosen such that all the bhavas (expressions) are represented in the dataset.

For the task of semantic segmentation, we annotate the same eighty-one face images with 21 different regions. The regions are chosen such that, during movement of the face, the region within each segment can be approximated by an affine transform. An example ground truth annotation is shown in Fig. 3c.

We further annotate the 148 images with sixty-eight landmarks. The key-points are chosen such that they form the corner points of the regions segmented in the above section. Fig. 3d shows a sample image with landmark annotations. The 148 images consist of the eighty-one images that were annotated with segmentation.

All the images in the dataset for segmentation and landmark detection are frontal or near-frontal faces. Images for face detection include diverse poses. Table 1 summarizes the details of our annotated dataset. We have used the Computer Vision Annotation Tool (CVAT) [Int22] and MakeSense AI [Ska19] to annotate our dataset.

4. Model and Implementation Details

In this section, we explain each of the individual models proposed in our work, namely face detection, face segmentation, landmark detection and semantic segmentation. We fine-tune the models trained for regular human faces on the proposed Kathakali dataset. To validate the usefulness of the proposed models in the toolbox, we present a novel application of expression transfer of Kathakali videos onto a cartoon template. Fig. 4 shows the architecture diagram of the overall visualization pipeline. It transfers the expression Bhava of the Kathakali artist onto a reference sketch image. The transfer of expression from a source photorealistic image to the target reference sketch heavily relies on the sub-tasks. We train the model for 4000 epochs with a batchsize of 14 on 1 GPU (RTX 2080Ti).

4.1. Face Detection

Analyzing Kathakali performance in the wild requires detection of faces in the video frames. We fine-tune YOLOv5 [Joc20], pre-trained on MS-COCO dataset [LMB*14] (COCO128).

We fine-tune the model for detecting two of the most important veshams in the performance: Pacha and Kathi. These images capture variation in poses, lighting conditions, scales and resolutions. The YOLO family of object detection models use a compound loss calculated based on the object score, class probability score and bounding box regression score. We use binary cross-entropy loss to compute class probability score and object score. To compute loss for bounding box regression, we use CIoU (Complete IoU) loss [ZW*L20].

Figure 3: Dataset Annotations

(a) Bounding box
(b) Face mask
(c) Region mask
(d) Landmarks
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<table>
<thead>
<tr>
<th>Tasks</th>
<th>#images</th>
<th>Annotation</th>
<th>Visham (character)</th>
<th>Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Detection</td>
<td>1734</td>
<td>B-box Coord.</td>
<td>Pacha, Kathi</td>
<td>in the wild</td>
</tr>
<tr>
<td>Face Segmentation</td>
<td>81</td>
<td>Binary mask</td>
<td>Pacha</td>
<td>frontal faces</td>
</tr>
<tr>
<td>Region Segmentation</td>
<td>81</td>
<td>21 segments</td>
<td>Pacha</td>
<td>frontal faces</td>
</tr>
<tr>
<td>Landmarks Detection</td>
<td>148</td>
<td>68 key points</td>
<td>Pacha</td>
<td>frontal faces</td>
</tr>
</tbody>
</table>

Table 1: Dataset characteristics

Figure 4: The figure shows the architecture of the proposed method. The input is an image from the video, and the output shows the bhava (expression) of the actor on a reference sketch image. The pipeline includes five segments. Given an image from the Kathakali video, we detect the Pacha face with a bounding box. Respective modules give sixty-eight landmark points on the face and twenty-one face segments. The segments and landmarks are used to individually warp each of the segments in the reference image onto the detected segments. We post-process to transfer the bhava onto the reference image.

4.2. Face Segmentation

Post face detection, we extract the face pixels from within the bounding box. We use annotations of segmentation masks of the eighty-one images in the Kathakali dataset and fine-tune DeepLabV3+ model [CZP*18] pre-trained on Cityscapes dataset [COR*16]. We train the model with the ground truth binary masks (e.g. Fig. 3b). Our implementation of DeepLabV3+ is based on the mmsegmentation: open-mmlab [Con20]. We augment the dataset with random crops and photo-metric distortions. We normalize the images using the mean and standard deviation of the dataset, i.e. [123.675, 116.28, 103.53] and [58.395, 57.12, 57.375], respectively. We zero pad the images to maintain uniform size post augmentations.

4.3. Semantic Segmentation

After subtracting the background pixels from the face image, we segment the face into twenty-one sub-regions. The regions include nose, mouth, moustache, eyebrows etc (as illustrated in Fig. 3c). Similar to the previous subsection, we fine-tune a DeepLabV3+ model [CZP*18] for this task which is pre-trained on the Cityscapes dataset. The resolution of the input image is 384x216. We again use the mmsegmentation package [Con20] for the task.

4.4. Landmark Detection

We fine-tune hrnetv2 [SXLW19; WSC*21] facial landmark detection model, pre-trained on WFLW dataset [WQY*18], to detect the landmarks on the Pacha faces. We use the 148 images with the landmark annotations in the proposed Kathakali dataset (e.g. Fig. 3d). The input image has a resolution of 384x216. The model is trained for 1000 epochs, keeping the batch size as 16. Adam optimizer is used with the initial learning rate of 0.0001. The model uses MSE (Mean Squared Error) loss function.

4.5. Style Transfer

We perform conditional image synthesis, i.e., convert a semantic segmentation mask to cartoonized Kathakali face. The overall pipeline for the same is illustrated in Fig. 4 and Fig. 5. We aim to use Conditional Generative Adversarial Networks for a segmentation map to cartoon face conversion. We first curate paired data of segmentation maps and corresponding cartoonized faces to facilitate the same.

Paired dataset curation: We first set correspondences between landmarks on a realistic and cartoonized Kathakali face. Given a Kathakali frontal face, we detect landmarks and perform semantic image segmentation on it. We then use the predicted landmark points to compute homography transform between the segmentation map and the template cartoonized face (Fig. 6b). Using this homography matrix, we individually warp each of the face segments of the cartoonized template image to fit the corresponding
5. Results

In this section, we present the results for each of the five modules introduced in Section 4. While training each of the modules, we keep aside 15% of the images for testing. We report results for each task on test images.

**Face Detection:** The output of the face detection module is a segmentation map. During the warping process, some of the regions in Figure 3 are further broken down into smaller segments to preserve the shape. Fig. 6 shows the output of this step.

The output post-warping creates uneven gaps because we assume that each segment moves independently. We post-process this image to produce a smooth template figure using the Navier-Stokes inpainting method [BBS01]. Fig. 6d illustrates the inpainted output. The images Fig. 6a and Fig. 6d form a pair.

The paired dataset curation pipeline (Figure 4) can be directly used for style transfer. However, we find that the noise in the landmark detection process leads to significant temporal flicker. For this reason, we train a GauGAN model [PLWZ19] for conditional image synthesis. GauGAN takes a segmentation mask as input and generates a photorealistic image as output (as illustrated in Figure 5). The model is trained for 50 epochs on 2 GPUs (RTX 2080Ti), keeping the batch size as 8. Adam optimizer is used with the initial learning rate of Generator as 0.0001 and that of Discriminator as 0.0004.

The pipeline shown in Figure 4 gives template sketch replicating the Bhava (expression) of the Kathakali artist in the input frame. The consistency (both spatial and temporal) of the output are highly dependent on the accuracy and precision of the individual components. For instance, an aberration in the position of the predicted landmark can create undesired artefacts in the output. We use our pipeline to generate data and train a GauGAN using segmentation mask 6a and template_emot 6d pair. At inference, the frames from Kathakali video and the corresponding segmentation mask is used as input, and GauGAN predicts template_emot. The input and output
a) Object Detection  b) Face Segmentation  c) Semantic Segmentation  d) Landmarks  e) Style-Transfer

Figure 8: Final Result of Cartoonized(style-transfer)(right) and intermediate results of the pipeline(Face Segmentation, Semantic Segmentation, Landmark Detection)
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We present a dataset specific to Kathakali faces with the proposed data. We make available modules for the aforementioned tasks on Kathakali faces and show the use of the modules by visualizing the expressions of a Kathakali artist on a cartoon template Kathakali image. We train a generative model using this data and show a temporally consistent transfer of expression of a performer to the cartoon Kathakali template image. We believe the proposed toolkit will help better the learning and appreciation of the classical art form.
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### Table 2: Metric value for each individual region of the Semantic Segmentation. The regions are labelled in fig. 7

<table>
<thead>
<tr>
<th>Label</th>
<th>Region</th>
<th>IoU</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>red_forehead</td>
<td>0.9206</td>
<td>96.03</td>
</tr>
<tr>
<td>b</td>
<td>green_forehead_left</td>
<td>0.8462</td>
<td>91.66</td>
</tr>
<tr>
<td>c</td>
<td>green_forehead_right</td>
<td>0.7819</td>
<td>89.06</td>
</tr>
<tr>
<td>d</td>
<td>left_ear</td>
<td>0.9297</td>
<td>97.83</td>
</tr>
<tr>
<td>e</td>
<td>left_eyebrow</td>
<td>0.8299</td>
<td>89.48</td>
</tr>
<tr>
<td>f</td>
<td>yellow_forehead</td>
<td>0.9187</td>
<td>97.29</td>
</tr>
<tr>
<td>g</td>
<td>right_eyebrow</td>
<td>0.7193</td>
<td>81.49</td>
</tr>
<tr>
<td>h</td>
<td>right_ear</td>
<td>0.9238</td>
<td>97.93</td>
</tr>
<tr>
<td>i</td>
<td>eyebrow_center</td>
<td>0.4938</td>
<td>63.43</td>
</tr>
<tr>
<td>j</td>
<td>right_eyeball</td>
<td>0.7243</td>
<td>84.39</td>
</tr>
<tr>
<td>k</td>
<td>left_eyeball</td>
<td>0.6617</td>
<td>77.27</td>
</tr>
<tr>
<td>l</td>
<td>left_eye_makeup</td>
<td>0.8191</td>
<td>90.31</td>
</tr>
<tr>
<td>m</td>
<td>between_eyes_eyebrows</td>
<td>0.6998</td>
<td>83.63</td>
</tr>
<tr>
<td>n</td>
<td>right_eye_makeup</td>
<td>0.8056</td>
<td>89.42</td>
</tr>
<tr>
<td>o</td>
<td>left_cheek</td>
<td>0.8832</td>
<td>94.04</td>
</tr>
<tr>
<td>p</td>
<td>nose</td>
<td>0.8591</td>
<td>92.03</td>
</tr>
<tr>
<td>q</td>
<td>right_cheek</td>
<td>0.8622</td>
<td>92.03</td>
</tr>
<tr>
<td>r</td>
<td>moustache</td>
<td>0.7630</td>
<td>85.89</td>
</tr>
<tr>
<td>s</td>
<td>mouth</td>
<td>0.8179</td>
<td>90.59</td>
</tr>
<tr>
<td>t</td>
<td>chin</td>
<td>0.6640</td>
<td>78.12</td>
</tr>
<tr>
<td>u</td>
<td>beard</td>
<td>0.9202</td>
<td>96.97</td>
</tr>
<tr>
<td>v</td>
<td>background</td>
<td>0.9913</td>
<td>99.37</td>
</tr>
</tbody>
</table>

### Table 3: Metric value for each individual region of the Face Segmentation

<table>
<thead>
<tr>
<th>Region</th>
<th>IoU</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>background</td>
<td>0.9928</td>
<td>99.60</td>
</tr>
<tr>
<td>outer_face</td>
<td>0.9766</td>
<td>98.93</td>
</tr>
</tbody>
</table>

samples are shown in Figure 5. We observe this output to be more consistent.

We compare the proposed GauGAN model with CycleGAN [ZPIE17] and Articulated Animation [SWR*21] in Figure 9. Articulated Animation [SWR*21] and CycleGAN, both are unsupervised approaches and only use a single cartoon sketch for training. We can observe that both these methods fail to generate consistent translations. We can also observe errors with change in pose. The experiment clearly suggests the efficacy of the proposed method and highlights the importance of the novel paired data generation pipeline.

6. Conclusions

Kathakali is a classical Indian dance form which has been relatively unexplored by multimedia technology. AI models trained on human faces fail to perform on Kathakali faces as the performer wears an elaborate and colourful makeup, costume and face mask. We present a dataset specific to Kathakali, with four manual annotations, namely face detection, background subtraction, landmark detection and face semantic segmentation. We show that the existing models trained on normal human faces adapt to the Kathakali faces with the proposed data. We make available modules for the aforementioned tasks on Kathakali faces and show the use of the modules by visualizing the expressions of a Kathakali artist on a cartoon template Kathakali image. We train a generative model using this data and show a temporally consistent transfer of expression of a performer to the cartoon Kathakali template image. We believe the proposed toolkit will help better the learning and appreciation of the classical art form.
Figure 9: Comparing the proposed GauGAN model (last row) with CycleGAN [ZPIE17] (second row) and Articulated Animation [SWR*21] (third row)