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Abstract

The use of computer graphics to produce special effects is currently being applied with great results in especially
the entertainment and game industry. One area where computer graphics is not quite ready to replace all real
effects is natural phenomena where a lack of general models exists. In this work we present a general model
for falling and accumulating snow. The appearance and movement of falling snow are modeled in 3D based on
the physics governing the real processes. The same goes for the accumulated snow where especially a correctly
modeled wind field is important for producing realistically looking results. Intuitive weather parameters are used
to control both models. The results show that both the appearance and movement of the snow, as well as the

accumulated snow are very similar to real snow.

1. Introduction

The use of computer graphics (CG) in the entertainment in-
dustry is becoming an obvious choice in many situations.
The main reason is the range of special effects that can be ap-
plied with great results. Just imagine movies such as "Juras-
sic Park", "Toy Story", and "Lord of the Rings" without the
use of CG. Not to mention the entire game industry where
CG is an inherent ingredient. However, other arguments for
using CG also exist. For example, to reduce the production
cost and risk of accidents by adding, e.g., artificial flames to
a movie after the scene is shot.

One area where CG is not quite ready to replace all real
effects is natural phenomena, e.g., the eyes of a human, fire,
rain, and snow. The reason is first of all that the human ob-
server knows how these phenomena look like in real life.
Furthermore, some of the phenomena are not quite under-
stood yet and therefore hard to model. Nevertheless, these
and other natural phenomena have in some situations been
modeled successfully using CG, but this success is mainly
achieved using heuristic methods, for example visualizing a
fire using a 2D billboarding technique. In general there is a
lack of general comprehensive CG models of natural phe-
nomena. In this work we present such a model of falling and
accumulating snow.
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1.1. Related Work

Previous work can be divided into nonphysically based mod-
els and physically based models. The nonphysical based
models are methods that imitate the properties of a phe-
nomenon without using the actual physics behind the phe-
nomenon. As the actual physics are not used the methods
are often simpler and less computationally heavy. Further-
more they are often ad hoc in the sense that they generalize
poorly to a similar but different situation.

In [SWO03] rain was simulated on videos. By analyzing
videos of rain the authors concluded that it was not possible
to track individual raindrops due to their high velocity. Us-
ing this knowledge the raindrops were modeled without any
temporal coherency and by brightening the original image
pixels at the position of the raindrops.

In [Sim90] a particle system with different specifications
made it possible to simulate water, rain, snow, etc. An exam-
ple is the simulation of a waterfall where the initial color
of the particles was blue. As they hit a rock the parti-
cles bounced off and became white. Over time the particles
would fade to the initial blue color. This gave the visual im-
pression of water in a water fall by the use of simple color
changes and particles bouncing off hard surfaces.

In [Fea00] a model for the accumulation of snow is pre-
sented. The primary focus was to model fallen snow where
the layer of the fallen snow is thick. The calculation of the
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fallen snow makes use of a particle system, where particles
are launched from the ground and up. If a particle reaches
the sky snow can be accumulated on the launch site.

When making a model based on physics a balance be-
tween the complexity and the visual result has to be found.
It is not necessary to make a model that calculates the ex-
act physics if no significant visual improvement is achieved.
Therefore assumptions are often introduced in order to sim-
plify the physical model.

In [FSJO1] a method based on Fluid Dynamics is pre-
sented which simulates smoke. A simplified version of the
Navier-Stokes equations is applied. Introducing a rotational
spin in the fluid keeps the smoke alive, and models turbu-
lence in a visually correct manner. The method has the abil-
ity to interact with objects and thereby display a realistic
flow.

In [NFJ02] a similar approach is followed to model fire.
The method uses fuel present in a medium. When the tem-
perature rises the fuel is converted into a hot gas which
catches fire. The use of fuels gives the possibility to let the
fire spread and ignite other flammable mediums.

In [FOO02] a reduced version of the Navier-Stokes equa-
tions is used to model the accumulation of snow. The flow
field within the scene is calculated while taking obstacles
into account. Snow flakes are modeled as particles and
dropped over the scene. These particles are influenced by
the calculated wind field until they collide with a surface.
The collision is registered and used to calculate the snow
surface.

1.2. The Content of the Paper

In this paper we present a unified framework for modeling
falling and accumulated snow. This includes a model of 3D
snowflakes, a model of the forces governing the movements
of a snowflake, and a model for how snow accumulates with
respect to the forces and objects in the scene. All models are
based on the underlying physics allowing a control of the
different models via intuitive weather parameters, e.g., wind
field, temperature, amount of snow per second.

The paper is structured as follows: in section 2 a model of
a snowflake is described. In section 3 a movement model for
a snowflake is derived, and in section 4 the primary force, the
wind field, is described. In section 5 a model for accumulat-
ing snow is described. In section 6 results are presented and
a conclusion is given.

2. Modeling a Snowflake

In this section we first outline the physical process resulting
in real snow and then apply the main findings to model a
snowflake.

The formation of a snowflake is a highly complicated pro-
cess and not fully understood. However, it is known that

a snowflake consists of ice crystals which can occur when
five conditions are met. First of all the air in the atmo-
sphere has to be saturated with water. This condition de-
pends both on the temperature and on the vapor pressure.
Secondly, the presence of condensation nuclei is necessary.
These are small particles, e.g., dust or bacteria, on whose
surfaces the water can condensate to produce small droplets.
Thirdly, enough water has to be present in the cloud. When
this is the case the droplets will keep growing due to further
condensation or merging of droplets. When enough mass has
accumulated the droplets will fall as precipitation. Fourthly,
the temperature has to be below zero degrees Celsius in the
cloud so that the water in the air will freeze onto the nuclei
instead of condense into water droplets. The last condition
concerns the nuclei that the water freezes onto (called freez-
ing nuclei). They have to be of specific shapes so that the
water molecules line up correctly to form the basic ice crys-
tals. The demand on the shape of the nuclei decreases as the
temperature decreases and at a temperature below -40 de-
grees nuclei are no longer necessary.

How ice crystals merge into actual snowflakes depends
on the level of saturation and the temperature in the area be-
tween the cloud and the ground. The result is a virtually end-
less number of different snowflakes. They, however, follow
some general shapes as seen in figure 1.
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Figure 1: Snow classification often used in hydrology
[Lib04].

2.1. Modeling the Size and Density

Looking at figure 1 and recalling own experiences with
snow, the main characteristics to be modeled are the shape,
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the size, and the density. All three characteristics are primar-
ily controlled by the level of saturation in the air and the
temperature. Modeling the saturation of the air is not neces-
sary for rendering a scene, but it is necessary to model the
temperature, as this can also affect other aspects of the scene.
We therefore want a way of controlling the density and size
of a snowflake using the temperature.

In the experimental work by [JunOO] the diameter of
snowflakes has been measured as a function of temperature.
From these results we derive the following relationship

0.04 for T > —0.061 1

D { 0.015-|T|7%%  for T < —0.061

where D is the diameter in meters and 7 is the temperature

in degree Celsius. Equation 1 represents the average diam-

eter and from the experimental data [Jun0O] we have seen

uncertainties up to +50%. We therefore add a random num-

ber (within the limits set by the uncertainty) to the diameter
from equation 1 whenever a snowflake is "born".

The density of snowflakes is inversely proportional to the

diameter of the snowflakes: pyow fiake = %, and the propor-

tionality constant, C, is 0.170% for dry snow and 0.724%
for wet snow [RVCKO9S]. The distinction between dry and
wet snow is defined to be minus one degree.

2.2. Modeling the Shape

Real snowflakes are primarily constructed by ice crystals
colliding. Inspired by this fact we model a snowflake by
combining triangular polygons in a random manner. We ap-
ply a number of concentric spheres to construct a snowflake.
Each sphere is considered a layer and the same number of
polygons is used for each layer. The number of layers di-
rectly gives the size of the snowflake and is controlled by
the temperature as described above. By fixing the number
of polygons per layer the density is also controlled by the
temperature. An increase in the temperature results in an in-
crease in the size which again results in a decrease in the
density. We though have a different number of polygons for
wet snow (40) and for dry snow (10). The number for wet
snow is found empirically while the number for dry snow is
found using the relationship between the proportional con-
stants defined in the previous subsection.

When adding triangles to the different layers care must be
taken to avoid free flowing triangles resulting in unrealistic
structures. Therefore, when a new triangle is added to a layer
one of its three corner coordinates must be connected with
one of the triangles in the immediate inner layer, denoted the
reference triangle.

First the reference triangle is randomly selected and then
one of its corners is randomly selected. The spherical coordi-
nates of this corner (6, dg, 7o) defines the connected corner
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of the new triangle as (01 = 0g,d; = dg,r; < rp), where r
is found randomly to be inside the reference triangle.

The remaining two corners of the new triangle, (65, %2,77)
and (03,03,r3), are found randomly in the intervals: 8 €
[00 —€;00+¢€], 0 € [0g — €; 09 + €], Where € is the allowed an-
gular change (currently set to 80 degrees). The interval for
the radius is within the immediate inner layer, the current
layer, and the immediate outer layer.

In figure 2 a wet snowflake with a diameter of six cm
(largest possible) is shown from two view angles and four
different distances. The model of the snowflake has been
parsed to the ray tracer POV-Ray, where it has been en-
hanced with transparent triangles and bump maps together
with ambient and diffuse lighting. See [VID] for a 3D visu-
alization.

Figure 2: A snowflake seen from two different view angles
and from four different distances.

To evaluate the effect of the density change due to the
temperature figure 3 is consulted. The figure shows two wet
snowflakes that are both produced at a temperature of -0.99
degrees, and two dry snowflakes both produced at -1.01 de-
grees. All four snowflakes have a diameter close to 1.5 cm
and are displayed at two different distances. Observing the
snowflakes it is clear that the wet ones are more compact as
they have four times higher density. The dry snowflakes on
the other hand have a much lighter appearance due to their
small density.

3. The Movement of a Snowflake

The movement of a snowflake is caused by the four forces:
Fgraviry and Fpyoyqn, which are both constant, and Fy;7; and
Fy,4g, which are perpendicular and change according to the
wind direction.

Fgraviry 1s the gravitational force and Fp,gyqn is the force
that represents the up-drift by the surrounding air. The direc-
tion of the force, Fyypyqn» is always opposite Fgrqyiry. Fur-
thermore, as Fy,oyq in relatively small compared t0 Fgrqyiry
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Figure 3: Two wet and two dry snowflakes seen from two
different distances.

it can be ignored as it has no impact on the visual movement
result.

The lift force, Fy;y;, is the force that makes the snowflake
move in circular and irregular patterns caused by the aero-
dynamic shape of the snowflake and the turbulence created
behind the snowflake. At high wind speeds this force is in-
significant, but in calm weather it cannot be ignored. For
example, when observing a snowflake in calm weather one
would observe that the snowflake follows the path of a helix
towards the ground while rotating around its center of mass.

How these two rotations are carried out depends on the
shape of the snowflake. As we model the shape randomly
we will do the same for the angular rotation speeds. The ro-
tational radius is also controlled by an initial random vari-
able but the ratio between the current speed of the wind and
the current speed of the snowflake is also taken into account.
The consequence is that a large change in the wind will pro-
duce a large change in the rotational radius. See [AL04] for
further details.

The drag force, Fy,q,, represents the drag that the air
will assert on the snowflake. This is the force that makes
a snowflake follow the wind direction. The magnitude of the
drag force can be expressed as [ALO4]

U2[ id * Msnow * §
Firag = 7“14127 @)

maximum

where mgnow 1s the mass of the snowflake, g is the gravita-
tional acceleration, Uygximum 1S the maximum vertical veloc-
ity taking wind resistance into consideration. For dry snow
this is in the interval [0.5m/s;1.5m/s] and for wet snow it

is [Im/s;2m/s] [Han99] [RVCK98]. When a snowflake is
"born" we randomly sample from one of the two intervals
according to the temperature. While mgnow, g, and Upaximum
are all constants for a particular snowflake, Upgy,iq is not.
Ufiuia is the speed of the air moving by the snowflake and
the direction of Uyy,q is also the direction of F g4,

U fjuig consists of two components; the wind velocity and
the velocity of the air friction. The latter is the velocity of the
snowflake, Usnowflake’ hence Uflm'd = Uyina — Usnnwflake~
U,ina 18 the velocity of the wind which obviously has a sig-
nificant effect on the movement of the snowflake. In the next
section this is further described.

4. The Wind Field

When snow is falling under the influence of a wind the snow
will fly around obstacles in very distinct patterns that are
caused by the wind field. These wind patterns are important
to take into account when modeling falling snow in order to
ensure that the snow falls correctly and the visual appearance
resembles reality.

The wind field is a particular instant of Fluid Dynamics
and can therefore be described by the Navier-Stokes equa-
tions. As the air in a wind field can be assumed to be in-
compressible, inviscid, and has a constant density of one,
the Navier-Stokes equations can be simplified to the incom-
pressible Euler equations [FSJO1]:

Vu=0 3)
Ju
5 = —(u-Vu—-Vp 4)

where V- is the divergence, u is a vector field of the veloc-
ity and p the pressure. Equation 3 states that the fluid con-
serves mass and equation 4 states that the fluid conserves
momentum. The conservation of mass relates to the fact that
the fluid is incompressible. Therefore the changes of the ve-
locity in a well-defined area must equal zero as otherwise
there would be a pressure change. The first term in equation
4, —(u- V)u, is the convection term which describes how
the velocity of the fluid evolves over time. The second term,
Vp, is the acceleration of the fluid caused by the pressure
gradient.

To solve the equations the solution is divided into two
steps as it was done for the Navier-Stokes equations in
[FSJO1] [Sta99]. First an intermediate velocity field u* is
calculated by using the Semi-Lagrangian scheme for the
convection term. Afterwards the gradient of the pressure is
calculated and used in a projection step where it is ensured
that the mass is conserved according to equation 3. The two
steps are repeated when the wind field needs updatingT.

T Note that an off-line step is also present where a discretization of
the scene into voxels is preformed [AL04].
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4.1. Convection Step

This step will ensure that a small change in the air at a spe-
cific point will have an influence on the air in the rest of the
domain. The propagation of the changes in the air is gov-
erned by the first term of equation 4, i.e., —(u- V)u.

Using a first order Taylor approximation —(u- V)u can be
calculated as [FSJO1]

—(u-V)u = 5)

where u” is the intermediate velocity field and Ar is the
time step between two updates. To calculate u* the semi-
Lagrangian method will be used [XXK02]. The method does
not calculate the intermediate velocity directly. Instead it
uses backwards-integration combined with interpolation in
a fixed mesh, corresponding to the voxel faces. The calcula-
tion of u™ using backwards-integration is made with a time
step of Az.

Say we want to calculate the velocity at time ¢ + At for
point Pg, see figure 4. We then trace back in time, to ¢, to see
where a particle would had come from if it had the velocity
u at time 7. This gives us a so-called departure point, Py,
see figure 4. We then find the actual velocity of P, at time
t by trilinear interpolation and propagate this result forward
in time. That is, the interpolated velocity is now the velocity
at position Py, at time ¢ + Az.

Uy
%«b—> uy i
o«
Fq

Figure 4: Left: The principle of back-tracing in 2D. Right:
A xz-slice of a wind field calculated for the scene in figure 7.

In this work we apply a second order Runge-Kutta inte-
gration to perform the backwards-integration. For informa-
tion on how the boundary conditions etc. are handled see
[ALO4].

4.2. Projection Step

The purpose of this step is to ensure conservation of mass
of the fluid as stated in equation 3. This step is important as
it ensures the creation of plausible wind fields with the cor-
rect swirly nature. In figure 5(left) a wind field is seen where
only four voxels have velocities greater than zero (cones).
Considering this wind field it is clear that it is not mass con-
serving as the wind suddenly starts in the middle of the wind
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field. This cannot occur for a mass conserving vector fluid as
it means that air particles are moving from one voxel to an-
other without being replaced and without pushing other air
particles in the new voxel to the side.

In a more mathematical way the mass conserving prop-
erty of the Euler equations states that the divergence should
be zero. This means that the inflow into each voxel must
equal the outflow, which is not the case in the figure. By ap-
plying the projection step (described in detail in the follow-
ing) to the vector field in figure 5(left) the new wind field is
given as seen in figure 5(right). In the figure it is observed
how the wind is forced to loop back to conserve the mass
within the wind field. The new wind field is much more tur-
bulent/dynamic than the previous and it illustrates the im-
portance of the projection step.

I——
e S A —

Figure 5: A wind field before and after the projection step.

The implementation of the projection is done using the
Helmholtz-Hodge decomposition [Bet98] which states that
any vector field can be decomposed into two parts as follows:

w = v+ Vs 6)

where w is a vector field without conservation of mass, v
is a vector field with conservation of mass (V-v=0) and Vs
is the gradient of a scalar field. This property can be used for
the projection of u* into a mass conserving vector field by
subtracting the gradient of a scalar field. In our case where
the vector field is a velocity for a fluid the scalar field is equal
to the pressure field for the wind. Therefore the projection is
given by:

u=u"-Vp @)

Following along this line of reasoning the pressure at each
voxel can be expressed as a Poisson equation where the Neu-
man boundary condition is used [AL04]. Solving for all vox-
els results in a linear system where the coefficient matrix is
spares. We apply the Conjugate Gradient Method [FFO1] to
solve this linear system. In figure 4 an example of a wind
field is illustrated. See [VID] for videos.
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5. Modeling Accumulated Snow

Using the model for falling snow described above we could
simply drop snowflakes from the sky and count the num-
ber of times a particular position in the scene is hit by a
snowflake. Smoothing the result and we have a scene with
accumulated snow. However, this approach will require a
tremendous number of snowflakes, i.e., very long processing
time. Instead we want to be able to speed up this process so
that the designer can define the amount (height) of snow and
produce a result "immediately". We use a six step algorithm
for this purpose.

The first step divides the scene into larger entities, de-
noted edge groups, having the same orientation. The next
four steps create the accumulated snow layers in the scene
in an iterative manner. By doing so it will be possible to
update the wind field for each iteration and thereby include
the effects of the changing wind field into the model for the
accumulated snow [FOO02]. Furthermore, it allows for inter-
mediate results of the accumulating snow, i.e., the process
can be canceled halfway through and still produce a realistic
result. The last step renders the surface of the accumulated
snow. In the following each step is further described.

5.1. Create Edge Groups

The first step in the accumulation scheme is the creation
of the edge groups. This step functions as an initialization
and is basically a question of determining possible loca-
tions where snow can accumulate. Each edge group consists
of a series of triangles that all belong to the same object
and where all triangles know their neighboring triangles or
whether or not they lie along an edge. All the triangles within
an edge group is bounded by a surrounding edge, hence the
name edge group. An edge group is an isolated part of the
scene where it may be possible for snow to accumulate.

5.2. Emit Snow Particles

In order to make the accumulation it is necessary to have
a representation of the snowflakes and to know where they
will fall on the mesh consisting of triangles. We emit snow
from the "sky" and calculate with which triangle in the edge
groups there is a collision. To ensure realism the emitting
and movement of the snowflakes use the schemes described
in the previous sections. As the snowflakes are not visualized
during fall we do not model their appearance and therefore
refer to them as snow particles. To speed up the process each
particle is assigned a volume of 10~%m? per particle. For
further details on emitting particles and collision detection
see [ALO4].

5.3. Refine Edge Groups

A very detailed snow surface is important when represent-
ing the snow around obstacles as the snow height will vary

a great deal, however, it is not always necessary to have a
detailed representation of the snow surface on, e.g., a large
plane surface where no obstacles exist. We therefore divide
the triangles into a finer grid of triangles according to the
number of particles hitting the triangles. Concretely we com-
pare the center of each triangle with the center for the snow
particles hitting this triangle and divide accordingly. In fig-
ure 6 the triangles are shown before and after this refinement
process. See [Fea0O0] [AL04] for details.

5.4. Resolve Stability

The next step is used for resolving the stability. There are
two purposes of this step. The first is that it functions as a
smoothing mechanism that makes sure that too abrupt transi-
tions between two levels of accumulated snow do not occur.
The second purpose of the stability step is the most impor-
tant as it determines if the snow cover is stable enough. This
is important as it for example determines whether or not a
snow cover on a rooftop is too high to remain stable or falls
down. Another example is whether or not a snowdrift stays
stable when leaning against an object.

We apply the algorithm from [Fea0O] where the idea is
to redistribute snow from one triangle to its neighbors if the
height difference is too steep. This is done in an iterative
manner based on a list of all triangles sorted in descending
order. See [Fea00] [ALO04] for further details.

The height difference between neighboring triangles is ex-
pressed as an angle and for snow to be distributed this an-
gle has to be above the angle of repose (AOR). The AOR is
dependent on various phenomena such as the roughness of
the surface, the type of snow, and the temperature [GMS81]
[MS93]. However, no equation for the AOR can be found
and therefore one is derived based on the experiments made
in [Fea00]. Using these results we end up with the following
relationship between the AOR and the temperature. It should
be stressed that this equation is merely a crude approxima-
tion.

30-|T+6[79%+40 for T<-85

8
B8 7490 for T>-85 ®

AOR:{

5.5. Smoothing and Rendering the Surface

The final step in the iteration is to smooth the snow surface.
This is done by averaging the height of each triangle using
its adjacent neighbors and then connecting these averaged
centers. After the iterations are done a smoothed surface
with the correct height according to the specified amount of
falling snow, the wind field and the objects in the scene is
obtained. The final result is rendered using POV-Ray.

(© The Eurographics Association 2005.
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ERsnow weather

Figure 6: The grid before and after the refinement step.

6. Results and Discussion

In this work three main topics have been covered: model-
ing a snowflake, modeling the movement of a snowflake,
and modeling the accumulation of snow. In this section we
present some results regarding these three topics and discuss
them.

The appearance of the snowflake, which is illustrated in
section 2, is believed to provide a realistic appearance. In
general the snowflakes have a nice flufty structure resem-
bling real snowflakes also compared to the CG snow cur-
rently used in movies. It is only when a snowflake comes
extremely close to the "camera" that it might seem unnat-
ural. This is a general problem of artificially created ob-
jects and therefore often avoided altogether in movies. It is
still to be seen whether a very good lighting model for our
snowflakes will solve this problem. The effect of the temper-
ature is clearly observable as seen in figure 3, see [VID] for
videos. Regarding processing time we can update the posi-
tion of around 100.000 snowflakes per second and it scales
linearlyi.

In many situations the movements of the snow as a whole
will be more important than the appearance in order to
achieve a believable result. For example, in one of the videos
[VID] the snowflakes are modeled using simple shapes with
different sizes, but nevertheless the snow seems realistic at
first glance. Note that this particular video has been gener-
ated in real-time due to its simplicity!

Our movement model is based on the actual forces gov-
erning the physical processes and is therefore very realistic.
In figure 4 a top view of a wind field is shown and it can

t Using non-optimized code on a 1.8GHz PC with 256MB Ram.
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be seen that the expected turbulence appears nicely com-
pared to the objects in the scene, see figure 7. This is also
documented in the videos [VID]. Besides the overall wind
field each snowflake also rotates with respect to its center of
mass providing a chaotic swirly nature very similar to real
snowflakes.

The velocity of the wind has a large effect and can easily
be controlled by an operator. In fact, we have a simple (in
terms of the shape of the snowflakes and the scene) online
version of our system where a wind gust can be entered via
the keyboard, see [VID] for videos.

The discretization of the scene can have a significant in-
fluence on the wind field. However, this is not as profound
as we initially thought. Only when you know what to look
for a difference can be observed, see [VID] for videos. It is
noticed that the smaller the discretization the more complex
the path of the snowflakes. The system can approximately
update a wind field containing 27.000 voxels per second and
it scales linearly.

Using the wind field shown in figure 4 the accumulated
snow in figure 7 is achieved. The result is in general simi-
lar to what should be expected in a real situation. However,
still some parameter tuning is required in order to avoid too
high snowdrifts along the walls, see [VID] for video. The
processing power is in minutes depending on a number of
issues, such as how many triangles are present after the re-
finement process, and how many iterations are required to
achieve stability [ALO4]. In figure 7 an example of our uni-
fied model can be seen, i.e., both accumulated and falling
snow, see [VID] for video.

6.1. Conclusion

The usage of the three elements described in this paper
(snowflake, movement of snow, and accumulation of snow)
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Figure 7: Top: Accumulated snow using the wind field in
figure 4. Bottom: Combining falling and accumulated snow.

is the following. The model of a snowflake can be used to
add artificial snow to a scene. Since we are applying a 3D
model as opposed to a 2D billboarding technique, the ap-
pearance of the snow is independent of the camera’s view-
point. The snow appears real both regarding to its appear-
ance (fluffiness and density) and its movement patterns (fol-
low wind, gravity, and self-rotating). The model is controlled
using the main weather parameters: temperature and wind
field, hence the model is easily adopted to a new scene. Fur-
thermore, since the wind field is general the snow movement
also seems natural with respect to the objects in the scene.

The accumulation of snow can be used to provide layers
of snow reflecting the wind field and the objects in the scene.
Again a few weather parameters can be used to control the
entire model. The model for the accumulation of snow and
the model for falling snow can obviously be combined.

In conclusion is can be stated that both the appearance and
movement of the snow, and the accumulated snow behave
very much like real snow and can be used in any static scene
since both the wind field and the other control parameters
are general.
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