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Abstract

With recent advances in optimization many different optimization approaches have been proposed, especially regarding the optimization of weights for neural networks. However, comparing these approaches in a visually succinct and intuitive manner is difficult to do, especially without relying on simplified toy examples that may not be representative. In this paper, we present a visualization toolkit using a modified variant of Fatou sets of functions in the complex domain to directly visualize the convergence behavior of an optimizer across a large range of input values. Furthermore, we propose an approach of generating test functions based on polynomial Chebyshev proxies, with polynomial degrees up to 11217, and a modification of these proxies to yield functions that are strictly positive with known global minima, i.e., roots. Our proposed toolkit is provided as a cross platform open source framework in C++ using OpenMP for parallelization. Finally, for meromorphic functions the process generates visually interesting fractals, which might also be interesting from an artistic standpoint.

CCS Concepts

- Mathematics of computing → Computations on polynomials; - Human-centered computing → Scientific visualization;

1. Introduction

Optimization approaches have long been an important aspect in many fields of research, including root finding and in finding local and global minima of functions. With the rise of machine learning and neural networks there has been a growing interest in the optimization of parameters, especially for high dimensional problems that commonly occur during the training of neural networks. However, these large scale problems often make it difficult to visualize how different optimization approaches differ regarding convergence, except by choosing toy examples that only show the optimization trajectory for single initial guesses for a simple function that can readily be chosen to impose a bias on the evaluation and these are generally not standardized across methods. Furthermore, mathematical derivations regarding the convergence behavior of different optimizers are very useful and important, but they do not provide an intuitive and comparable understanding of the convergence behavior to non experts. This problem is only exacerbated when different hyperparameters of an optimization approach can significantly change the convergence behavior in a variety of manners that are important to visualize.
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In this paper, we now propose a visualization toolkit that can directly visualize the convergence behavior of a variety of optimization approaches by generating a visual representation of the basins of convergence using a Fatou set like approach. In this regard, we propose an approach of generating arbitrarily difficult test functions by approximating a real valued scalar function using Chebyshev proxy functions, using polynomials of up to degree 11217, and expanding this proxy function to a complex valued domain. This extension provides a holomorphic basis for our evaluations, where we then provide a brief derivation of the Jacobian and Hessian matrices of the Chebyshev proxy using a modified variant of Clenshaw’s algorithm. Using these analytical derivatives, we can then evaluate root searching methods directly in the complex plane, whereas for optimization approaches we propose a simple modification of the Chebyshev proxy that ensures the function being positive everywhere, except for at the roots of the proxy function, which serve as global minima of the function. We then provide open source framework using C++ and OpenMP for this process and use this framework to compare a variety of optimization approaches and hyperparameters.

2. Chebyshev Proxy Functions

In optimization theory many different test functions exist to evaluate the properties of a given optimizer, e.g., the Rosenbrock function [Ros60], which are often difficult to optimize yet provide analytic information about any order derivative of the function. However, for a more intuitive understanding of the optimization process it would be beneficial to utilize an easily modifiable set of test functions that can be generated on-the-fly based on the requirements of a specific user. Using such black-box functions directly, however, is difficult as they generally do not provide explicit information about the functions’ derivatives and properties and relying on automatic differentiation or finite difference schemes may not always be readily possible or numerically sufficient. Within our framework we utilize such functions indirectly by first approximating them using so-called Chebyshev proxies [Boy13], which are a common tool in numerical analysis [DHT14].

These proxy functions work under the assumption that in $R$ the Weierstrass Approximation Theorem [Wei85] guarantees the existence of an approximating polynomial function $f_p$, with a polynomial degree $n$, for every $C^0$ continuous function $f$ over a compact interval $[a, b] \subset R$ up to an arbitrarily small error $\varepsilon$, i.e., $\|f - f_p\|_{\infty} \leq \varepsilon$. However, using equidistantly placed sampling points for the construction of such a proxy can yield increasing errors with increasing degrees, e.g., for Runge’s function [Run01]. Chebyshev interpolation, on the other hand, places sampling points at the roots of a Chebyshev basis polynomial (the so-called Chebyshev-Lobato grid), that avoids such artifacts [Boy95]. This process furthermore guarantees uniform geometric convergence for analytic functions with an approximation error $O(e^{-\rho n})$ [Ber18], with $n$ being the polynomial degree and $\rho$ being a positive scaling coefficient, whereas non analytic functions tend to converge much slower [AT17]. The basis of these proxy functions are generally Chebyshev polynomials of second kind $T_n$ [DHT14] of degree $n$, which are defined through the recursive relation [Boy14]

$$T_0(x) = 1; T_1(x) = 2x; T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x),$$ (1)

which are utilized to construct a Chebyshev polynomial sequence $p(x) = \sum_{i=0}^{n} c_i T_i(x)$, where the set of coefficients $C = \{c_0, \ldots, c_n\}$ are called the Chebyshev coefficients. The coefficients $C$ are calculated by sampling $f$ on a Chebyshev-Lobato grid of size $n + 1$ and performing a discrete Fourier transform (DFT) of these function evaluations, which yields a uniquely defined set of Chebyshev coefficients [Boy01]. While the Weierstrass Approximation Theorem guarantees the existence of a polynomial with a given approximation error bound, there is no universal approach to find an optimal approximating degree. Many different heuristic approaches, e.g., [CC60; FW66; SS80; Jac90; BT04; MH02; Boy95; Boy02; Mav94; AT17], exist to determine an estimated optimal polynomial degree $n_e$ for a given error bound $\varepsilon$ using alternative error metrics, such as the round-off plateau behavior of the coefficients of the polynomial sequence, which we utilize it is also used in the widely utilized Chebfun library [DHT14]. Consequently, a uniquely determined proxy function $f_p$ exists of degree $n_e$ as

$$f_p = \sum_{i=0}^{n_e} c_i T_i, \text{ with } \|f - f_p\|_{\infty} \leq \varepsilon.$$ (2)

At this point is also important to note that while this approximation process is explained here for real-valued scalar functions, it can also be performed for two-dimensional [TT13] and three-dimensional [HT17] functions, as well as complex-valued functions over the complex-plane [Boy14].

3. Clenshaw’s Algorithm and Derivatives

After approximating a given black-box function according to Sec. 2, we now need to evaluate the proxy function and the first and second order derivatives. Additionally, as we are interested in a complex valued function over the complex-plane, we need to perform this evaluation using imaginary numbers. As polynomial functions are holomorphic, we can replace the evaluation of the proxy function $f_p$ at the complex coordinates $z = x + iy$, with $z \in C$ and $x, y \in R$, with an evaluation of two functions of two real variables $u(x, y)$ and $v(x, y)$, with $f_p(z) = u(x, y) + iv(x, y)$. Evaluating a Chebyshev polynomial sequence can be done efficiently using Clenshaw’s Algorithm [Cle55], which evaluates a given Chebyshev polynomial through the recursive evaluation of

$$b_k(z) = a_k + s_k z b_{k+1}(z) - b_{k+2}(z), \quad s_k = \begin{cases} 1, & k = 0, \\ 2, & \text{else.} \end{cases}$$ (3)

While this equation can be evaluated directly using $z \in C$, we will later on require the separate evaluation of $u$ and $v$, as defined above, and accordingly splitting Clenshaw’s algorithm to explicitly evaluate the real and imaginary components is useful. The first thing to consider here is that the coefficients $c$ are only real valued based on the process described in Sec. 2, as we are only aiming to approximate the function on the real numbers. Accordingly, the real valued part $b_k^R$ and the complex valued part $b_k^I$ can be refactored as

$$b_k^R = a_k - b_{k+2}^R + s_k \left( x b_{k+1}^R - y b_{k+1}^I \right),$$ (4)

$$b_k^I = -b_{k+2}^R + s_k \left( x b_{k+1}^I - y b_{k+1}^R \right).$$ (5)

Note that we left out the $(x, y)$ for brevity as all $b$ terms depend on $x, y$ equally. Furthermore, we are interested in the derivatives of the proxy function with respect to the two components $x$ and $y$, i.e.,
we want to evaluate \( \partial/\partial b^k, \partial/\partial b^k_y, \partial/\partial b^k_x \) and \( \partial/\partial b^k_{xx} \). As the proxy function is holomorphic we know that, due to the Cauchy-Riemann equations, \( \partial/\partial b^k = \partial/\partial b^k_x \) and \( \partial/\partial b^k_y = -\partial/\partial b^k_x \), finding all required derivative terms only requires the evaluation of \( \partial/\partial b^k \) and \( \partial/\partial b^k_x \).

These terms can be found simply by applying the partial derivative operator to equation 4 as:

\[
\frac{\partial b^k}{\partial x} = - \frac{\partial}{\partial x} b^k_x + s_k \left[ \frac{x \partial b^k}{\partial x} + b^k_{xx} - y \frac{\partial b^k}{\partial y} \right]
\]

(6)

\[
\frac{\partial b^k}{\partial y} = - \frac{\partial}{\partial y} b^k_x + s_k \left[ \frac{y \partial b^k}{\partial y} - b^k_{yx} - x \frac{\partial b^k}{\partial x} \right]
\]

Finally, for the second order derivatives we only need to explicitly evaluate them for \( b^k \) as, due to the Cauchy-Riemann equations applied to the first order derivative, the terms for \( b^k_y \) are analogous. This yields us four required derivative terms:

\[
\frac{\partial^2 b^k}{\partial x^2} = - \frac{\partial^2 b^k}{\partial x^2} + x \left[ \frac{x \partial^2 b^k}{\partial x^2} + 2 \frac{\partial b^k_{xx}}{\partial x} - \frac{\partial^2 b^k_y}{\partial y^2} \right]
\]

(7)

\[
\frac{\partial^2 b^k}{\partial x \partial y} = - \frac{\partial^2 b^k}{\partial x \partial y} + x \left[ \frac{y \partial^2 b^k}{\partial x \partial y} - \frac{\partial b^k_{xy}}{\partial y} + \frac{\partial b^k_{yx}}{\partial x} \right]
\]

\[
\frac{\partial^2 b^k}{\partial y \partial x} = - \frac{\partial^2 b^k}{\partial y \partial x} + x \left[ \frac{x \partial^2 b^k}{\partial y \partial x} + \frac{\partial b^k_{yy}}{\partial x} - \frac{\partial b^k_{xy}}{\partial y} \right]
\]

\[
\frac{\partial^2 b^k}{\partial y^2} = - \frac{\partial^2 b^k}{\partial y^2} + x \left[ \frac{y \partial^2 b^k}{\partial y^2} - \frac{\partial b^k_{yy}}{\partial y} - 2 \frac{\partial b^k_y}{\partial y} \right]
\]

If we now evaluate the actual proxy function \( f_p(z) \) as a complex valued function we can readily find that \( f_p(x,y) = b^k_0(x,y) + \partial b^k_0(x,y) \partial \partial z f_p(x,y) = \partial /\partial b^k_0(x,y) + \partial /\partial b^k_0(x,y) \partial b^k_0(x,y) \) and \( \partial /\partial b^k_0(x,y) = \partial /\partial b^k_0(x,y) + \partial /\partial b^k_0(x,y) \partial b^k_0(x,y) \) However, the function as constructed thus far is not a well-suited test-case for optimization functions as the function may not have any global minima as it could easily tend to \( -\infty \) far from the origin, regardless of how the initial black-box function that was approximated appeared like. Instead, we would like to have a function \( f_p(x,y) \) that has global minima and, ideally, a set of known global minima. To achieve this we modify \( f_p \) in such a way that it is strictly positive everywhere but retains the original roots of \( f_p \), i.e., the roots of \( f_p \) in the complex plane for \( z = x + iy \) are the global minima of \( f_p \) in the two dimensional plane \( x,y \in \mathbb{R} \). Our modification works by directly squaring the real and imaginary components of \( f_p \). i.e., we define

\[
f_p(x,y) = \text{Re}(f_p(x,y))^2 + \text{Im}(f_p(x,y))^2.
\]

(8)

It is important to note that \( f_p(x,y) \) is not defined over the complex domain as the component-wise operators, Re and Im, are nowhere complex differentiable. As we previously derived the real and imaginary components of \( f_p \) separately, evaluating the gradient \( \nabla = \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right] \) and the Hessian matrix \( H \) of \( f_p \) can be done straightforward using the component wise derivatives. However, there is no guarantee that the Hessian matrix be positive definite, which may be difficult to handle with certain optimization approaches, e.g., Newton’s method when used as an optimizer. Finally, it is important to note that all the recursions for all derivative terms can be evaluated in a single iteration over the coefficients, which makes them computationally relatively inexpensive to evaluate.

4. Visualization

A Newton fractal in general describes a boundary set in the complex plane that can be utilized to visualize the convergence of Newton’s method, or more precisely, the Newton fractal is the Julia set of a holomorphic function under application of the non-holomorphic Newton’s method. Visualizing the Julia set directly is difficult as the boundary is infinitely thin and, instead, the Fatou set as the complementary of the Julia set is visualized. While initially only applied to Newton’s method for root finding, we can readily apply other root finding, or optimization approaches, in the same manner to any polynomial or transcendental function, where, as discussed before, we utilize an underlying Chebyshev proxy function as the basis for the visualization. Such a Fatou set is then the result of evaluating a rectilinear grid over some domain in the complex plane, e.g., \([-1,1] \times [-i,i]\), based on an iterative evaluation of

\[
z_{n+1} = z_n - \Delta f(z_n).
\]

where for a Newton fractal \( \Delta f(z_n) = f(z_n) \partial/\partial z f_p(z_n) \). An analogous iterative process can be defined over the two dimensional real plane by treating \( x \) as a two dimensional value \( [x,y] \) instead. This iterative process then can result in three distinct cases: (i) the iterative process converges to a single stable point, i.e., \(|z_{n+1} - z_0| \leq \epsilon\), (ii) the iterative process diverges, i.e., \(|z_{n+1} = \infty\), or fails, i.e., involves a division by zero, and (iii) yields an unstable iteration that does not converge to a single stable point but continues to move in a repeating trajectory. In practice, detecting the first and second case is trivial, whereas detecting the third case is generally not possible as this would implicitly require solving the halting problem, i.e., a trajectory might not have converged after 10^8 iterations, but there is no indication that this trajectory is stable. The only reliable indicator for an unstable case would be if the same exact location was visited multiple times with the same state of the optimizer, however, due to the fractal nature of this process, a difference of a single machine precision number might be enough to yield a different behavior.

Visualizing the resulting rectilinear grid of points then involves a color mapping process. For points that yielded either case (ii) or (iii) we utilize a separate color coding that is not included in the usual colormap, i.e., a pure red value indicates case (ii) and a pure green value indicates (iii). For all other values we treat the result of the iterative process as a complex number and use the polar angle of the complex number as input to a colormap that is periodic, where we chose the Twilight colormap [Bec].

At this point it is also important to note why the fractal behavior of the Newton fractals occurs in the first place. However, giving an in-depth explanation of this process is beyond the scope of this paper and for such an explanation the reader is referred to the report by Drexler et al. [DSB97], which covers the mathematical details. In general, an image generated in the process described here is a direct visualization of a Fatou set, which is an aspect of holomorphic dynamics, and describes the set of all points where a small perturbation of the position leads to the same result, or visually speaking, the Fatou set is the set of all points in the solid colored regions. On the other hand, the Julia set is the complementary of the Fatou set and describes the remaining points, i.e., points for which a small perturbation leads to a different results, or visually speaking, the Julia set is the boundary between solid colored regions.
A Newton fractal now arises from the observation, for a more rigorous mathematical argument see [DSB97], that for points in the Julia set any small perturbation of the position can lead to an arbitrarily large difference as the dynamic process continues. More specifically, it is possible to demonstrated that these small perturbation for any point in the Julia set can lead to any arbitrary position in the entire complex plane. Consequently, the neighborhood of a point in the Julia set necessarily includes points in the Fatou set corresponding to all possible behaviors, but such a border is necessarily a fractal due to requiring the boundary being adjacent to all regions at all points along the border. An important aspect in the emergence of this behavior is the underlying holomorphic dynamics that govern the behavior of a monomorphic process, of which a Newton iteration is an example, as these arguments do not hold up for non-holomorphic functions. Specifically, the functions created as described in Sec. 3, are nowhere complex differentiable so their behavior cannot be governed by holomorphic dynamics. In summary then, the fractal appearance, as described here, can only arise if the underlying function is holomorphic in itself. Regardless, the same visualization of the Fatou set can still give important information about the behavior of the optimizer, even if the Julia set is not a fractal.

5. Optimization Methods

Before discussing the results it is useful to discuss the various optimizers and root finding approaches used in our results and how they are defined to build a solid foundation for comparisons.

5.1. Newton’s Method

Newton’s method in numerical analysis is a simple root-finding approach that iteratively improves an initial guess \( z_0 \) of a root through an iterative process with

\[ z_{n+1} = z_n - \frac{f(z_n)}{f'(z_n)} \quad (10) \]

5.2. Newton’s Method as an Optimizer

A common extension of Newton’s method is to apply it to an optimization problem where the goal is not to find the roots of a given function but to instead find the minima of a given function. This then yields the iterative process

\[ x_{n+1} = x_n - H^{-1}(x_n) \cdot \nabla f(x_n). \quad (11) \]

For this method it is important to note that \( H \) needs to be positive definite as otherwise the process becomes a maximization instead of a minimization. However, if an \( H \) is well defined, this can be readily circumvented by first evaluating the Eigenvalues \( \sigma_i \) of \( H \) and ensuring that they are all positive valued by adding a diagonal matrix to \( H \) with the diagonal elements set to \( -\min \sigma_i \).

5.3. Halley’s method

Halley’s method is the second Householder method for root finding, where Newton’s method is the first Householder method. Halley’s method works by including the second order derivative of \( f \) as part of the root finding process to yield an iterative process

\[ z_{n+1} = z_n - \frac{2f(z_n)f'(z_n)}{2f'(z_n)^2 - f''(z_n)} \quad (12) \]

5.4. Gradient Descent

Gradient descent, also known as Steepest Descent, is a straightforward but widely utilized minimization algorithm that is simply dependent on the gradient of a function and a user defined learning rate \( \gamma \) as

\[ x_{n+1} = x_n - \gamma \nabla f(x_n). \quad (13) \]

While using a user-defined value \( \gamma \) often works, using a line search algorithm to find a choice for \( \gamma \) that satisfies the Wolfe conditions can significantly improve the convergence behavior, albeit at potentially significant computational overhead. An alternative approach is using the Barzilai-Borwein method to determine \( \gamma \) as

\[ \gamma_n = \frac{\langle x_n - x_{n-1}, \nabla f(x_n) - \nabla f(x_{n-1}) \rangle}{\| \nabla f(x_n) - \nabla f(x_{n-1}) \|^2} \quad (14) \]

5.5. BFGS

The BFGS algorithm (named after Broyden Fletcher Goldfarb and Shanno) [Fle13] is an optimization approach that does not rely on an explicitly known Hessian matrix, but instead constructs an approximation of the Hessian matrix during the optimization. For numerical convenience, most BFGS implementations construct an approximation of the inverse Hessian matrix directly as this avoids potentially costly inversion operations. The BFGS algorithm now starts with an initial guess of the Hessian, usually chosen as an identity matrix, and then iteratively first evaluating a new search direction \( p_k = -H_k \nabla f(x_k) \), calculating a new candidate position along the search direction \( x_{k+1} = x_k + \alpha_k p_k \), with \( \alpha_k \) determined using a line search to satisfy the Wolfe conditions, and finally updating the Hessian matrix using \( p_k = 1/\gamma_k s_k \), with \( s_k = x_{k+1} - x_k \) and \( y_k = \nabla f(x_{k+1}) - \nabla f(x_k) \), as \[ W_{k+1} = \left( I - \rho_k s_k y_k^T \right) W_k \left( I - \rho_k y_k s_k^T \right) + \rho_k s_k y_k^T \].

5.6. Adam

Adam is a momentum based variant of gradient descent and is one of the most widely used optimization methods in deep learning at the moment[KB14] with a citation, on average, every 37 minutes. In contrast to AdaGrad [DHS11], Adam utilizes two separate momenta per component \( m \) and \( v \) with an additional correction applied to them based on the iteration count \( k \geq 1 \). Note that for the explanation here a one dimensional optimization for \( x \) is assumed and any other component is evaluated analogous. Initially both momentum terms are initialized to zero and are updated according to

\[ m_{k+1} = \beta_1 m_k + (1 - \beta_1) \frac{\partial}{\partial x} f(x_k) \]

\[ v_{k+1} = \beta_2 v_k + (1 - \beta_2) \left( \frac{\partial}{\partial x} f(x_k) \right)^2 \]
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yields three well defined solid regions of convergence, similar to ranges of starting points. Correcting the hessian on the other hand but also indicate that the method becomes an optimizer for large parts of the domain towards a minima, indicated by the gradient between the dark and light region, even after 8192 iterations. Adam, on the other hand, shows a well defined convergence behavior.

For the second test function, \( f(x) = e^{-x} \sin(x) \), we see similar results for most methods, except for NRI-HC, GD and Adam. In this case, NRI-HC does not yield well defined regions of convergence, as in the previous case, and GD does not converge for large parts of the domain. Furthermore, GD diverges towards \( \infty \) for large parts of the domain. GD-BB, again behave very differently as the adaptive learning rate of GD-BB ensures a convergent behavior across the domain, whereas GD diverges towards \( \infty \) for large parts of the domain. NRI-HC, but shows some islands in the blue and tan regions where the momentum term causes the method to jump to the other region.

For the third function \( f(x) = \tan(x) \), Adam is the optimizer that shows the best convergence behavior, except for a small region of starting values that failed to converge after the maximum iteration count was reached. NRI-HC and NRI-O, for this case, significantly diminish the basin of convergence towards the real root at \( z = 0 \). An interesting observation here is that NRI-O yields a fractal pattern, whereas NRI-HC does not. In this scenario, GD and GD-BB, again behave very differently as the adaptive learning rate of GD-BB ensures a convergent behavior across the domain, whereas GD diverges towards \( \infty \) for large parts of the domain. Furthermore, the basins of convergence towards many of the roots are significantly larger for GD-BB and, for some, GD has no basins of convergence for some of the roots.

For the forth test function, \( f(x) = erf(x) \), we observe results that, overall, are very similar, however, there are two notable exceptions. Firstly, the shape of the basin of convergence towards \( z = 0 \) is significantly different between Newton’s method and Halley’s method, whereas for previous examples the results were very comparable. Secondly, using Newton’s method as an optimizer, without correcting the Hessian, in this case yields a fractal like behavior where the shape appears to be heavily distorted by the central basin of convergence.

For the final four test cases, see Table 2, we observe a general
\[ f(x) = x^3 - 2x + 1 \quad f(x) = e^{-x} \sin(x) \quad f(x) = \tan(x) \quad f(x) = \text{erf}(x) \]

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Test Case I</th>
<th>Test Case II</th>
<th>Test Case III</th>
<th>Test Case IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newton-It. as root finder</td>
<td><img src="image1.png" alt="Newton-It. as root finder" /></td>
<td><img src="image2.png" alt="Newton-It. as root finder" /></td>
<td><img src="image3.png" alt="Newton-It. as root finder" /></td>
<td><img src="image4.png" alt="Newton-It. as root finder" /></td>
</tr>
<tr>
<td>Halley's Method</td>
<td><img src="image5.png" alt="Halley's Method" /></td>
<td><img src="image6.png" alt="Halley's Method" /></td>
<td><img src="image7.png" alt="Halley's Method" /></td>
<td><img src="image8.png" alt="Halley's Method" /></td>
</tr>
<tr>
<td>Newton-It. as optimizer</td>
<td><img src="image9.png" alt="Newton-It. as optimizer" /></td>
<td><img src="image10.png" alt="Newton-It. as optimizer" /></td>
<td><img src="image11.png" alt="Newton-It. as optimizer" /></td>
<td><img src="image12.png" alt="Newton-It. as optimizer" /></td>
</tr>
<tr>
<td>Newton-It. using Hessian</td>
<td><img src="image13.png" alt="Newton-It. using Hessian" /></td>
<td><img src="image14.png" alt="Newton-It. using Hessian" /></td>
<td><img src="image15.png" alt="Newton-It. using Hessian" /></td>
<td><img src="image16.png" alt="Newton-It. using Hessian" /></td>
</tr>
<tr>
<td>Gradient-Descent</td>
<td><img src="image17.png" alt="Gradient-Descent" /></td>
<td><img src="image18.png" alt="Gradient-Descent" /></td>
<td><img src="image19.png" alt="Gradient-Descent" /></td>
<td><img src="image20.png" alt="Gradient-Descent" /></td>
</tr>
<tr>
<td>Barzilai-Borwein</td>
<td><img src="image21.png" alt="Barzilai-Borwein" /></td>
<td><img src="image22.png" alt="Barzilai-Borwein" /></td>
<td><img src="image23.png" alt="Barzilai-Borwein" /></td>
<td><img src="image24.png" alt="Barzilai-Borwein" /></td>
</tr>
<tr>
<td>Adam</td>
<td><img src="image25.png" alt="Adam" /></td>
<td><img src="image26.png" alt="Adam" /></td>
<td><img src="image27.png" alt="Adam" /></td>
<td><img src="image28.png" alt="Adam" /></td>
</tr>
</tbody>
</table>

**Table 1: Results for the first four test functions**

As penultimate evaluation we considered two further cases. Firstly, we considered a \(C^0\) continuous starting function, namely \(f(x) = |x|\), which resulted in a Chebyshev proxy of degree 11217. Even though the polynomial degree was very large, the process still worked, albeit at a much reduced computational performance, and it still yielded an interesting behavior, i.e., Fig. 2 does not show any basin of convergence towards \(z = 0\). Finally, we considered the results of applying BFGS to \(f(x) = x^3 - 2x + 1\), see Fig. 3, but we observed a significantly more complicated convergence behavior. Investigating these results more closely indicates that the primary features, which supports the wide adoption of this optimizer for a wide range of tasks.
issue here stems from the approximation of the Hessian, as the iterative process can move very rapidly in these test functions, which means that the Hessian matrix is significantly changing as the process proceeds in such a way that the iterative construction of the Hessian can become error prone. In a worst case this would result in a predicted direction for the optimization that is orthogonal to the gradient of the function and, consequently, any multiple of the predicted direction would not yield an improvement of the process, which in turn causes the process to halt prematurely. Finally, we demonstrate the influence of different hyperparameters for the Adam optimizer for $f(x) = x^5 - 0.5$ in Fig. 4. While in this case different hyperparameters yielded different results, Adam always remained stable and never diverged even at large learning rates or low momentum parameters. Furthermore, even though the trajectory shown in the results can become oscillatory, this did not negatively impact the overall convergence and, at worst, increased the number of required iterations.

7. Conclusions

In this paper we have presented an intuitive and visual way of visualizing different behaviors in different optimizers regarding the optimization of two dimensional functions based on a flexible test function creation process reliant on Chebyshev proxy functions. Using our open source framework we were able to visualize stark differences in the convergence behavior between different methods.
on both a fundamental level, i.e., certain methods showing clear fractal like behavior, and on a more nuanced level, i.e., demonstrating differences due to a choice of hyperparameter. Overall, the resulting images are not just visually interesting but also highlight potential areas of future investigation, i.e., if the proposed visual approach can be extended to turn the visual results into quantifiable numbers that allow for objective comparisons between different optimization methods, especially in higher dimensions. Finally, our framework works with a wide variety of input functions, ranging from simple low degree polynomials with astable regions for some methods, to polynomial approximations of piecewise continuous functions requiring over a polynomial degree of over 10000.
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